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A B S T R A C T   

Floods in urban areas which feature interactions between piped and surface networks are hydraulically complex. 
Further, obtaining in situ calibration data, although necessary for robust simulations, can be very challenging. 
The aim of this research is to evaluate the performance of a commonly used deterministic 1D-2D flood model, 
calibrated using low resolution data, against a higher resolution dataset containing flows, depths and velocity 
fields; which are replicated from an experimental scale model water facility. Calibration of the numerical model 
was conducted using a lower resolution dataset, which consisted of a simple rectangular profile. The model was 
then evaluated against a dataset that was higher in spatial resolution and more complex in geometry (a street 
profile containing parking spaces). The findings show that when the model increased in scenario complexity 
model performance was reduced, though most of the simulation error was < 10% (NRMSE). Similarly, there was 
more error in the validated model that was higher in spatial resolution than lower. This was due to calibration 
not being stringent enough when conducted in a lower spatial resolution. However, overall the work shows the 
potential for the use of low-resolution datasets for model calibration.   

1. Introduction 

Over the past decades, heavy rainfall events have become more 
frequent due to a warming climate (Jongman et al., 2014; Hall et al., 
2014; Stewart et al., 2015; Rubinato et al., 2019), and had a worldwide 
significant impact causing social (Dewan, 2015) and economic losses 
(Svetlana et al., 2015). Moreover, multiple small-scale urban flooding 
events repeatedly occur in cities where the existing drainage is very old, 
subject to blockages (Hillas, 2014), or was designed to convey smaller 
volumes of flows now increased due to urbanisation. Many hydrody-
namic models have been developed to understand the risks of urban 
flooding (Estrela and Quintas, 1994; Bates and De Roo, 2000; Liang, 
2010; Rubinato et al, 2019). However, due to the complex flow pro-
cesses in urban areas when inundation occurs, there is still space for 
improvements and further developments (Bates, 2004; Aronica et al., 
2002; Rubinato et al., 2021). In particular, the difficulty in acquiring 
appropriate calibration/validation data is an ongoing concern. Interac-
tion of flows between sewer systems and urban streets have three 
dimensional features and rapidly change in time; hence hydrodynamic 
models have the challenge to represent a variety of alternating unsteady 
flow regimes identifying flood routes within complex topography. Depth 

averaged two-dimensional (2D) models solving the full shallow water 
equations are commonly developed to simulate flooding events and 
estimate the surface runoff component. While pipe network models (1D) 
are commonly applied to quantify the sewer flows (Chen et al., 2007; 
Vojinovic and Tutiilic, 2009; Leandro et al., 2009; Maksimovic et al., 
2009; Cea et al., 2010; Pan et al., 2012). 

Previous studies have been conducted to assess the accuracy of these 
2D models to replicate surface flow dynamics typical of flooding sce-
narios by comparing numerical simulations against laboratory experi-
ments of flooded urban crossroads (Mignot et al., 2008a,b; Ghostine 
et al., 2009, 2010; El Kadi Abderrezzak et al., 2011; Bazin et al., 2017), 
or schematic flooded urban areas (Soares-Frazâo and Zech, 2008; Van 
Emelen et al., 2012; Mignot et al., 2006) or against surveillance cameras 
and flooding information extracted from CCTV footage (Leitâo et al., 
2018; Moy de Vitry et al., 2017, 2018). However, systematic studies 
investigating flood model error utilising measured data under different 
scenarios are uncommon. Such studies are expensive and the accuracy of 
the analysis is reliant on the quality of the video footage and technician 
skill (Wirahadikusumah et al., 1998). 

Calibrating and validating any hydrodynamic model is a crucial 
aspect of the modelling framework. However, an important debate that 
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previous studies possess include a lack of empirical data that is needed 
for calibrating and validating hydraulic simulations (Hunter et al., 2008; 
Collender et al., 2016). Consequently, the accuracy of any flood model is 
directly related to the possession of high-quality data (Molinari et al., 
2019). Relevant surface flow data includes flood depths and extents, 
inundation times and flow velocities. Data in a piped systems includes 
pipe flows and depths,. Though, there are many challenges when 
regarding data availability and acquisition. 

Therefore scale model facilities are often used effectively to inves-
tigate hydraulic behaviour of flood flows. Further, calibrating a flood 
model which can entail running several simulations can be very 
computationally demanding. This is especially apparent when using 1D- 
2D models (Addison-Atkinson et al., 2022). However, the relationship 
between calibration procedure (i.e., complexity and detail available) 
and model performance has yet to be fully explored in the literature. 
Many hydrological studies have identified that higher resolution grids 
include a higher definition of small streams, roads (and other permeable 
and impermeable urban surfaces) and narrow flow pathways. 

However, some previous studies (Mateo et al., 2017; Kim et al., 

2021) have found that increasing a models spatial resolution may not be 
beneficial in every case due to increased computational times that are 
needed. Along similar lines, numerical complexity has been known to be 
a significant source of error in complex flow regimes. Willis et al. (2019) 
argued this point and found that simplified models can be just as useful 
as more complex models due to the error higher resolution DEM’s offer. 
It is true that high resolution DEM’s are an integral base layer for 
modelling flood probability maps. Yet, flood modelling is more convo-
luted than this. Another example has been argued by Avand et al. 
(2022). The authors point out that DEM’s cannot simply improve model 
accuracy alone. Many other factors (e.g., altitude, precipitation, and 
distances from water courses/flood risk zones) affect simulation outputs. 

This leads to a research question: how does flood model performance 
differ under varying surface complexities? And can a lower resolution 
model still simulate this process with acceptable error? This is important 
to consider because the spatial detail, or resolution, of a dataset will 
undoubtedly affect how well a model represents reality. Similarly 
computational times can significantly increase in more complex models. 

To address this question, the current work aims to explore the 

Fig. 1. 3D representation of configuration 1 in the experimental facility. All dimensions are in mm. (Image cited from Rubinato et al. (2022)).  

Fig. 2. 3D representation of configuration 2 in the experimental facility. All dimensions are in mm. (Image cited from Rubinato et al. (2022)).  
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relationship between 1D-2D flood simulation complexity and model 
error in the context of urban flooding; utilising high resolution datasets 
form a large-scale physical model representing piped and surface sys-
tems. And specifically access the performance of a model which is 
calibrated with data collected at a courser resolution than the validation 
dataset. 

2. Methods 

2.1. Water laboratory experiments 

Flow rates, water depths and velocity fields were obtained using a 
physical scale model of a sewer pipe system (minor system) linked to a 
hypothetical urban surface (major system) via a single manhole. Built at 
the University of Sheffield, and 1:6 to scale, this unique water laboratory 
was used for multiple studies (Martins et al., 2017; Rubinato et al., 2017, 
2018a,b; Beg et al., 2018) for the calibration and validation of many 
numerical models. Open access datasets associated with the facility are 
available at https://zenodo.org/communities/floodinteract/.The full 
facility is constructed from acrylic, it is 8.2 m long and 4 m wide, and the 
street profile replicated has width 1.18 m. The minor system does not 
have a slope, although the major system has a slope of 0.001. The 
manhole that links both systems together have a diameter of 0.240 m 
(simulating a 1.440 m manhole at full scale). The sewer pipe has a 

diameter of a 0.075 m (internal) and made out of clear acrylic (simu-
lating a 0.450 m pipe at full scale). Electro-magnetic flow meters are 
used to record flows at the surface flow inlet (Q1), the sewer flow inlet 
(Q3) and at the outlets of the surface (Q2). Two surface configurations 
were used; the first was a rectangular street profile (configuration 1: See 
Fig. 1), the second was a street with parking spaces (configuration 2: See 
Fig. 2). Pressure head was recorded by several pressure transducers, 
which were placed at different locations around the manhole. From the 
recorded output depths could be obtained (Fig. 3). 

2.2. Hydraulic testing conditions 

Three different manhole testing conditions were selected to create 
hydraulic conditions in the facility, for both surface configurations. 
Manhole conditions vary to consider different degrees of interactions 
between the major and minor systems. These are as follows:  

1. The manhole is covered by a solid lid that significantly restricts the 
flow entering the minor system from the surface. Some flow is 
however bypassing a small gap around the edge of the lid and 
entering the piped system below from the surface. There is no sur-
charge from the pipe network, hence interaction between major and 
minor systems is minimal (S1).  

2. The lid on the top of the manhole is removed, Flow enters the minor 
system freely from the surface, as the flow in the pipe is minimal 
(S2).  

3. The lid on the top of the manhole is removed. There is significant 
flow in the sewer pipe, resulting in surcharge from the minor to 
major system (S3). 

Each manhole condition was tested under three different hydraulic 
conditions. This involved increasing either the flow running on the 
surface (Q1) or the flow entering the sewer pipe (Q3). Measured (time 
averaged) hydraulic testing conditions under each test are shown in 
Table 1. 

In this research all the tests were generated under steady conditions. 
At the upstream boundary of the flood plain, flows (Q1) were discharged 
into the system by passing over the inlet weir moving towards the 
downstream section of the surface outlet tank (Q2). The validation of the 
flow meters was assessed by volumetric discharge readings that were 
obtained with the laboratory measurement tank. LabviewTM software- 
controlled butterfly flow control valves, which allowed the flow 
release in the pipes that fed the minor and major system. This therefore 

Fig. 3. Location of pressure transducers around manhole (distances taken from 
the edge of the manhole). Direction of Q1 surface flow and distance from 
manhole is shown. 

Table 1 
Time averaged hydraulic parameters collected for each experimental test. Surface inflow (Q1), surface outflow (Q2), pipe inflow (Q3), and pipe outflow (Q4) and six 
surface depths (P0-P5) are shown.  

S Test ID Q1 (l/s) Q2 (l/s) Q3 (l/s) Q4 (l/s) P0 (mm) P1 (mm) P2 (mm) P3 (mm) P4 (mm) P5 (mm) 

Rectangular Configuration (Conf1) 
S1 1 3.68 2.67 3.59 4.60 20.6 19.9 22.7 18.8 21.6 19.9  

2 5.02 3.96 3.59 4.64 20.9 21.2 25.0 20.1 21.7 21.3  
3 6.34 5.38 3.59 4.55 21.8 22.4 27.4 20.7 22.8 22.7 

S2 4 3.68 1.04 0.59 3.23 15.6 16.2 16.8 15.2 17.6 16.8  
5 5.87 2.83 0.59 3.62 18.0 18.3 18.6 17.2 20.3 19.1  
6 6.34 3.09 0.58 3.84 18.4 19.0 19.0 17.8 20.9 19.7 

S3 7 3.66 4.49 7.56 6.73 25.3 22.3 24.0 19.2 24.1 21.5  
8 3.66 5.26 8.53 6.93 27.4 24.4 26.7 20.8 25.9 23.2  
9 3.69 5.84 9.28 7.13 28.5 25.7 27.8 20.4 26.6 25.6 

Parking Slots Configuration (Conf2) 
S1 10 3.65 2.42 3.52 4.75 20.8 19.5 21.7 18.5 21.3 18.9  

11 4.99 3.74 3.52 4.77 21.3 20.7 24.3 20.3 22.1 20.4  
12 6.32 5.07 3.52 4.77 22.1 21.5 26.3 21.4 23.2 21.7 

S2 13 3.65 1.33 3.43 5.75 14.9 15.0 16.2 11.4 17.9 15.5  
14 5.00 2.90 3.45 5.55 17.6 17.9 18.5 17.7 20.4 18.2  
15 6.35 3.75 3.41 6.01 18.4 19.0 19.1 18.0 20.6 19.4 

S3 16 3.67 4.40 7.50 6.77 25.0 22.2 23.7 18.9 23.7 21.0  
17 3.67 5.19 8.50 6.98 26.9 24.1 26.2 20.4 25.4 22.7  
18 3.66 5.80 9.28 7.14 28.0 25.3 27.9 21.3 26.5 24.1  
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set a range of steady inflows. For all the tests conducted, flows were first 
created and left to stabilise before values were recorded. Once stabilised, 
data were collected for a period of 3 min to define reliable temporally 
averaged values (technique previously tested in Rubinato et al. (2017) 
and Martins et al. (2018)). 

2.3. 2D velocity experimental measurements 

Surface flow Velocity fields were obtained using surface Particle 
Image Velocimetry (sPIV). This is a common way to characterise 2D 
velocity fields of surface flow (Carmer et al., 2009). To achieve this 
during this study the water facility was equipped with a seeding particle 
dispenser. The seeding particles (polypropylene, 2–3 mm diameter, and 
have a density of 0.90 g/cm3 (Weitbrecht et al., 2002)) were dispensed 
in uniform distribution over the flood plain via a roller brush attached to 
a vibrating particle hopper (varying between 0 and 20 rpm to control the 

release rate). This was recorded via three GoPro Hero 4 Black Edition 
cameras (set to record video frames of size 1440x1920 pixels). The 
cameras were hung independently to avoid vibrations. The cameras 
were fitted at a height of 1.5 m, to acquire the video frames. A 1 mm per 
pixel resolution at the centre of the images was obtained with a conse-
quent maximum frame rate of 80 Hz (Martins et al., 2018). This estab-
lished that each sPIV seeding particle was characterised by a cluster of at 
least 5 pixels. This was considered good particle definition and provided 
rigorous detection by the PIV software (Dynamic Studio by Dantec Dy-
namics Ltd). Go Pro cameras can have issues with lens distortion; thus, it 
was removed after spatial calibration by utilising chequerboard images. 
For full description please refer to Rojas Arques et al. (2018). The pixels 
outside the measurement area were then cropped for each image. Spatial 
calibration was carried out for all three Go Pro cameras, for the range of 
flow depths studied in this paper. Prior to each test the mean “back-
ground” (i.e., with no seeding particles) image was recorded over 5 mins 

Fig. 4. The meshes used for each configuration. The left shows configuration 1 and the right shows configuration 2. Both have a geometry of 1 m × 5 m.  
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and then sPIV instantaneous images were recorded for a period of 3 min 
for each test. These images were subtracted from this background, such 
that the background would turn black while the particles would remain 
white. After having obtained the images with the instantaneous location 
of the seeding particles, these images were analysed using the com-
mercial PIV software Dynamic Studio. Initially an adaptive correlation 
was performed to determine the velocity field for each time adjacent 
image pair and then a range of validation was applied to remove unre-
alistic high velocities and zero velocities resulting from interrogation 
areas with no seeding particles. For each flow condition tested within 
the facility, the filter removed<5% of the velocity vectors and those 
removed were then replaced via a 3 × 3 moving time average routine. 

2.4. Numerical model 

MIKE URBAN+ (DHI, 2020), was used in this research, as it is rela-
tively simple to use (which is further supported with its new interface), 
with widely accessible academic licenses. Also, it is a very popular 
software so this research may benefit its many users. MIKE URBAN +
can simulate both 2D overland and pipe flows by coupling 1D (MOUSE) 

and 2D (MIKE 21) processes together. The 1D hydrodynamic pipe flow 
model uses Saint-Venant 1D equations to solve pipe hydraulics. Whereas 
Depth Average Shallow Water equations are used to solve depths and 
velocities over the 2D surface. In this study the exact measurements of 
the physical model were replicated in MIKE URBAN + for the numerical 
simulations. 

2.5. Domain discretisation 

The domain for each surface was created using the MIKE ZERO 
toolbox. However, a smaller domain was simulated as nothing signifi-
cantly changed past this area. So, the new domain geometry was 1 m ×
5 m for the main flood plain channel. Two resolutions were used for each 
configuration. A lower resolution of 32x32 (G32) containing 25,488 
cells, and a higher resolution of 16x16 (G16) containing 103,660 cells. 
Like the water facility, both surfaces were assigned a Manning’s 
roughness coefficient of 0.009 (sm− 1/3), and a slope of 0.001. A square 
mesh was created for each configuration (Fig. 4 shows a mesh example). 
A broad crested weir was shaped along the downstream extent of the 
surface. The weir had a height of 0.05 m and width of 0.1 m. A weir 
coefficient of 0.8 and a weir exponential coefficient of 0.5 was set. 

2.6. Boundary and initial conditions 

As default in MIKE URBAN+, all grid boundaries are closed. An open 
boundary was therefore assigned to the downstream end of the grid file, 
so flow could leave the domain. The Q1 boundary inflows were created 
by adding 14 single point sources along the highest edge on the 2D 
surface. The physical models Q1 inflows was divided by 14 at each point 
for the simulation. Mean flows from the water laboratory test results 
were used as inflow boundary conditions at Q1. Similarly, the Q3 pipe 
inflow was assigned to the node in the piped system. Water laboratory 
mean flows were used as Q3 inflow boundary conditions. 

2.7. Model calibration and validation 

For configuration 1, simulations were split between calibration and 
validation. Fig. 5 illustrates which test was used for each scenario. 
Calibration test numbers were chosen at random (in RStudio using 
random sample vector selection). It was considered that this would be 
sufficient and non-bias way to represent how the model performed 
under steady flow conditions. Computational times varied. As seen 
below in Table 2. All calibrations took place using the lower resolution 
surface (G32) of configuration 1. 

All inflow conditions were simulated as continuous flows. For the 
first set of experiments, using configuration 1, the simulations included 
all nine observed water laboratory tests, from each scenario (S1, S2, S3). 
Pipe calibrations (adjusting pipe roughness values) and manhole 
discharge coefficients (adjusting coefficients in the manhole exchange) 
and changing manning’s roughness values were done manually. During 
the calibration that replicated S1 (lid on manhole) a weir discharge 
coefficient of 0.2 was assigned to the manhole. This allowed some sur-
face flow to bypass the lid and enter the manhole, as seen in the labo-
ratory model. When calibrating S2 and S3 a discharge coefficient of 0.9 
was applied to the manhole. Similarly, this allowed comparable flows as 
the laboratory model to enter the manhole. The pipes, Q3 and Q4 were 
both assigned a Hazen-Williams roughness value of 140. To simulate 
velocity fields, both grid surfaces were separately tested with the initial 
boundary conditions. Configuration 2 was used to further validate the 
modelling procedure using tests T10-T18; therefore, all parameters were 
kept the same. 

2.8. Data analysis 

Modelled manhole flow exchange (Qe), sewer pipe outflow (Q4) 
surface outflow (Q2) and the surface depths (at P0, P1, P2, P3, P4 and P5) 

Fig. 5. The three scenarios (S1, S2 & S3) and hydraulic tests (T1-T9) that were 
split for calibration and validation purposes with configuration 1. 

Table 2 
Average computational times (in seconds) for both configurations and surfaces 
(G32 and G16) for each of the three scenarios.  

Scenario Test ID Configuration 1 
computational times 
(seconds) 

Configuration 2 
Computational times 
(seconds)  

G32 G16 G32 G16 

S1 39 78 41 82 
S2 40 79 42 83 
S3 45 113 46 114  
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were directly taken from the model for comparison with experimental 
data. The velocity fields around the manhole and two meters within the 
manhole were investigated for configuration 1. Fig. 6 shows the vector 
field analysis locations including the parking space for configuration 2. 
Velocity field data was abstracted from the modelling output in a grid 
around each observation area, (location 1, 2 and 3) and compared with 

the experimental measured velocities. The results were interpolated 
within the mesh to that same grid then plotted each pair of points. In 
vector fields analysis location 1 velocities from the manhole centre were 
recorded at 125 mm, 250 mm, 375 mm and 500 mm. In vector fields 
analysis location 2 velocities from the centre of the flood plain were 
recorded at 125 mm, 250 mm, 375 mm and 500 mm. 

A linear regression model was conducted in RStudio, which quanti-
fied how close the fit was regarding calibration and validation results 
with the physical testing. Multiple R2 (the absolute fraction of variance), 
normalised root mean square errors (NRMSE) and P-values were chosen 
for quantifying the robustness of the numerical model. The normalised 
root mean square error (or sometimes known as relative root mean 
square error) is a quantitative statistical indicator that normalises the 

Fig. 6. Locations of vector field analysis. 
The green band (1) shows where the vector 
fields were taken around the manhole, the 
green band (2) shows where the vector 
fields were taken 2 m below the manhole, 
and the green band (3) shows the investi-
gated parking space. The red arrow iden-
tifies the direction of flow. Both the weir at 
the downstream end and particle dispenser 
are shown. (For interpretation of the refer-
ences to colour in this figure legend, the 
reader is referred to the web version of this 
article.)   

Table 3 
Combined scenario flow exchange (Qe), pipe outflow (Q4) and overland flows 
(Q2) from configuration 1. Results of the calibration and validation are shown, 
quantified by multiple R2, normalised root mean square error (NRMSE) and 
statistical significance.   

Flow ID Multiple R2 NRMSE P-value  

Qe  0.989  0.072  <0.001 
Calibration Q4  0.954  0.028  <0.001  

Q2  0.944  0.036  <0.001       

Qe  0.992  0.079  <0.001 
Validation Q4  0.978  0.027  <0.001  

Q2  0.968  0.037  <0.001  

Table 4 
Calibration* and validation results for observed (obs) and simulated (sim) flow 
exchange (Qe), outflow at sewer pipe (Q4) and outflow at flood plain surface (Q2) 
from configuration 1.  

S Test 
ID 

Qe (obs) 

l/s) 
Qe (sim) 

(1/s) 
Q4 (obs) 

(1/s) 
Q4 (sim) 

(l/s) 
Q2 (obs) 

(l/s) 
Q2 (sim) 

(l/s) 

S1 T1  − 1.01  − 1.13  4.60  4.72  2.67  2.55 
T2  − 1.05  − 1.19  4.64  4.78  3.96  3.83 
T3*  − 0.96  − 1.11  4.55  4.70  5.38  5.23  

S2 T4*  − 2.64  − 2.77  3.23  3.36  1.04  0.91 
T5  − 3.03  − 3.17  3.62  3.76  2.83  2.70 
T6*  − 3.30  − 3.41  3.84  3.99  3.09  2.93  

S3 T7*  0.80  0.96  6.73  6.60  4.49  4.62 
T8  1.60  1.73  6.93  6.80  5.26  5.42 
T9*  2.15  2.30  7.13  6.98  5.84  5.99  

Table 5 
Combined scenario validation results shows flow exchange (Qe), pipe outflow 
(Q4) and overland flows (Q2) from configuration 2. Results are quantified by 
multiple R2, normalised root mean square error (NRMSE) and statistical 
significance.  

Flow ID Multiple R2 NRMSE P-value 

Qe  0.997  0.082  <0.001 
Q4  0.994  0.024  <0.001 
Q2  0.995  0.036  <0.001  

Table 6 
Observed (obs) and simulated (sim) flow exchange (Qe), outflow at sewer pipe 
(Q4) and outflow at flood plain surface (Q2) for configuration 2.  

S Test 
ID 

Qe (obs) 

(1/s) 
Qe (sim) 

(1/s) 
Q4 (obs) 

(1/s) 
Q4 (sim) 

(1/S) 
Q2 (obs) 

(1/s) 
Q2 (sim) 

(1/s) 

S1 T10  − 1.23  − 1.36  4.75  4.88  2.42  2.29 
T11  − 1.25  − 1.39  4.77  4.91  3.74  3.60 
T12  − 1.25  − 1.40  4.77  4.92  5.07  4.92  

S2 T13  − 2.32  − 2.45  5.75  5.88  1.33  1.20 
T14  − 2.10  − 2.24  5.55  5.69  2.90  2.79 
T15  − 2.60  − 2.75  6.01  6.16  3.75  3.60  

S3 T16  0.73  0.86  6.77  6.64  4.40  4.53 
T17  1.52  1.65  6.98  6.85  5.19  5.32 
T18  2.14  2.29  7.14  6.99  5.80  5.95  

Table 7 
Combined scenario surface depths (P0, P1, P2, P3, P4 and P5). Results of the 
calibration and validation are shown for configuration 1, quantified by multiple 
R2, normalised root mean square error (NRMSE) and statistical significance.   

Depth ID Multiple R2 NRMSE P-value  

P0  0.993  0.053  <0.001  
P1  0.957  0.058  0.004 

Calibration P2  0.949  0.059  0.005  
P3  0.767  0.067  0.052  
P4  0.973  0.054  0.002  
P5  0.927  0.059  0.009   

P0  0.993  0.046  0.001  
P1  0.984  0.050  0.008 

Validation P2  0.965  0.048  0.018  
P3  0.900  0.056  0.051  
P4  0.993  0.049  0.001  
P5  0.965  0.051  0.017  
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root mean square error (RMSE). In this case it was normalised due to 
different flow inputs being used in each test at Q1 and Q3 (Table 1). 
Although there are different ways to normalise RMSE, this study divided 
RMSE by the absolute mean of measured data. As described by Des-
potovic et al. (2016), NRMSE < 10% is considered excellent, good if 10% 
< NRMSE < 20%, fair if 20% < NRMSE < 30%, and poor if NRMSE >
30%. 

3. Results 

Accuracy is determined by comparing the outputs from each and 
determining the amount of error. The results include errors from com-
bined scenarios. And observed and simulated results of manhole, pipe 
and surface flows, surface depths and velocity fields. The numerical 
model fit can be quantified by the multiple R2, normalised root mean 
square error (NRMSE) and statistical significance (P-values). Configu-
ration 1 was split for calibration (tests T3, T4, T6, T7 and T9) and 
validation (T1, T2, T5 and T8). All of configuration 2 results were used 
to validate the models performance. 

3.1. Manhole exchange, pipe and surface flows results of surface 
configuration 1 

3.1.1. Calibration 
The results are given in Table 3 and in Appendix A.1. Ranges of R2 

were between 0.944 and 0.989. Ranges of NRMSE were between 0.028 
and 0.072. The highest error was recorded at Qe. As seen in Table 4 
below the calibrated tests T3, T4 and T6 overestimated flows entering 
the manhole (Qe) by 0.148 (1/s), 0.125 (1/s) and 0.150 (1/s) respec-
tively. During surcharged conditions T7 had an additional flow of 0.125 
(1/s) leaving the manhole, and T9 had an increase of 0.148 (1/s). 

3.1.2. Validation 
The model’s validation results are reported in Table 3 and Appendix 

A.2. Ranges of R2 were between 0.968 and 0.992. Ranges of NRMSE 
were between 0.027 and 0.079. Similarly, Qe had the highest error. 
Observed and simulated flows are shown in Table 4. For T1, T2 and T5 
flows entering Qe were over calculated by 0.124 (1/s), 0.136 (1/s) and 
0.138 (1/s) respectively. However, for T8 there was an over estimated 
surcharge of 0.132 (1/s). The statistical significance implied a robust 
model for each split data sets (<0.05). The model accuracy illustrates 
that the mean flows from the numerical model was closely related to the 
measured water facility flows. The results of flow exchange and outflows 
from configuration 1 are considered excellent (NRMSE < 10%). 

3.2. Manhole exchange, pipe and surface flows results of surface 
configuration 2 

3.2.1. Validation 
Results for the validated flows are shown in Table 5 and Appendix 

A.3. Ranges of R2 were between 0.994 and 0.997, and ranges of NRMSE 
were between 0.024 and 0.082. Corresponding to configuration 1, flow 
error for configuration 2 was greatest at Qe. All tests had a significant 
outcome (<0.05). The results of flow exchange and outflows from 

Table 8 
Calibration* and validation results for observed (obs) and simulated (sim) surface depths (P0, P1, P2, P3, P4 and P5) from configuration 1.   

Test 
ID 

P0 (obs) 

(mm) 
P0 (sim) 

(mm) 
P1 (obs) 

(mm) 
P1 (sim) 

(mm) 
P2 (obs) 

(mm) 
P2 (sim) 

(mm) 
P3 (obs) 

(mm) 
P3 (sim) 

(mm) 
P4 (obs) 

(mm) 
P4 (sim) 

(mm) 
P5 (obs) 

(mm) 
P5 (sim) 

(mm) 

S1 T1  20.63  19.82  19.88  19.05  22.65  21.78  18.78  17.95  21.62  20.80  19.87  19.04 
T2  20.93  20.01  21.24  20.28  25.02  24.04  20.11  19.15  21.65  20.73  21.29  20.33 
T3*  21.81  20.77  22.37  21.30  27.42  26.34  20.69  19.66  22.82  21.77  22.74  21.71  

S2 T4*  17.57  16.56  18.20  17.18  18.80  17.71  17.24  16.22  19.59  18.49  18.83  17.81 
T5  18.03  16.91  18.30  17.17  18.64  17.45  17.21  16.09  20.34  19.22  19.11  17.99 
T6*  18.42  17.27  18.95  17.30  18.97  17.21  17.84  16.33  20.87  19.72  19.74  18.22  

S3 T7*  25.32  26.44  22.34  23.54  23.98  25.30  19.24  20.44  24.06  25.28  21.48  22.69 
T8  27.36  28.49  24.38  25.61  26.67  28.02  20.84  22.15  25.88  27.30  23.25  24.54 
T9*  28.53  30.04  25.74  26.99  27.81  29.34  20.39  21.90  26.59  28.14  25.58  27.09  

Table 9 
Combined scenario surface depths (P0, P1, P2, P3, P4 and P5) for configuration 2. 
Quantified by multiple R2, normalised root mean square error (NRMSE) and 
statistical significance.  

Depth ID Multiple R2 NRMSE P-value 

P0  0.990  0.052  <0.001 
P1  0.966  0.058  <0.001 
P2  0.961  0.057  <0.001 
P3  0.906  0.064  <0.001 
P4  0.967  0.053  <0.001 
P5  0.966  0.058  <0.001  

Table 10 
Validation results for observed (obs) and simulated (sim) surface depths (P0, P1, P2, P3, P4 and P5) from configuration 2.  

S Test 
ID 

P0 (obs) 

(mm) 
P0 (sim) 

(mm) 
P1 (obs) 

(mm) 
P1 (sim) 

(mm) 
P2 (obs) 

(mm) 
P2 (sim) 

(mm) 
P3 (obs) 

(mm) 
P3 (sim) 

(mm) 
P4 (obs) 

(mm) 
P4 (sim) 

(mm) 
P5 (obs) 

(mm) 
P5 (sim) 

(mm) 

S1 T10  20.80  19.97  19.50  18.65  21.70  20.82  18.50  17.66  21.30  20.47  18.90  18.06 
T11  21.30  20.37  20.70  19.73  24.30  23.31  20.30  19.33  22.10  21.17  20.40  19.43 
T12  22.10  21.05  21.50  20.41  26.30  25.20  21.40  20.35  23.20  22.13  21.70  20.65  

S2 T13  14.90  13.88  15.00  13.97  16.20  15.10  11.40  10.37  17.90  16.79  15.50  14.46 
T14  17.60  16.46  17.90  16.76  18.50  17.30  17.70  16.57  20.40  19.27  18.20  17.06 
T15  18.40  17.24  19.00  17.34  19.10  17.33  18.00  16.48  20.60  19.44  19.40  17.87  

S3 T16  25.00  26.13  22.20  23.42  23.70  25.03  18.90  20.12  23.70  24.93  21.00  22.22 
T17  26.90  28.04  24.10  25.34  26.20  27.56  20.40  21.72  25.40  26.84  27.70  29.02 
T18  28.00  29.52  25.30  26.56  27.90  29.44  21.30  22.82  26.50  28.06  24.10  25.62  
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configuration 2 are considered excellent (NRMSE < 10%). This signified 
that the model accuracy was good and closely related to the measured 
water facility flows. 

Table 6 shows observed and measured flow results from configura-
tion 2. Flows were slightly over calculated at Qe for configuration 2; also, 
errors during all scenarios increased slightly when parking spaces were 
incorporated into the study. For T10, T11 and T12 flows entering the 
manhole at Qe were over calculated by 0.125 (1/s), 0.137 (1/s) and 
0.149 (1/s) respectively. For T13, T14 and T15 the hydrodynamic model 
over calculated flows entering the manhole by 0.126 (1/s), 0.139 (1/s), 
and 0.151 (1/s) respectively. Under surcharged conditions flow during 
T16, T17 and T18 were over calculated by 0.126 (1/s), 0.133 (1/s) and 
0.149 (1/s). The increased error of flows in configuration 2 occurred due 
to an increase in complexity in flow patterns encompassing the manhole. 
Although the difference in error is small, it is highlighted by greater 
errors at Qe for configuration 2 (NRMSE = 0.082) than at configuration 1 
(NRMSE = 0.072). 

3.3. Surface depth results for configuration 1 

3.3.1. Calibration 
The calibrated values for surface depths are shown in Table 7 and 

Appendix B.1. Ranges of R2 were between 0.767 and 0.993. Ranges of 
NRMSE were between 0.053 and 0.067. Location P0 had the lowest error 
and P3 had the highest. The results show a good statistical significance. 
This indicates the numerical model managed to replicate the observed 
depths well. Table 8 illustrates observed and simulated depths during 
each hydraulic testing scenario. 

When identifying depth location P2, which is right in front of the 
manhole, the depths during T3, T4 and T6 were underestimated. They 
were within 1.08 mm, 1.09 mm, and 1.76 mm of the experimental data 
set respectively. Model performance decreased with increasing Q1 
inflow. Depths during T7 and T9 were overestimated at P2 and were 
within 1.32 mm and 1.53 mm of the experimental data set respectively. 
Model performance decrease with increasing Q3 inflow. 

Table 11 
Calibration* and validation results of velocities for configuration 1 (analysis 
area 1). Illustrates the vector type (longitudinal and transversal) for each grid 
used (G32 and G16) and test (Tl- T9). Multiple R2, normalised root mean square 
error (NRMSE) and P-values are shown for total model outcome. NRMSE is also 
shown at 4 distances from the manhole centre.  

Test 
ID 

Total 
model 
NRMSE 

Multiple 
R2 

P-value NRMSE - Distance from manhole 

125 
mm 

250 
mm 

375 
mm 

500 
mm 

G32 Longitudinal 
T1 0.058 0.995 <0.001 0.066 0.054 0.045 0.025 
T2 0.075 0.990 <0.001 0.094 0.075 0.060 0.042 
T3* 0.098 0.983 <0.001 0.134 0.091 0.072 0.056 
T4* 0.058 0.997 <0.001 0.089 0.059 0.047 0.028 
T5 0.082 0.993 <0.001 0.122 0.084 0.066 0.046 
T6* 0.101 0.991 <0.001 0.136 0.098 0.088 0.063 
T7* 0.117 0.981 <0.001 0.140 0.112 0.102 0.090 
T8 0.125 0.972 <0.001 0.141 0.120 0.110 0.097 
T9* 0.130 0.958 <0.001 0.149 0.131 0.117 0.101  

G32 Transversal 
T1 0.069 0.998 <0.001 0.073 0.068 0.053 0.032 
T2 0.089 0.997 <0.001 0.110 0.083 0.076 0.052 
T3* 0.126 0.994 <0.001 0.143 0.124 0.123 0.109 
T4* 0.081 0.998 <0.001 0.101 0.073 0.061 0.036 
T5 0.119 0.994 <0.001 0.138 0.099 0.083 0.073 
T6* 0.155 0.990 <0.001 0.159 0.140 0.126 0.122 
T7* 0.158 0.989 <0.001 0.175 0.152 0.131 0.115 
T8 0.166 0.986 <0.001 0.219 0.155 0.141 0.124 
T9* 0.173 0.985 <0.001 0.226 0.163 0.154 0.127  

G16 Longitudinal 
T1 0.068 0.991 <0.001 0.079 0.064 0.051 0.028 
T2 0.082 0.987 <0.001 0.102 0.083 0.069 0.051 
T3* 0.113 0.971 <0.001 0.142 0.107 0.082 0.067 
T4* 0.071 0.994 <0.001 0.093 0.072 0.061 0.033 
T5 0.091 0.987 <0.001 0.130 0.094 0.073 0.060 
T6* 0.113 0.984 <0.001 0.144 0.110 0.096 0.074 
T7* 0.132 0.972 <0.001 0.154 0.125 0.110 0.097 
T8 0.140 0.958 <0.001 0.164 0.133 0.122 0.102 
T9* 0.141 0.945 <0.001 0.167 0.140 0.125 0.109  

G16 Transversal 
T1 0.076 0.996 <0.001 0.086 0.077 0.062 0.039 
T2 0.107 0.995 <0.001 0.133 0.104 0.085 0.073 
T3* 0.139 0.992 <0.001 0.169 0.134 0.133 0.119 
T4* 0.101 0.996 <0.001 0.117 0.086 0.071 0.043 
T5 0.137 0.988 <0.001 0.148 0.113 0.097 0.083 
T6* 0.163 0.988 <0.001 0.174 0.147 0.138 0.125 
T7* 0.172 0.985 <0.001 0.184 0.163 0.144 0.132 
T8 0.189 0.986 <0.001 0.238 0.178 0.157 0.146 
T9* 0.192 0.979 <0.001 0.243 0.188 0.168 0.150  

Table 12 
Validation results of velocities around the manhole for configuration 2 (analysis 
area 1). Illustrates the vector type (longitudinal and transversal) for each grid 
used (G32 and G16) and test (T10-T18). Multiple R2, normalised root mean 
square error (NRMSE) and P-values are shown for total model outcome. NRMSE 
is also shown at 4 distances from the manhole centre.  

Test 
ID 

Total 
model 
NRMSE 

Multiple 
R2 

P-value NRMSE - Distance from manhole 

125 
mm 

250 
mm 

375 
mm 

500 
mm 

G32 Longitudinal 
T10 0.060 0.994 <0.001 0.068 0.056 0.049 0.027 
T11 0.087 0.985 <0.001 0.100 0.079 0.063 0.048 
T12 0.107 0.974 <0.001 0.139 0.096 0.078 0.059 
T13 0.063 0.997 <0.001 0.094 0.065 0.051 0.032 
T14 0.088 0.992 <0.001 0.126 0.087 0.068 0.049 
T15 0.108 0.990 <0.001 0.143 0.110 0.095 0.081 
T16 0.135 0.964 <0.001 0.151 0.128 0.111 0.100 
T17 0.139 0.953 <0.001 0.158 0.136 0.117 0.107 
T18 0.146 0.923 <0.001 0.163 0.142 0.128 0.116  

G32 Transversal 
T10 0.080 0.996 <0.001 0.085 0.076 0.062 0.040 
T11 0.106 0.992 <0.001 0.122 0.098 0.087 0.063 
T12 0.138 0.989 <0.001 0.150 0.146 0.136 0.120 
T13 0.093 0.996 <0.001 0.110 0.081 0.070 0.043 
T14 0.137 0.992 <0.001 0.146 0.111 0.099 0.086 
T15 0.156 0.988 <0.001 0.170 0.156 0.146 0.142 
T16 0.173 0.985 <0.001 0.182 0.160 0.151 0.148 
T17 0.180 0.982 <0.001 0.232 0.168 0.155 0.152 
T18 0.183 0.980 <0.001 0.253 0.173 0.164 0.131  

G16 Longitudinal 
T10 0.069 0.991 <0.001 0.083 0.066 0.055 0.032 
T11 0.091 0.991 <0.001 0.110 0.087 0.071 0.054 
T12 0.113 0.971 <0.001 0.149 0.108 0.086 0.072 
T13 0.072 0.996 <0.001 0.093 0.081 0.066 0.036 
T14 0.095 0.991 <0.001 0.132 0.103 0.076 0.064 
T15 0.114 0.986 <0.001 0.159 0.119 0.106 0.080 
T16 0.139 0.962 <0.001 0.168 0.128 0.124 0.102 
T17 0.142 0.950 <0.001 0.170 0.138 0.126 0.107 
T18 0.147 0.926 <0.001 0.176 0.143 0.132 0.113  

G16 Transversal 
T10 0.090 0.995 <0.001 0.094 0.086 0.079 0.040 
T11 0.115 0.991 <0.001 0.136 0.111 0.089 0.077 
T12 0.149 0.986 <0.001 0.176 0.149 0.142 0.129 
T13 0.112 0.994 <0.001 0.129 0.093 0.084 0.058 
T14 0.145 0.991 <0.001 0.154 0.117 0.110 0.089 
T15 0.167 0.985 <0.001 0.196 0.174 0.146 0.135 
T16 0.190 0.979 <0.001 0.191 0.183 0.152 0.143 
T17 0.195 0.976 <0.001 0.244 0.187 0.162 0.154 
T18 0.201 0.974 <0.001 0.267 0.192 0.174 0.162  
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3.3.2. Validation 
The validated model results are shown in Table 7 and Appendix B.2 

and include the tests for T1, T2, T5 and T8. Ranges of R2 were between 
0.900 and 0.993. Similarly, P0 had the lowest error. Statistical signifi-
cance also explains a good model validation of depths (<0.05). Ranges 
of NRMSE were between 0.046 and 0.056. When identifying depth 
location P2, depths at T1, T2, T5 were underestimated and stood within 
0.87 mm, 0.98 mm and 1.19 mm of the experimental data set respec-
tively. Model performance decreased with increasing Q1 inflow for these 
three tests. However, at location P2, T8 over estimated depths and was 
within 1.35 mm of the experimental data set. During this test model 
performance decreased with increasing Q3 inflow. Table 8 illustrates 
observed and simulated depths during each hydraulic testing scenario. 

3.4. Surface depth results for configuration 2 

3.4.1. Validation 
The accuracy of the validated model is illustrated in Table 9 below 

and Appendix B.3. Ranges of R2 were between 0.906 and 0.990. Ranges 
of NRMSE were between 0.052 and 0.064. All tests were significant 
(<0.05). Like configuration 1, the error of depths in configuration 2 
were highest at P3 and lowest at P0. This highlights that the wave re-
flections of the flow had the most disparity at these two points. 

Table 10 illustrates observed and simulated depths during each hy-
draulic scenario. During S1 and S2 depths were slightly under calculated 
and S3 depths were over calculated. Differences in depths were < 2 mm, 
which was comparable to configuration 1; though the differences were 
slightly larger when parking spaces were added to the flood plain. Simi-
larly, errors in depths increased in relation to increasing Q1 inflow for S1 
and S2. For S3 errors in depths were related to Q3 inflow conditions. The 
error in depths during S1 were the smallest in all hydraulic scenarios, as 
seen in the previous street profile. When identifying location P2, depths 
during T10, T11 and T12 were within 0.88 mm, 0.99 mm and 1.10 mm, 
respectively. S2 also saw underestimated depths. At P2 depths during T13, 
T14 and T15 were within 1.10 mm, 1.20 mm and 1.77 mm, corre-
spondingly. Depths during S3, where pipe inflow dominated flows, 

Table 13 
Calibration* and validation results of velocities for configuration 1 (analysis 
area 2). Illustrates the vector type for each grid used (G32 and G16) and test 
number (Tl-T9). Multiple R2, normalised root mean square error (NRMSE) and 
P-values are shown for total model outcome. NRMSE is also shown at 4 distances 
from the grid centre.  

Test 
ID 

Total 
model 
NRMSE 

Multiple 
R2 

P-value NRMSE - Distance from grid centre 

125 
mm 

250 
mm 

375 
mm 

500 
mm 

G32 Longitudinal 
T1 0.048 0.983 <0.001 0.061 0.049 0.032 0.022 
T2 0.061 0.933 <0.001 0.078 0.060 0.049 0.039 
T3* 0.073 0.871 <0.001 0.098 0.074 0.062 0.050 
T4* 0.057 0.991 <0.001 0.067 0.052 0.036 0.027 
T5 0.070 0.979 <0.001 0.087 0.061 0.051 0.040 
T6* 0.099 0.965 <0.001 0.113 0.083 0.072 0.060 
T7* 0.105 0.816 <0.001 0.124 0.112 0.098 0.083 
T8 0.109 0.792 <0.001 0.128 0.115 0.108 0.087 
T9* 0.114 0.874 <0.001 0.139 0.124 0.111 0.091  

G32 Transversal 
T1 0.054 0.998 <0.001 0.067 0.059 0.050 0.030 
T2 0.083 0.993 <0.001 0.083 0.075 0.069 0.044 
T3* 0.095 0.990 <0.001 0.106 0.096 0.081 0.061 
T4* 0.075 0.990 <0.001 0.072 0.063 0.057 0.034 
T5 0.094 0.990 <0.001 0.092 0.089 0.073 0.047 
T6* 0.114 0.976 <0.001 0.115 0.102 0.088 0.066 
T7* 0.117 0.991 <0.001 0.121 0.111 0.096 0.076 
T8 0.123 0.976 <0.001 0.127 0.118 0.106 0.080 
T9* 0.125 0.989 <0.001 0.138 0.131 0.114 0.092  

G16 Longitudinal 
T1 0.052 0.972 <0.001 0.065 0.053 0.035 0.026 
T2 0.067 0.910 <0.001 0.081 0.070 0.056 0.047 
T3* 0.085 0.815 <0.001 0.101 0.090 0.082 0.059 
T4* 0.064 0.985 <0.001 0.076 0.057 0.040 0.033 
T5 0.084 0.957 <0.001 0.096 0.080 0.065 0.055 
T6* 0.111 0.942 <0.001 0.127 0.090 0.085 0.068 
T7* 0.119 0.745 <0.001 0.138 0.124 0.114 0.091 
T8 0.123 0.727 <0.001 0.147 0.131 0.120 0.098 
T9* 0.133 0.808 <0.001 0.156 0.146 0.132 0.106  

G16 Transversal 
T1 0.069 0.998 <0.001 0.086 0.075 0.066 0.038 
T2 0.101 0.990 <0.001 0.108 0.094 0.082 0.060 
T3* 0.122 0.987 <0.001 0.133 0.128 0.110 0.085 
T4* 0.099 0.981 <0.001 0.094 0.083 0.070 0.045 
T5 0.113 0.984 <0.001 0.113 0.107 0.095 0.068 
T6* 0.149 0.954 <0.001 0.142 0.137 0.125 0.090 
T7* 0.152 0.987 <0.001 0.170 0.152 0.144 0.104 
T8 0.174 0.970 <0.001 0.184 0.168 0.157 0.119 
T9* 0.183 0.981 <0.001 0.207 0.191 0.162 0.134  

Table 14 
Validation results of velocities for configuration 2 (analysis area 2). Illustrates 
the vector type (longitudinal and transversal) for each grid used (G32 and G16) 
and test (T10-T18). Multiple R2, normalised root mean square error (NRMSE) 
and P-values are shown for total model outcome. NRMSE is also shown at 4 
distances from the grid centre.  

Test 
ID 

Total 
model 
NRMSE 

Multiple 
R2 

P-value NRMSE – Distance from grid centre 

125 
mm 

250 
mm 

375 
mm 

500 
mm 

G32 Longitudinal 
T10 0.052 0.975 <0.001 0.064 0.051 0.036 0.026 
T11 0.067 0.953 <0.001 0.090 0.064 0.055 0.044 
T12 0.088 0.909 <0.001 0.108 0.086 0.075 0.056 
T13 0.065 0.992 <0.001 0.089 0.061 0.048 0.030 
T14 0.087 0.978 <0.001 0.101 0.065 0.056 0.046 
T15 0.100 0.962 <0.001 0.116 0.096 0.080 0.073 
T16 0.112 0.853 <0.001 0.128 0.115 0.105 0.092 
T17 0.119 0.892 <0.001 0.140 0.132 0.110 0.094 
T18 0.125 0.837 <0.001 0.160 0.137 0.114 0.095  

G32 Transversal 
T10 0.067 0.994 <0.001 0.077 0.065 0.060 0.039 
T11 0.085 0.994 <0.001 0.161 0.086 0.078 0.062 
T12 0.106 0.992 <0.001 0.113 0.104 0.103 0.101 
T13 0.081 0.996 <0.001 0.105 0.074 0.065 0.039 
T14 0.105 0.937 <0.001 0.106 0.096 0.084 0.067 
T15 0.115 0.994 <0.001 0.132 0.113 0.110 0.103 
T16 0.129 0.984 <0.001 0.138 0.121 0.110 0.106 
T17 0.138 0.980 <0.001 0.134 0.130 0.123 0.111 
T18 0.145 0.983 <0.001 0.149 0.135 0.134 0.125  

G16 Longitudinal 
T10 0.060 0.957 <0.001 0.072 0.061 0.039 0.030 
T11 0.085 0.903 <0.001 0.106 0.081 0.061 0.049 
T12 0.093 0.866 <0.001 0.106 0.090 0.085 0.066 
T13 0.065 0.991 <0.001 0.090 0.069 0.050 0.034 
T14 0.091 0.964 <0.001 0.097 0.092 0.069 0.056 
T15 0.112 0.939 <0.001 0.134 0.107 0.099 0.072 
T16 0.126 0.825 <0.001 0.140 0.134 0.120 0.100 
T17 0.131 0.808 <0.001 0.156 0.135 0.125 0.104 
T18 0.137 0.792 <0.001 0.168 0.140 0.134 0.111  

G16 Transversal 
T10 0.081 0.991 <0.001 0.091 0.085 0.072 0.040 
T11 0.103 0.990 <0.001 0.115 0.099 0.092 0.074 
T12 0.131 0.984 <0.001 0.155 0.141 0.124 0.092 
T13 0.085 0.996 <0.001 0.099 0.090 0.083 0.048 
T14 0.125 0.957 <0.001 0.124 0.113 0.101 0.082 
T15 0.145 0.989 <0.001 0.175 0.148 0.137 0.118 
T16 0.178 0.960 <0.001 0.191 0.165 0.157 0.130 
T17 0.194 0.970 <0.001 0.194 0.187 0.171 0.145 
T18 0.227 0.960 <0.001 0.254 0.192 0.172 0.151  
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increased with increasing inflow. At P2 depths were within 1.33 mm 
during T16, 1.36 mm during T17 and 1.54 mm during T18. 

3.5. Results of velocity fields for surface configuration 1 (analysis area 1) 

3.5.1. Calibration 
The agreement between the observed and simulated velocities from 

analysis area 1 are shown in Table 11. The results of the velocity fields in 
analysis area 1 are plotted in Appendix C.1, C.2, C.3 and C.4. The dis-
tances from the manhole centre are shown in each. The results show that 
the lower resolution grid (G32) had less error than the higher resolution 
grid (G16). Longitudinal flow had smaller error than transversal flows. 
Velocity error also increased the nearer to the manhole. 

For G32, calibrated NRMSE ranged between 0.058 and 0.130 for 
longitudinal flow. Calibrated transversal flows had slightly more error. 
NRMSE ranged between 0.081 and 0.173. When the calibrated model 
was run using G16, NRMSE ranged between 0.071 and 0.141 for lon-
gitudinal flow. Transversal flows had an NRMSE range of 0.101 and 
0.192. R2 values were > 0.945, with a significant outcome in all cali-
brated tests (P-value < 0.05). 

3.5.2. Validation 
The validated model with the G32 surface had a ranging NRMSE of 

between 0.058 and 0.125 for longitudinal velocities and between 0.069 
and 0.166 for transversal velocities. The validated model with the G16 
surface had a ranging NRMSE of 0.068 and 0.140 for longitudinal flows 
and a range of 0.076 and 0.189 for transversal flows. In all the tests R2 

values were > 0.958 and tests were significant (P-value < 0.05). 

3.6. Results of velocity fields for surface configuration 2 (analysis area 1) 

3.6.1. Validation 
The accuracy of the model is shown for both G32 and G16 in lon-

gitudinal and transversal vectors in Table 12. These results are plotted in 
Appendix D.1, D.2, D.3 and D.4. For G32 longitudinal flows NRMSE 
ranged from between 0.06 and 0.146. Transversal flows had slightly 
higher error. They ranged from between 0.08 and 0.183. Similarly, all 
tests were significant with R2 > 0.923. G16 had larger errors; NRMSE for 
longitudinal flows ranged between 0.069 and 0.147 and transversal flow 
error ranged between 0.090 and 0.201. 

3.7. Results of velocity fields for configuration 1 (analysis area 2) 

The agreement between the observed and simulated velocities from 
analysis area 2 are shown in Table 13 and in Appendix C.5, C.6, C.7 and 
C.8. The distances from the manhole centre are shown in each. The re-
sults show that the lower resolution grid (G32) had less error than the 
higher resolution grid (G16). Longitudinal flow had smaller error than 
transversal flows. Velocity error also increased the nearer to the grid 
centre. 

3.7.1. Calibration 
In the calibrated model within G32, the NRMSE ranged between 

0.057 and 0.114 for longitudinal velocity fields and for transversal ve-
locity fields ranged between 0.075 and 0.125. Errors were slightly larger 
for the higher resolution data set. Ranges of NRMSE were between 0.064 
and 0.133 for longitudinal velocity fields and between 0.099 and 0.183 
for transversal velocity fields. R2 values were > 0.816 and all tests were 
significant. 

3.7.2. Validation 
The validated model using G32 showed a range of NRMSE ranging 

between 0.048 and 0.109 for longitudinal velocity fields and for trans-
versal velocity fields it ranged between 0.054 and 0.123. R2 values were 
> 0.792. Similarly, these errors increased in the higher resolution grid. 
Ranges of NRMSE were between 0.052 and 0.123 for longitudinal ve-
locity fields and between 0.069 and 0.174 for transversal velocity fields. 
R2 values in the validated data set were > 0.727. Table 13 shows the 
error with regards to their distance to the centre of the flood plain. 
Similarly, velocity errors increased the nearest to the centre of the flood 
plain. 

3.8. Results of velocity fields for configuration 2 (analysis area 2) 

3.8.1. Validation 
The results show that less error occurred with increasing distance 

from the manhole, (see Table 14). For G32 NRMSE ranged between 
0.052 and 0.125 for longitudinal flows and between 0.067 and 0.145 for 
lateral flows. Multiple R2 values were also high (>0.909). For G16 
NRMSE for longitudinal flows ranged between 0.060 and 0.137 and 
between 0.081 and 0.227 for transversal flows. Table 13 shows that 
error increased with decreasing distance from the grid centre. These 
results are plotted in Figs. D.5–D.8 in Appendix D. Like configuration 1, 
the results show that for configuration 2 errors increased with increasing 
inflows. This error increased when under surcharge conditions. For 
example, tests being conducted under S1 and S2 had less error than tests 
under S3. Along similar lines the higher resolution grid also had larger 

Table 15 
Validation results of velocities for configuration 2 (analysis area 3). Illustrates 
the vector type (longitudinal and transversal) for each grid used (G32 and G16) 
and test (T10-T18). Multiple R2, normalised root mean square error (NRMSE) 
and P-values are shown for total model outcome.  

Test ID Total model 
NRMSE 

Multiple R2 P-value 

G32 Longitudinal 
T10  0.090  0.998  <0.001 
T11  0.119  0.996  <0.001 
T12  0.132  0.994  <0.001 
T13  0.099  0.994  <0.001 
T14  0.125  0.995  <0.001 
T15  0.144  0.993  <0.001 
T16  0.157  0.994  <0.001 
T17  0.167  0.993  <0.001 
T18  0.177  0.991  <0.001  

G32 Transversal 
T10  0.111  0.997  <0.001 
T11  0.133  0.994  <0.001 
T12  0.173  0.990  <0.001 
T13  0.117  0.994  <0.001 
T14  0.172  0.991  <0.001 
T15  0.186  0.988  <0.001 
T16  0.205  0.981  <0.001 
T17  0.210  0.987  <0.001 
T18  0.215  0.986  <0.001  

G16 Longitudinal 
T10  0.098  0.995  <0.001 
T11  0.126  0.993  <0.001 
T12  0.138  0.991  <0.001 
T13  0.104  0.998  <0.001 
T14  0.133  0.990  <0.001 
T15  0.149  0.988  <0.001 
T16  0.164  0.988  <0.001 
T17  0.173  0.987  <0.001 
T18  0.182  0.984  <0.001  

G16 Transversal 
T10  0.115  0.996  <0.001 
T11  0.137  0.993  <0.001 
T12  0.181  0.986  <0.001 
T13  0.121  0.993  <0.001 
T14  0.176  0.988  <0.001 
T15  0.190  0.983  <0.001 
T16  0.211  0.980  <0.001 
T17  0.219  0.984  <0.001 
T18  0.225  0.979  <0.001  
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error than the lower resolution grid. 

3.9. Results of velocity fields of configuration 2 (analysis area 3) 

3.9.1. Validation 
These results show the velocity field error for analysis area 3, which 

was situated inside a parking space. They are illustrated in Table 15 
below and Figs. D.9–D.12 in Appendix D. The results suggest that the 
model outcome was acceptable, as the %NRMSE was below the 30% 
limit and R2 was high (>0.979). The results suggest that NRMSE ranged 
between 0.09 and 0.177 for longitudinal flows, and for transversal flows 
it ranged between 0.111 and 0.215 in G32. For G16 NRMSE ranged 
between 0.098 and 0.182 for longitudinal flows and for transversal error 
ranged between 0.115 and 0.225. 

4. Discussion 

4.1. Manhole exchange, pipe, and surface flows 

As flow rates in the model increased the model performance 
decreased. For example, during S1 and S2 the inflow at Q1 dominated 
the flow conditions. This meant that as the inflow increased, so did the 
simulated error. Along the same lines, this was apparent for S3 where 
the model was influenced by Q3 input flows. This meant that the error of 
S3 increased with increasing Q3 inflows. Errors in the manhole ex-
change, pipe and surface flows were higher in configuration 2 than 
configuration 1. Similarly, this is very likely to do with the increased 
complexity of the floodplain; plus, calibration took place using a lower 
spatial resolution. 

Throughout the hydraulic testing scenarios, the numerical model 
overestimated manhole exchange for all scenarios. This meant that the 
model either overestimated pipe outflow or overestimated surface 
outflow. For S1 and S2, simulated pipe outflow (Q4) was greater in the 
numerical model than the experimental datasets. As a result, 2D over-
land flow was smaller than observed values under these scenarios. Along 
similar lines for S3, over calculated surcharged flow meant that pipe 
outflows were smaller in the numerical model than the experimental 
datasets. Such errors have been experienced in previous studies. For 
example, Fraga et al. (2017) found that their model over estimated 
surcharge by 2%, which is slightly in better agreement than the model in 
the present study. Rubinato et al. (2017) calibrated their flood model 
under steady flow conditions and found that their model over estimated 
unsteady surcharge flow rates. This occurred due to turbulent conditions 
created by unsteady flows. In the present study the manhole exchange 
error comes to pass due to S1 and S2 being heavily influenced by Q1 
inflow, whereas S3 is determined by Q3 pipe inflow. 

4.2. Surface depths 

The errors of simulated surface depths increased with increasing flow 
rate. This was also greater in configuration 2 when compared to config-
uration 1. Differences in depths were < 2 mm for all depth locations 
during the three hydraulic testing scenarios. This is consistent to other 
studies. Rubinato et al. (2016) had a l-3 mm disparity after changing 
downstream boundary conditions (adjusting a weir) when modelling 
depths around a manhole. Similarly, Martins et al. (2017) had a range of 
depths just above 2 mm when validating 2D shock capturing flood models 
around a surcharging manhole. The results from the present study suggest 
manhole exchange dynamics are attributable to changes in surface 
depths. For example, during S1 and S2, Q1 inflow influenced the flow at 
Qe and Q2. For both scenarios the results confirm that there was more 
error at depth locations with higher Q1 inflow. These results are consistent 
with a previous study. For example, Martins et al. (2017) found that 
higher Q1 increased the variation in depths. The biggest depth discrep-
ancy in their study came from P2, as this point is upstream of the manhole. 
This meant that this location was most effected by overland inflow. 

During the present study, we conclude that P2 was also strongly affected 
by Q1 during S1 and S2, though most error came from depth location P3, 
which is situated downstream of the manhole. During S3 depths were 
slightly overestimated. This was due to pipe inflow at Q3 dominating 
discharges through the manhole and over the flood plain. Thus, during 
simulation the manhole magnified this exchange. Similarly, the variation 
in depths increased at each location with higher inflows at Q3. This meant 
that model error increased with increasing Q3. 

In the current study, depths were related to the dominate boundary 
inflow. Depths during S1 and S2 increased with increasing Q1 and S3 
was increased with Q3. The variation of depths also increased with the 
increasing inflow boundary. Though, the results do indicate that there 
was a stable and balanced flow during the simulations, which is agree-
able with many of the observed values. In the observed data, P1 had a 
greater depth than P5 under S3. Even though the locations were the same 
distance from the manhole. This was due to P1 being closer to the 
boundary wall of the physical model. This changes the wave reflections 
of the flow, causing some parts of the 2D surface to have greater depths 
than others. The numerical model was able to replicate this well. This is 
seen by the relationship between the depth trends and Qe flow exchange 
in both the observed and simulated results. This has been accurately 
replicated in other numerical modelling studies, for example in the work 
of Kesserwani et al. (2015). The authors found that depths increased at 
P1 and P5 with increasing Qe. P1 also had a greater depth than P5, due to 
the geometry of the model. 

4.3. Velocity fields (analysis area 1) 

For configuration 1 the results show that for longitudinal flows in 
G32 model performance decreased with increasing inflows. Surface 
flows and depths were underestimated during S1 and S2, as discussed in 
the exchange flow results above; this meant that velocities were also 
slightly under calculated. For S3 the opposite occurred, as flows were 
over calculated. Longitudinal flows had more error than transversal 
flows. This meant that the model performed better in flows that were 
more directional and less turbulent, as seen in cross flows. Along similar 
lines, an increase in error was directly linked to inflow conditions. Ve-
locity error increased with increasing Q1 inflow for S1 and S2. For S3, 
velocity error increased with Q3 inflow. 

The model did not perform as well with the validated higher reso-
lution grid, albeit the modelling outcome was considered good. The 
highest %NRMSE in G16 was 19.2%, which is well within the acceptable 
model performance percentage (<30%). This agrees to other outcomes, 
for example in the works of Willis et al. (2019). They found that 
increasing errors can occur in higher resolution data sets due to an in-
crease in model complexity. 

During configuration 2 the model performance also decreased with 
increasing inflows, which mirrored configuration 1 results. Due to sur-
face flows and depths being under calculated for S1 and S2, this meant 
that velocities were also under simulated. Q1 inflow was responsible for 
these errors. S3 had higher simulated velocities, due to over simulated 
flows and depths due to Q3 inflows. For G16 the highest %NRMSE was 
during lateral flows under T18 (20.1%), yet this still was still below the 
acceptable limit (<30%). The model performed less accurately (26.7% 
error) in analysis area 1 during surcharge conditions in the higher res-
olution grid. This was at a range of 125 mm to the manhole centre during 
T18, which was consistent to the first street profile. 

4.4. Velocity fields (analysis area 2 and 3) 

Model performance improved the further away velocities were 
recorded from the manhole. For example, the model performed better in 
analysis area 2 than 1. This is due to the manhole being a more complex 
area to simulate as verified in other works (Martins et al., 2018; Willis 
et al., 2019; Shrestha et al., 2022). Similarly model performance 
improved in longitudinal flows than transversal, as they were more 
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dominant and less complex. As seen in analysis area 1, model perfor-
mance also decreased in the higher resolution dataset. The highest % 
NRMSE during surcharge at G16 was 18.3%, which is well within the he 
acceptable model performance percentage (<30%). Out of all velocity 
field analysis locations model performance in analysis area 3 was the 
lowest. This was likely the most complex region to simulate velocity 
fields in configuration 2. Here, flows were more turbulent. Similarly, 
longitudinal velocity field performance was greater than transversal 
velocity fields, and the performance of the model decreased with 
increasing spatial resolution. Which was likely to do with the model 
being calibrated in a lower resolution. 

4.5. Spatial resolution, calibration, and computational time trade-off. 

The key debate that this paper covers is model performance and the 
associated errors with regards to increasing inflows, and surface com-
plexities. The keys findings found that model performance did decrease 
with increasing pipe and surface inflows, spatial resolution of the 2D 
surfaces used, and when parking spaces were introduced. Also, the 
model performed better in the calibrated lower resolution grids. Model 
error linked to numerical complexity has been discussed in previous 
research for example Mateo et al. (2017); Willis et al. (2019); Kim et al. 
(2021). The authors found that if parameter calibrations are conducted 
in lower spatial resolution model performance can decrease when the 
resolution is increased in future simulations. Though this uncertainty is 
far less when flows are less complex. They argue that simplified models 
can be just as useful as more complicated models, which agrees with the 
present paper. These differences are likely to be reduced through the 
calibration process. Meaning that calibration should take place using the 
highest resolution possible. However, one could also argue that there is a 
trade-off between resolution and computational times. This is something 
that the modeller needs to consider for themselves. For example, Table 2 
illustrates that in the higher resolution grid computational times were 
about twice as long than the lower resolution grid. Therefore, we argue 
that we found it acceptable in our example to use a lower resolution 
model. As errors were not large enough to reduce model performance 
enough and simulations were far less time consuming. 

4.6. Limitations of study 

The biggest limitation of this study is that it only looked at two hy-
pothetical street profiles that were both relatively simple. Therefore, the 
differences in errors were quite small between each configuration and 
opposing resolution. It is proposed that future work may look at creating 
more obstacles on the floodplain. This may resemble street furniture in 
the real world. For example, benches, plant containers or curbs. Another 
important point to consider is that this study only looked at MIKE 
URBAN + as the modelling software and made no comparison with any 
other. It is hypothesised that if this work was carried out in a similar 
commercial package (e.g., Info works) the results would be similar, as 
both MIKE and info works use shallow water equations and finite vol-
ume numerical schemes. Though results maybe slightly different if using 
UIM (Chen et al., 2007), as UIM uses diffusive wave equations and a 
finite difference numerical scheme. 

5. Conclusion 

The need to understand the accuracy of 2D velocity fields across 
flooded urban surfaces has motivated this research. Water facilities such 
as the one used in this study are a useful way to obtain high resolution 
data. Yet, calibrating high-resolution models can be computationally 
demanding. Therefore, it may be necessary to initially calibrate flood 
models in lower resolutions, reducing simulation times. To increase the 
accuracy of flood models after calibration it is possible to increase 
spatial resolution. This allows for a more detailed investigation of 
inundation over an area, paying closer attention to small streams and 

narrow flow conduits. Yet, error is likely to increase from the elevated 
model complexity. As such, this paper analysed this process by 
comparing high resolution data sets collected from a water laboratory 
with a numerical model. The level of complexity was increased within 
two hypothetical street profiles to assess if it could influence the per-
formance of the numerical simulations. The model was calibrated before 
spatial resolution was increased. This study suggests that hydrodynamic 
1D-2D models with a lower spatial resolution may still be appropriate 
for modelling urban inundation. This is because computational times are 
reduced, and errors may still be acceptable. Our findings provide a 
valuable understanding of urban flooding scenarios using a high spatial 
resolution experimental dataset. We conclude that the data set is 
reproducible for future studies and is suitable for the calibration and 
validation of other current numerical models. The model was able to 
replicate highly accurate flows, surface depths and velocities, when 
compared to the physical experimental data sets. Model error increased 
with increasing inflows. Similarly, error increased when the spatial 
resolution became finer due to the model being calibrated in the less 
complex system. The conclusions can be simplified as follows-. 

In both configurations-  

• Model performance (flows, depths, and velocity fields) decreased 
with increasing pipe and surface inflows.  

• Model performance decreased in the finer spatial resolution due to 
calibration taking place with a courser resolution.  

• Velocity field error increased with decreasing distance to the 
manhole and grid centre. 

Configuration 1 where model performance was improved-  

• Validated flow errors were ≤ 7.9%  
• Validated surface depth errors were ≤ 5.6%  
• Validated velocity field errors were ≤ 19.2% 

Configuration 2 where model performance was reduced (due to 
parking spaces being added)-  

• Validated flow errors were ≤ 8.2%  
• Validated surface depth errors were ≤ 6.4%  
• Validated velocity field errors were ≤ 22.7% 
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Appendix A - Pipe flow plots  Appendix B – Surface depth plots  

Fig. A1. Combined scenario pipe flows of configuration 1 - calibration data set.  

Fig. A2. Combined scenario pipe flows of configuration 1 - validation data set.  

Fig. A3. Combined scenario pipe flows of configuration 2 - validation.  

Fig. B1. Combined scenario surface depths of configuration 1- calibration 
data set. 

Fig. B2. Combined scenario surface depths of configuration 1- validation 
data set. 

Fig. B3. Combined scenario surface depths of configuration 2- validation.  
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Appendix C – Configuration 1 velocity plots  

Fig. C1. Longitudinal velocity fields of configuration 1 with G32 in analysis 
area 1. Showing distances from the manhole centre at each test (T1-T9). 

Fig. C2. Transversal velocity fields of configuration 1 with G32 in analysis area 1. Showing distances from the manhole centre at each test (T1-T9).  

Fig. C3. Longitudinal velocity fields of configuration 1 with G16 in analysis 
area 1. Showing distances from the manhole centre at each test (T1-T9). 
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Fig. C4. Transversal velocity fields of configuration 1 with G16 in analysis area 1. Showing distances from the manhole centre at each test (T1-T9).  

Fig. C5. Longitudinal velocity fields of configuration 1 with G32 in analysis area 2. Showing distances from the grid centre at each test (T1-T9).  
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Fig. C6. Transversal velocity fields of configuration 1 with G32 in analysis area 
2. Showing distances from the grid centre at each test (T1-T9). Fig. C8. Transversal velocity fields of configuration 1 with G16 in analysis area 

2. Showing distances from the manhole centre at each test (T1-T9. 

Fig. C7. Longitudinal velocity fields of configuration 1 with G16 in analysis area 2. Showing distances from the grid centre at each test (T1-T9).  
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Appendix D – Configuration 2 velocity plots  

Fig. D1. Longitudinal velocity fields of configuration 2 with G32 in analysis area 1. Showing distances from the manhole centre at each test (T10-T18).  

Fig. D2. Transversal velocity fields of configuration 2 with G32 in analysis area 1. Showing distances from the manhole centre at each test (T10-T18).  
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Fig. D3. Longitudinal velocity fields of configuration 2 with G16 in analysis area 1. Showing distances from the manhole centre at each test (T10-T18).  

Fig. D5. Longitudinal velocity fields of configuration 2 with G32 in analysis area 2. Showing distances from the grid centre at each test (T10-T18).  

Fig. D4. Transversal velocity fields of configuration 2 with G16 in analysis area 1. Showing distances from the manhole centre at each test (T10-T18).  
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Fig. D6. Transversal velocity fields of configuration 2 with G32 in analysis area 2. Showing distances from the grid centre at each test (T10-T18).  

Fig. D7. Longitudinal velocity fields of configuration 2 with G16 in analysis area 2. Showing distances from the grid centre at each test (T10-T18).  
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Fig. D9. Longitudinal velocity fields of configuration 2 with G32 in analysis area 3. Showing each test (T10-T18).  

Fig. D8. Transversal velocity fields of configuration 2 with G16 in analysis area 2. Showing distances from the grid centre at each test (T10-T18).  
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Fig. D10. Transversal velocity fields of configuration 2 with G32 in analysis area 3. Showing each test (T10-T18).  

Fig. D11. Longitudinal velocity fields of configuration 2 with G16 in analysis area 3. Showing each test (T10-T18).  
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