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Abstract 

The global competitive environment and the growing demand for personalised products 

have increased the interest of companies in producing similar product models on the 

same assembly line. Companies are forced to make significant structural changes to 

rapidly respond to diversified demands and convert their existing single-model lines 

into mixed-model lines in order to avoid unnecessary new line construction cost for 

each new product model. Mixed-model assembly lines play a key role in increasing 

productivity without compromising quality for manufacturing enterprises. 

The literature is extensive on assembling small-sized products in an intermixed 

sequence and assembling large-sized products in large volumes on single-model lines. 

However, a mixed-model parallel two-sided line system, where two or more similar 

products or similar models of a large-sized product are assembled on each of the parallel 

two-sided lines in an intermixed sequence, has not been of interest to academia so far. 

Moreover, taking model sequencing problem into consideration on a mixed-model 

parallel two-sided line system is a novel research topic in this domain. Within this 

context, the problem of simultaneous balancing and sequencing of mixed-model 

parallel two-sided lines is defined and described using illustrative examples for the first 

time in the literature. The mathematical model of the problem is also developed to 

exhibit the main characteristics of the problem and to explore the logic underlying the 

algorithms developed. The benefits of utilising multi-line stations between two adjacent 

lines are discussed and numerical examples are provided.  

An agent-based ant colony optimisation algorithm (called ABACO) is developed to 

obtain a generic solution that conforms to any model sequence and it is enhanced step-

by-step to increase the quality of the solutions obtained. Then, the algorithm is modified 

with the integration of a model sequencing procedure (where the modified version is 

called ABACO/S) to balance lines by tracking the product model changes on each 

workstation in a complex production environment where each of the parallel lines may a 

have different cycle time. Finally, a genetic algorithm based model sequencing 

mechanism is integrated to the algorithm to increase the robustness of the obtained 

solutions. Computational tests are performed using test cases to observe the 

performances of the developed algorithms. 

Statistical tests are conducted through obtained results and test results establish that 

balancing mixed-model parallel two-sided lines together has a significant effect on the 
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sought performance measures (a weighted summation of line length and the number of 

workstations) in comparison with balancing those lines separately. Another important 

finding of the research is that considering model sequencing problem along with the line 

balancing problem helps algorithm find better line balances with better performance 

measures. The results also indicate that the developed ABACO and ABACO/S 

algorithms outperform other test heuristics commonly used in the literature in solving 

various line balancing problems; and integrating a genetic algorithm based model 

sequencing mechanism into ABACO/S helps the algorithm find better solutions with 

less amount of computational effort. 
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 Chapter Introduction 

This chapter provides an overview of the research. After a very brief research 

background about assembly line balancing problem and its historical development in 

Section 1.2, an overview of the assembly line balancing problems with the main 

characteristics and nomenclature are presented in Section 1.3. Some definitions and 

notations related to assembly line systems are studied first, followed by the 

mathematical model and assumptions of the simple straight assembly line balancing 

problem. Various key concepts; including product variations, different layout types, task 

processing times, parallel workstations and some more realistic constraints are also 

presented in this chapter. Section 1.4 provides discussion on research questions. Section 

1.5 describes the major objectives to be achieved within the scope of this Doctor of 

Philosophy (PhD) thesis. The structure of the thesis is revealed in Section 1.6 and 

finally, a summary of the chapter is given in Section 1.7. 

 

 Research Background 

Assembly lines are the most crucial constituents of mass production systems and 

provide improved labour productivity especially for companies which have to produce 

high volume products in a cost effective manner within a reasonable time. An assembly 

line is a sequence of workstations at which a group of tasks related to the assembly of a 

product are performed by operators or robots within designated time (called cycle time) 

for this line. Workstations are connected together by a material handling system which 

moves work-pieces from one workstation to another (Kara et al., 2010). The throughput 

level of a line is one of the key factors which determine the capacity of an entire 

manufacturing system. 

Assembly line balancing problem is to assign tasks into an ordered sequence of 

workstations with the aim of maximising efficiency of the line, where line efficiency 

corresponds to the time needed to perform all tasks divided by the time allocated to 

perform all tasks. Some constraints, such as precedence relationships and capacity 

constraints, which will be explained in detail in subsequent sections, need to be satisfied 

in doing so. It is one of the most important problems in designing and managing 

assembly lines (Ozbakir and Tapkan, 2011). 
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The initial serious attempts to increase productivity by using carefully designed 

manufacturing operations that comprised of machine-assisted specialised labour 

emerged in the eighteenth century in England. With the industrial revolution (1750-

1900), the manufacturing industry experienced crucial structural changes and companies 

started to adopt mass production techniques to increase capacity and productivity of 

their manufacturing systems. Henry Ford and his colleagues in the US later have been 

referred to as pioneers of developing the first moving-belt (or conveyor system) to 

assemble flywheel magnetos, in 1913 (Tanenbaum and Holstein, 2012). Although the 

early aim of Ford was to produce only a ‘horseless carrier’, as a common idea (Ford, 

2009), sales of model-T passed 250 thousand in 1914 through the efficiency of the 

assembly line put into practice. Since then, assembly line balancing problems have been 

considered by a large number of researchers from academia and industry to enable 

companies to satisfy customer demands on time and keep up with the changes in global 

dynamic business environment.   

Also, assembly line balancing domain has been of continuing interest to both academia 

and industry with the development of manufacturing systems (Ghosh and Gagnon, 

1989). The idea of distributing tasks among workstations, which is referred to as the 

core of assembly line balancing problem, was introduced by Bryton (1954) and 

Helgeson et al. (1954). Salveson (1955) was the first to model the problem in its 

mathematical form through a linear programming formulation.  

Only trial-and-error methods were used to balance the lines during the first forty years 

of the existence of assembly lines. Since then, many types of assembly lines have been 

studied and various types of solution methods have been developed to solve these 

complex problems (Erel and Sarin, 1998).  

Over time, the configuration of the lines has evolved with characteristics of the products 

being assembled on them. In recent years, two-sided assembly lines (on which more 

information will be given in detail in Section 2.2) are one of the widely seen layout 

types in industry to assemble large-sized products such as automobiles, buses and 

trucks. In such a two-sided assembly line system, operators that work at opposite 

workstations (called mated-stations) of the same line perform their jobs concurrently on 

the same product, within the same cycle. Therefore, two-sided lines provide more 

flexibility to accomplish synchronised tasks at opposite sides of the same line.  
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A two-sided assembly line offers several advantages over a one-sided line, such as 

reduced material handling cost and tools/equipment cost, less throughput time (and so 

increased line efficiency), shorter line length, and less set-up time (Taha et al., 2011). 

However, balancing a two-sided line requires more constraints to be taken into 

consideration such as the operation directions and interference. Some operations require 

to be performed at one specific side of the line (Left-L, or Right-R) while some 

operations can be performed at either side of the line (Either-E). For that reason, 

precedence relationships must be checked very carefully while balancing a two-sided 

line as tasks which have precedence relationships between each other can be performed 

on opposite sides of the same line. In such a situation, all predecessors of a task must 

have been completed before initialising that particular task. In other words, if the two 

close related tasks are assigned to mated-stations, one of them must wait the completion 

of the other. This situation is called interference and violation of this rule may yield 

infeasible solutions (Hu et al., 2010, Ozbakir and Tapkan, 2011). 

On the other hand, parallel assembly lines (on which more information will be given in 

detail in Section 2.3) are another line configuration type in the industry. Despite the fact 

that they have been in use for several years, parallel assembly line balancing problem 

has been addressed in the last decade by Gökçen et al. (2006). These lines have 

attracted researchers from academia and industry notwithstanding it requires high first 

construction expense and more layout space. The reason is that, parallel lines not only 

provide flexibility and productivity in the manufacturing of different types of products, 

but also increase the strength of the system against any unforeseeable breakdown, which 

may be caused by many reasons.  

With the popularity of mass customisation in the last few decades, mixed-model 

assembly lines became one of the most appealed systems in various sectors. The 

flexibility of producing similar product models on the same line helps manufacturers 

deal with changing customer requirements in a cost effective manner. However, this 

brings the complexity of model sequencing problem, which is an important issue that 

needs to be taken into account in mixed-model lines for short term planning periods 

along with long term line balancing decisions. The reason is that, tasks may have 

different processing times for different product models and the workloads of 

workstations utilised across the line (so efficiency of the line system) vary depending on 

the sequence of product models produced as well as the balance configuration of the 
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line. That is why model sequencing problem is also considered within the scope of this 

thesis. 

Although a large number of studies exist on various types of aforementioned assembly 

line systems, individually; there is no study which considers producing mixed-models 

on two-sided lines located in parallel to each other. Moreover, simultaneous line 

balancing and model sequencing problem has not been studied for producing mixed-

models on parallel two-sided assembly lines. Based on this motivation, mixed-model 

parallel two-sided assembly line balancing and sequencing (MPTALB/S) problem 

constitutes the main topic of this thesis.  

To show the complexity of the assembly line balancing problem, Wee and Magazine 

(1982) considered the simple assembly line balancing problem (SALBP) under the 

assumptions that there are: (i) no precedence relationships and (ii) no grouping 

preferences between tasks. Thus the problem was reduced to packing tasks into few 

number of workstations, which is the same as the well-studied NP-hard problem, called 

‘bin-packing problem’. By this way, it was shown that the SALBP is an NP-hard class 

of combinatorial optimisation problem, which means it is difficult to obtain an optimal 

solution within reasonable computational times when the problem size increases. That is 

why the solution space grows exponentially with the increasing number of tasks that 

need to be allocated into workstations (Wu et al., 2008). It is widely believed that no 

easy method exists to solve assembly line balancing problems since these problems 

have extensively been studied for several decades (Rekiek and Delchambre, 2006). This 

is the major reason why a considerable amount of researches in the literature strives to 

develop heuristics and meta-heuristics instead of exact algorithms to solve assembly 

line balancing problems. 

The MPTALB/S problem studied in this thesis is a much more sophisticated version of 

SALBP and is beyond the complexity of NP-hardness. It is obvious that considering 

precedence relationships between tasks which have particular operation side (left and/or 

right) preferences, and producing various models of a base product on a same line, 

where a task may have a different processing time for each product model, significantly 

increase the complexity of the problem. Furthermore, handling line balancing and 

model sequencing problems concurrently on mixed-model parallel two-sided assembly 

lines in such an environment that multi-line stations are established between lines, 

which may have different cycle times, increases the complexity to a great extent and 
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makes the problem even harder to solve. To give an insight about this, please refer to 

numerical examples which will be provided when defining the problem and solving it 

using proposed algorithms starting from Chapter 4. 

 

 Fundamentals and Definitions 

Assembly lines are most used flow oriented production systems in mass production 

environment and assembly line balancing problem has been dealt with for more than 50 

years by several researchers (Salveson, 1955, Arcus, 1966, Yaman, 2008). Workers 

who perform partial tasks, where a task is referred to as a minimum rational work 

element and represented with 𝑖 (where 𝑖 = 1, … , 𝑇), in workstations through the 

assembly line can assemble complex products (Gunasekaran and Cecille, 1998, Becker 

and Scholl, 2006). To clarify, a task is a smallest indivisible work element that cannot 

be split into two or more stations without conflict, and that is separable from other 

activities. To give an example, the process of mounting a component on a product 

model being assembled on the line represents an indivisible work element, called a task. 

Line balancing is to divide the total workload of assembly line into several 

workstations, represented by 𝑘 (where 𝑘 = 1, … , 𝐾) and to determine which task will be 

performed at which workstation (while each task is allocated exactly once). Generally, 

these workstations are linked together by a transportation system whose primary 

mission is to move products among serially constructed workstations (Bautista and 

Pereira, 2011). 

A set of tasks is performed at each workstation and each task has its own processing 

time (𝑝𝑡𝑖). Due to technological and organisational conditions, precedence constraints, 

which are usually represented as a network, must be satisfied in the assignment process 

(Sarker and Shanthikumar, 1983, Simaria, 2006). Workload (or station time) of a 

workstation, the time required to perform the set of tasks assigned to that workstation, 

cannot exceed cycle time (C) determined by the designer or manager of the line. Hence, 

the production rate of the system is determined by cycle time (Darel and Cother, 1975, 

Simaria, 2006) in paced lines (the definition of the paced line will be given in Section 

1.3.4).  

The main objective of assembly line balancing is to minimise the sum of differences 

between the cycle time and individual workloads, and so to minimise the total idle time 
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of the line, by minimising: (i) the number of workstations given the cycle time or (ii) the 

cycle time given the number of workstations.  

 

Figure 1-1. Example of a precedence relationships diagram for assembly line balancing problem 

(Boysen et al., 2007) 

An example of the precedence relationships diagram is given in Figure 1-1. In this 

diagram, nodes represent tasks while arcs symbolise the precedence relationships 

among these tasks. Due to precedence constraints, for example, task 5 can only be 

performed after tasks 1, 4 (direct predecessors), and 3 (indirect predecessors) are 

completed. Numbers given over nodes represent processing times of relevant tasks. 

In the assembly line balancing domain, the SALBP is a basic and special case of the big 

problem family called general assembly line balancing problem. The major assumption 

of the SALBP is that there is only one product model assembled on a single straight 

assembly line at a constant production rate. The product model demand and task 

processing times are also known and deterministic. Other assumptions are (Baybars, 

1986b): 

 All tasks must be processed and each task must be assigned to exactly one 

workstation. Splitting tasks between two or more workstations is not allowed. 

 All stations are equipped and manned to process any task. 

 Task times are independent of the workstation at which they are performed and 

of the preceding tasks. 

 All input parameters are known exactly. The cycle time of the line is given and 

fixed (for SALBP-I), or the number of workstations is given and fixed (for 

SALBP-II).  

If these assumptions are relaxed or further constraints (i.e. positional constraints, zoning 

constraints) and features (i.e. parallel workstations, product model variations, stochastic 

times) are added to the SALBP, the problem turns into a more complicated structure 
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(Baybars, 1986b, Bautista and Pereira, 2007). So, all other problem types belonging to 

the general assembly line balancing problem (e.g. mixed-model assembly line balancing 

problem, parallel assembly line balancing problem, two-sided assembly line balancing 

problem etc.) are more sophisticated versions of the SALBP problem. These problem 

types will be explained in the following sub-sections in details. 

To give an insight about a SALBP formulation, an integer programming model is 

presented as follows (Bowman, 1960, White, 1961): 

𝑚𝑖𝑛  ∑ 𝑧𝑘

𝐾

𝑘=1

.                                                          (1.1) 

∑ 𝑥𝑖𝑘

𝐾

𝑘=1

= 1;     ∀𝑖 = 1, … , 𝑇.                                             (1.2) 

∑ 𝑝𝑡𝑖 ∙ 𝑥𝑖𝑘

𝑇

𝑖=1

≤ 𝐶 ∙ 𝑧𝑘;      ∀𝑘 = 1, … , 𝐾.                                         (1.3) 

∑ 𝑘 ∙ 𝑥𝑖𝑘

𝐾

𝑘=1

− ∑ 𝑘 ∙ 𝑥𝑗𝑘

𝐾

𝑘=1

≤ 0;     ∀𝑖 = 1, … , 𝑇;      𝑗 ∈ 𝑆𝑢𝑐𝑖.                    (1.4) 

𝑥𝑖𝑘 , 𝑧𝑘 ∈ {0,1}.                                                         (1.5) 

The objective function given in Equation (1.1) minimises the total number of 

workstations, where 𝑧𝑘 gets the value of 1 if and only if at least one of the tasks is 

assigned to workstation 𝑘 and 𝑥𝑖𝑘 gets 1 if and only if task 𝑖 is assigned to workstation 

𝑘. Constraint (1.2) ensures that each task is assigned to exactly one workstation while 

Constraint (1.3), which is called capacity constraint, guarantees that the workload of a 

workstation does not exceed the cycle time determined. The precedence relationship 

constraints are handled by Constraint (1.4) which ensures that no successor of a task is 

assigned to an earlier station than that particular task (𝑆𝑢𝑐𝑖 denotes the set of successors 

of task 𝑖). Constraint (1.5) defines the domain of the decision variables. 

SALBPs can be divided into four different types according to the goal carried on 

(Boysen et al., 2008): 

 Type-I: Minimises the number of workstations for a given cycle time. 

 Type-II: Minimises the cycle time (or maximises the production rate) for a given 

number of workstations. 
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 Type-E: Maximises the line efficiency (minimises both number of workstations 

and cycle time simultaneously). 

 Type-F: Looks for a feasible solution when the number of workstations and 

cycle time are given. 

Figure 1-2 depicts the objective function based classification scheme for SALBPs. 

 Cycle Time 

Number of stations Given Minimise 

Given SALBP-F SALBP-II 
Minimise SALBP-I SALBP-E 

Figure 1-2: Classification of SALBPs, adapted from (Boysen et al., 2008) 

Some different problem types of assembly line balancing problems are briefly given in 

this subsection. Additionally, surveys of Ghosh and Gagnon (1989), Erel and Sarin 

(1998), Becker and Scholl (2006), Scholl and Becker (2006), Battini et al. (2007), 

Boysen et al. (2007), Boysen et al. (2008) and Rashid et al. (2012) can be investigated 

for classification and comprehensive review of the literature on different types of 

assembly line balancing problems and solution methods. 

 Product variations 

Assembly lines can be classified considering the variety of products assembled on the 

line: single-model assembly lines, mixed-model assembly lines, and multi-model 

assembly lines (see Figure 1-3).  

 

Figure 1-3. (a) Single-model, (b) mixed-model and (c) multi-model assembly lines, adapted 

from (Becker and Scholl, 2006) 
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To explain briefly (Rekiek et al., 2002, Rekiek and Delchambre, 2006, Boysen et al., 

2008, Hamzadayi and Yildiz, 2012):   

 Single-model assembly lines are used to assemble a single homogenous product 

in large quantities. 

 Mixed-model assembly lines are used to assemble a set of different product 

models (or product variants) simultaneously in an intermixed sequence. 

 Multi-model assembly lines are used to assemble batches of similar product 

models with intermediate setup operations, where there are significant 

differences between the product models (or product variants) produced.  

Assembly lines were used for high-volume production of a single (homogenous) 

commodity in its traditional form. SALBP, the extensively studied form of line 

balancing problems, assumes the single-model production and was considered by a vast 

number of publications, such as Baybars (1986a), Saltzman and Baybars (1987), 

Hoffmann (1992), Rubinovitz and Levitin (1995), Klein and Scholl (1996), Sprecher 

(1999), Peeters and Degraeve (2006), Gökçen et al. (2005), Zhang et al. (2007), Liu et 

al. (2008) and Nourmohammadi and Zandieh (2011). 

However, with the change of global market, companies converted single-model lines 

into mixed-model lines in order to provide diversity and meet customised customer 

demands on time in an intelligent way (Zhang and Sharifi, 2007). Due to the complexity 

of the problem, heuristic procedures were preferred rather than exact algorithms to solve 

mixed-model problems, see for example Sparling and Miltenburg (1998), Dong et al. 

(2002), Vilarinho and Simaria (2002), McMullen and Tarasewich (2003), Mendes et al. 

(2005), Su and Lu (2007), Zhang et al. (2008), Hwang and Katayama (2009), Ozcan 

and Toklu (2009a), Akgunduz and Tunali (2010), Liao et al. (2010), Zhang and Gen 

(2011), Akpinar and Bayhan (2011), Hamzadayi and Yildiz (2012) and Chutima and 

Chimklai (2012). 

A set-up operation is required between two product models if there are big differences 

between these two product models, for which multi-model lines are constructed. An 

advantage of mixed-model lines over multi-model lines is that the setup process is not 

required between product model changes, as can be comprehended from the figure. 

Multi-model lines are used rarely since they require set-up times between passes from 

one product model to another. They have been studied by few researchers such as 

Berger et al. (1992), Pastor et al. (2002) and Eryuruk et al. (2008, 2011).  
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 Layout type variations 

Another classification criterion for assembly lines is the layout type. In traditional form, 

workstations are designed serially (in a straight form) and are connected together with a 

linear conveyor belt (see Figure 1-4). The conveyor belt moves parts from the upstream 

workstation to its downstream workstation, each of which is located next to each other. 

The main objectives of balancing straight assembly lines are generally improving line 

efficiency (or reducing cost) by minimising number of workstations, and maximising 

workload smoothness between workstations. Although different objectives can be 

pursued in line balancing problems as it has been extracted in Section 1.3, the main aim 

is to increase the line efficiency and so the throughput rate while minimising production 

costs. 

 

Figure 1-4. Straight assembly line, adapted from (Aase et al., 2004) 

In U-shaped lines (or U-lines shortly), the entrance and the exit of the line system are 

very close to each other and form a ‘U’ shape allowing operators to handle work-pieces 

both at the front and at the back of the line (Jayaswal and Agarwal, 2014). U-type 

layouts (a typical representation of which is given in Figure 1-5) were proposed as a 

new problem derived from the traditional assembly line balancing problem by 

Miltenburg and Wijngaard (1994). Since then, U-type layouts have been studied and 

utilised extensively due to the use of just-in-time production principles in last decade 

(Gökçen et al., 2005). The main benefits of the U-lines compared to the straight lines 

can be summarised as follows (Monden, 1983, Gökçen et al., 2005, Toksari et al., 2008, 

Kara et al., 2011): 

 reduction in the wasted movement of operators and work-in-process inventory 

 improved productivity 

 easier implementation of zero-defects campaign 

 higher flexibility in workforce planning in the face of changing demand 

 improvement in material handling 
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 multi-skilled operators performing tasks located in different parts of the 

assembly line 

 reduced number of workstations. 

 

Figure 1-5. U-shaped assembly line, adapted from (Aase et al., 2004) 

In some cases, other layout types may also be seen in industrial facilities such as C-

shaped layout (see Figure 1-6) (Simaria, 2006). 

 

Figure 1-6. C-shaped assembly line, adapted from (Aase et al., 2004) 

 Task processing times 

Tasks (jobs) are assigned to workstations considering task processing times. Therefore, 

task processing time is an essential input for assembly line balancing problems. In real 

world applications, deterministic times are suggested to be used if tasks are small and 

well defined, and expected processing time variability is adequately small. Automated 

assembly lines enable us to use deterministic task times for allocating tasks to computer 

controlled machines and robots. However, machine breakdowns may also require 

considering stochastic times (Rekiek et al., 2002). 

If tasks are performed by human operators, the variability of the task processing times 

may be considered by line manager. Processing time may be modified to include the 

stochastic time by adding the stochastic component reflecting the meantime before 

failure and the mean time to repair to operation time. Sometimes, the adaptation period 
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of workers may be taken into account when constructing a new assembly line. Then, 

dynamic times enable systematic reductions due to learning effects or successive 

improvements of the production process. Even in case of automated lines, the global 

duration may vary from the sum of the processing time of all equipment in the group. 

Since this reason, hidden times are employed by Pellichero (1999) to accomplish 

unexpected delays (Rekiek et al., 2002, Simaria, 2006). 

 Paced and un-paced assembly lines 

In a paced (synchronous) assembly line, the operation time of any workstation cannot 

exceed the cycle time as a maximum value for each work piece, and production rate 

(reciprocal of the cycle time) is fixed due to the cycle time constraint. In other words, 

the production rate is determined by cycle time. However, in un-paced (asynchronous) 

lines, stations are amplified by buffers and workstations can operate at an individual 

speed while buffers can keep in-process inventories (Malakooti, 1994, Dolgui et al., 

2002, Becker and Scholl, 2006). In the un-paced lines, there is no fixed time to 

complete a task and completed parts are delivered either to the following station or 

buffer upon completion. 

 Parallel workstations 

Cycle time is restricted to be equal or larger than maximum task time in a traditional 

serial line and hence limits the production rate. However, parallel workstations can be 

constructed to allow a specific task to be performed at more than one workstation 

simultaneously, thereby reducing the effective task time by the number of times the 

facility is replicated. Although paralleling may lead to additional cost for performing the 

tasks that are paralleled at different stations, it is one of the least costly methods of 

increasing production rate among other alternatives (Pinto et al., 1975). Johnson (1983), 

Pinto et al. (1975), Bard (1989), Daganzo and Blumenfeld (1994) and Askin and Zhou 

(1997) considered “a trade-off between the incremental tooling/equipment cost of the 

duplicated workstation and the cost of hiring workers for the original line in order to 

satisfy the demand” as a base to decide on creating parallel workstations (Vilarinho and 

Simaria, 2002).  

The use of parallel workstations yields flexible assignment of tasks and requires less 

cycle time. However, the advantage of the division of labour inherent to assembly lines 
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can be lost if the replication of workstations is not controlled (Simaria, 2006). Figure 

1-7 illustrates how to parallel a task. 

Please refer to Pinto et al. (1981), Bard (1989), McMullen and Fraizer (1998), Simaria 

and Vilarinho (2001) and Akpinar and Bayhan (2011) for more information on 

utilisation of parallel workstations. Unlike parallel workstations, parallel lines (which is 

studied in this research) are constructed to assemble one or several products on different 

lines with more flexibility (e.g. different cycle times). There is no relationship between 

parallel stations and parallel lines used in this research and detailed information about 

parallel lines will be given in next chapters. 

 

Figure 1-7. Sample precedence diagrams, (a) before paralleling, (b) after task 3 paralleled,  

adapted from (Pinto et al., 1975) 

 

 Assignment constraints 

Several types of assignment constraints may be included in assembly line balancing 

problem. These constraints may arise from technological circumstances, and special 

features of tasks, workstations or operators. 
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In manufacturing systems, some tasks are compelled or prohibited to be performed at 

the same workstation, called positive or negative zoning constraints, respectively. There 

are several reasons why tasks might (or might not) need to be kept together. For 

example, some tasks that require the vehicle to be turned upside-down may be 

performed at same workstations to reduce the times the vehicle must be inverted. 

Therefore, if two different tasks require same equipment or similar working conditions 

(like temperature, pressure, etc.) it is appropriate to assign them to the same workstation 

(positive zoning). Negative zoning constraints occur if two different tasks must be 

assigned to different workstations because of technological issues or safety reasons 

(Simaria, 2006). 

Position related constraints group tasks according to the position in which they are 

performed. For example, in a two-sided assembly line that work-pieces have fixed 

positions and cannot be turned, tasks may require to be performed at both sides of the 

assembly line simultaneously. These tasks can be called synchronous tasks. 

If a special equipment is available only at a pre-determined station, workstation related 

constraints are needed to assign tasks which require that particular equipment into that 

workstation. For example, welding operation must be assigned to the workstation in 

which welding robot is fixed. Sometimes, some tasks may need a qualified operator to 

be performed. In this cases, operator related constraints are desired (Simaria, 2006). 

 Space constraints 

In real world applications, some workstations may require more space to perform some 

kinds of tasks. Especially in the automotive industry, space may be crucial to balance 

assembly line with no violation. Since this reason, a new scheme was proposed: the 

time and space assembly line balancing problem. Some objectives of considering space 

are (Bautista and Pereira, 2007, Chica et al., 2010): 

 To provide operators enough space in order to perform their jobs. 

 To share common required tools and components between workstations. 

 To keep some components in temporary batches, especially in mixed-model 

assembly lines. 

 To redesign an assembly line when a larger or more component-rich product 

model will be assembled at the same line. 
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Figure 1-8. Illustration of precedence diagram for time and space constrained assembly line 

balancing problem, adapted from (Bautista and Pereira, 2007) 

An example of precedence diagram for time and space assembly line balancing problem 

is given in Figure 1-8. Over the top of each task, processing time and required space to 

perform the task are indicated as numbers. 

Recently, time and space constraints are considered simultaneously by few researchers 

such as Blum et al. (2006), Blum et al. (2008), Chica et al. (2009) and Chica et al. 

(2011). 

 

 Research Questions  

Manufacturing systems that consist of more than one two-sided assembly line, on which 

large-sized products are produced, are encountered frequently in practical applications. 

Different products or similar models of the same product are assembled on each of these 

parallel two-sided lines. However, there are few studies on balancing parallel two-sided 

assembly lines in the relevant literature, unlike traditional simple line configurations. 

Also, flexibility, productivity, immunity against breakdowns and failures, and 

smoothness of the system are crucial parameters in today’s highly competitive dynamic 

manufacturing environment and parallel mixed-model assembly lines provide very 

efficient solution strategies to satisfy these key requirements especially when the 

capacity of a production system is insufficient. However, the combination of these two 

line layouts, which constitute a mixed-model parallel two-sided assembly line system, 

has not been studied before, to the best knowledge of the author. 

As a new research project, which aims to model mixed-model parallel two-sided 

assembly line system and propose efficient solution procedures for solving balancing 
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and sequencing problems of such systems, the research questions (RQs) that shape the 

idea of this thesis can be released as follows: 

RQ1:  If two-sided lines are put together in parallel to produce variants of a large-

sized product, would this system be improved in terms of line length and/or the 

total number of workstations compared to independently balanced two-sided 

lines?  

RQ2:  How to model and solve the problems of mixed-model parallel two-sided 

assembly line systems effectively and how to cope with newly arising and 

possibly challenging issues in these problems?  

First of all, a comprehensive review of the literature on parallel assembly lines and two-

sided assembly lines needs to be accomplished to check whether the parallel two-sided 

line system has already been utilised for the aim of producing mixed product models. 

The main characteristics of parallel lines and two-sided lines need to be presented and 

generic solution methods for such line configurations and their combinations, e.g. 

parallel two-sided lines, need to be explained through illustrations and numerical 

examples. 

Afterwards, the proposed mixed-model parallel two-sided assembly line system may be 

introduced and formulated mathematically. The ways of not only increasing flexibility 

but also minimising the total number of workstations (and so the idle times) of the entire 

line system should be sought. The issues on what kind of constraints, which reflect 

more realistic conditions in real assembly lines, can be taken into account and the 

possible key benefits over conventional configurations to be questioned.  

The challenging issues of the proposed line system also need a broad investigation. It is 

highly possible that considering such a complex mixed-model parallel two-sided 

assembly line configuration will result in new problems that must be dealt with 

carefully. For example, there will be different product models being produced on 

different lines. How to tackle different model sequences in multi-line stations (which 

are constructed between two adjacent lines and considered to be the essential advantage 

of parallel line systems) and avoid violation of certain constraints (i.e. capacity 

constraint and precedence relationship constraint)? Moreover, when different cycle 

times are considered for the parallel two-sided lines, product models will change at 

different times in multi-line stations. So that, dynamic workloads of the multi-line 
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stations may be the most challenging issue to ensure that the capacity is not exceeded 

and all of the predecessors of a task are completed before it is started.  

Instead of building a balancing solution for a given sequence of product models, or 

sequencing product models where the line balance is given (as commonly applied in the 

literature), can the balancing and sequencing problems (which are two tightly 

interrelated problems) be handled simultaneously? In such an environment, what are the 

benefits and shortcomings of utilising multi-line stations? What are the effects of (i) 

balancing mixed-model parallel two-sided lines together and (ii) solving the line 

balancing problem together with the model sequencing problem on the sought 

performance measures (namely line length and the number of workstations)? All of 

these questions and their potential answers shape the core idea of this thesis. 

 

 Research Objectives  

Although a large number of exact, heuristic, and meta-heuristic algorithms have been 

proposed for two-sided assembly line balancing problems and parallel assembly line 

balancing problems separately; the literature on the combination of these two problems, 

namely parallel two-sided assembly line balancing problem, is extremely limited. 

Moreover, there is no study which takes into account product model variations for 

parallel two-sided assembly lines. 

Based on this motivation, the main aim of this thesis is to introduce and model a new 

line configuration, mixed-model parallel two-sided assembly line system, and to develop 

powerful techniques for tackling two tightly interrelated problems, which are line 

balancing and model sequencing, simultaneously under more realistic conditions. 

The overall objectives of this PhD research could be drawn as follows to respond to the 

research questions defined in the previous subsection: 

 To establish the evidence for the originality of this research with a 

comprehensive review of the literature on parallel assembly lines, two-sided 

assembly lines, mixed-model assembly lines and their combinations. In doing so, 

to explain the main characteristics and generic solution approaches of these 

lines. 

 As a new assembly line configuration, to describe the mixed-model parallel two-

sided assembly line system and mathematically formulate the balancing and 
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sequencing problem for this system. To define the key benefits as well as the 

challenging issues of the introduced system and elaborately illustrate them 

through numerical examples. 

 To identify the key requirements for implementing an efficient mixed-model 

parallel two-sided assembly line system in terms of line length and the number 

of workstations and to develop efficient solution methods. The methods 

developed should handle all of these requirements and challenging issues 

arising due to the complex nature of the problem studied. 

 To express the solution building procedures of the developed methods in details 

and to demonstrate their applications on illustrative examples derived from the 

literature. 

 To solve miscellaneous test cases, which are obtained through combining 

existing test problems in the literature, in order to observe the advantages of the 

proposed manufacturing line configuration and the performances of the 

proposed algorithms.  

 To establish a well-designed set of statistical tests for the purpose of measuring 

the significances of potential benefits to be gained within the scope of this thesis.  

 Finally, to identify new research areas contextualised with this research and to 

offer new topics that could be of interest for further researches over the problem 

studied in this thesis. 

 

 Thesis Structure 

The thesis is divided in nine chapters in which research questions will be addressed 

accordingly. Figure 1-9 illustrates the flow and connection of the content in each 

chapter. This chapter (Chapter 1) has already introduced the reader to the main area of 

study. Definitions of the key concepts in assembly line balancing domain have been 

provided for the common understanding of the subjects being considered. After a broad 

fundamental information, the research questions and objectives were identified. 

Following the introduction, parallel assembly line balancing problems and two-sided 

assembly line balancing problems are examined separately in Chapter 2, to construct a 

more distinguished review of the literature. As there is no published work on mixed-

model parallel two-sided assembly line balancing problems; the survey is conveyed 
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based on its sub-problems. The typical configurations of the lines are also exhibited in 

the chapter with their generic solution approaches.  

 

Figure 1-9. Thesis structure 

Chapter 3 presents the review of the literature on the combinations (called hybrid line 

configurations) of the sub-problems exhibited in the previous chapter after a brief 

description of such systems. Detailed surveys are also carried out about ant colony 

optimisation (ACO shortly) techniques and multi-agent systems, which have been 

developed so far to solve numerous kinds of assembly line balancing problems in the 

literature. Previous researches are explored and summarised using tables to provide an 

easy and holistic overview for readers.  
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Following a brief research on existing simultaneous balancing and model sequencing 

studies to exhibit the current situation in the literature, Chapter 4 comprehensively 

defines the MPTALB/S problem with a mathematical model. Problem specific 

constraints are explained with the assumptions, and benefits of using such systems are 

expressed. The necessity of considering model sequencing problems together with line 

balancing problems are also examined by demonstrating various possible production 

cycles in schematic diagrams. 

Chapter 5 describes the proposed generalised solution approach, an agent-based ACO 

algorithm (called ABACO shortly), for the mixed-model parallel two-sided assembly 

line balancing problem. To decide whether a task is available or not, the algorithm 

considers the maximum processing time of this task amongst all different product 

models. Therefore, the results obtained here satisfy any product model sequence on the 

lines, which leads to improved flexibility by allowing demand changes with no re-

balancing requirement. The running mechanism of the algorithm is illustrated through 

explanatory figures and an example is given for the interpretation. Experimental tests 

are carried out, and parallel lines are balanced separately and then together to show the 

advantage of balancing lines together thanks to the utilisation of multi-line stations. The 

performance of the proposed ABACO algorithm is also compared to heuristics 

commonly used in the literature. 

Chapter 6 exhibits the improved version of the algorithm proposed in Chapter 5, to 

obtain more efficient designs and cope with the product model changes in multi-line 

stations. A model sequencing mechanism is integrated to ABACO algorithm (and so 

ABACO/S is obtained, where ‘S’ refers to sequencing mechanism) and the available 

tasks to be assigned to the workstations are determined through a more complicated 

control mechanism. For this aim, all possible product model combinations of the lines 

are permuted and workloads of workstations are recorded along with the earliest starting 

times of the tasks, for every possible production cycle. The procedures of developed 

ABACO/S algorithm are depicted using figures and examples to provide a better 

understanding. Also, the performance of ABACO/S is tested through computational 

experiments and comparisons are made with heuristic solutions of the addressed 

problem. 

In Chapter 7, a new genetic algorithm (GA) based model sequencing procedure is 

integrated to ABACO/S algorithm (and so ABACO/S-GA is obtained) to improve the 
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robustness and efficiency of the developed algorithm. The evolution of the 

chromosomes and the solution building mechanism of the algorithm are exhibited 

through a numerical example. Moreover, test problems are solved and the performance 

of the improved method is compared with that of the method proposed in the previous 

chapter. 

Chapter 8 is devoted to analysing the results obtained through test cases using the 

algorithms developed in Chapter 5, Chapter 6, and Chapter 7. A set of paired sample t-

tests is performed to statistically analyse the results, and the outputs are discussed from 

a critical point of view.  

Chapter 9 concludes the thesis by referring back to the research questions. Research 

contributions are highlighted and implications, limitations and future research are 

identified. 

 Chapter Summary 

In this chapter, an introduction to this PhD research was given with an historical view 

and the main characteristics of the assembly line balancing problems, followed by the 

research questions, research objectives and the general outline of the thesis to describe 

the scope of this study. Some basic definitions, special features and miscellaneous 

constraints of the assembly line balancing problems were also provided in this chapter.
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 Chapter Introduction 

In this chapter and the next chapter, review of the relevant literature is given pertaining 

the MPTALB/S problem, which constitutes the main topic of this thesis. Since there is 

no published study regarding mixed-model parallel two-sided assembly lines, the 

literature survey is done on its sub-problems. Therefore, the aim of this chapter is to 

present a detailed review of the literature on two sub-problems of the MPTALB/S 

problem, two-sided assembly line balancing problem (in Section 2.2) and parallel 

assembly line balancing problem (in Section 2.3). Prior to the survey, brief definitions 

on both problem types are also given along with the generic solution approaches to 

tackling the related problems. This is to provide a better understanding about the state of 

the art and to exhibit the current situation which will lead to identifying the gap in the 

literature. Then, surveys are given on existing procedures for two-sided assembly line 

balancing problems, and parallel assembly line balancing problems. Summary tables are 

also presented to provide an overview of the literature with key features of the solution 

approaches and tackled problems. The chapter is concluded with a summary in Section 

2.4. 

 

 Two-sided Assembly Line Balancing Problem  

Assembly lines can be divided into two different groups based on product 

characteristics and some technical requirements: (i) one-sided assembly lines, and (ii) 

two-sided assembly lines. While only one restricted side (either Left-L or Right-R side) 

is used in one-sided assembly lines, both left and right sides are used in two-sided 

assembly lines. Two-sided assembly lines are usually constructed to produce large-sized 

high volume products such as buses, trucks, automobiles, and some domestic products. 

Two directly facing workstations, called mated-station, are allocated at each working 

position (Chutima and Chimklai, 2012). 

As mentioned, two-sided assembly lines are chiefly used in the production of large-

sized products and the workers at each pair of opposite stations work in parallel on 

different tasks but on the same individual item (Bartholdi, 1993). The main difference 

of this kind of systems is that some tasks are required to be performed on a specific side 

of the line (L or R) while others may be performed on either side of the line (Either-E). 

Two-sided assembly lines are more practical for large products like trucks than for 
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small ones like electrical drills because of the interference phenomenon (Kim et al., 

2000c, Lee et al., 2001). Interference was already explained briefly in Section 1.2 and 

will be explained in detail in Chapter 4. 

Figure 2-1b illustrates the configuration of a typical two-sided assembly line problem 

for which the input data is given in Figure 2-1a. In Figure 2-1a, the numbers in the 

nodes represent the tasks. The labels above the nodes denote completion time and 

preferred operation direction of tasks, respectively. The directed arrows between nodes 

imply the precedence relationships between tasks, e.g. tasks 1 and 2 immediately 

precede task 3. In Figure 2-1b, a pair of two directly facing workstations, e.g. WS1 and 

WS2, is called mated-station, and one of them calls the other as a companion. WS1 and 

WS2 perform different tasks in parallel but on the same individual item. 

 

Figure 2-1. Configuration of a two-sided assembly line, adapted from (Chutima and Chimklai, 

2012) 

Two-sided lines can provide many substantial advantages over one-sided assembly 

lines. These include (Lee et al., 2001): 

 shorter line length 

 reduced throughput time 

 lower cost of tools and fixtures through shared equipment 

 reduced material handling and operator’s movement 

 less set-up time. 

Karp (1972) proved that two-sided assembly line balancing problem is NP-hard. As 

aforementioned, the tricky part of balancing two-sided assembly lines is to determine 

which task will be performed at which workstation on which side of the line and in 

which sequence. This complexity makes solving two-sided assembly line balancing 

problems more difficult than balancing traditional lines. This is the truth lies behind 
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plenty number of studies proposing solution methods to balance conventional one-sided 

assembly lines while the number of studies dealing with two-sided lines is very scarce 

(Ozbakir and Tapkan, 2010).  

Figure 2-2 depicts the precedence relationships diagram of a typical two-sided assembly 

line balancing problem with task times and preferred operation directions (sides). Figure 

2-3a and Figure 2-3b illustrates typical balancing solutions for one-sided and two-sided 

assembly lines, respectively, where the tasks are represented as numbers at their 

relevant positions inside the bars while starting and finishing times of each task are 

shown alongside the bars. Please note that operation directions are ignored (all tasks are 

assumed right-sided) for one-sided balancing solution. The shaded bars in the figures 

indicate either idle time towards the end of the cycle time (e.g. see workstation I in 

Figure 2-3b) or unavoidable delay because of the interference (e.g. see workstation II in 

Figure 2-3b) (Ozcan and Toklu, 2009b). 

 

Figure 2-2. The precedence relationships diagram, task times and preferred operation directions 

of the 16-task problem, adapted from (Ozcan and Toklu, 2009b) 

The general approach to solving these problems in the literature is based on listing 

available tasks considering constraints and other special circumstances (i.e. operation 

direction, availability of current station’s capacity) and selecting a task to assign to 

current position of a workstation. While the selection of tasks from the available tasks 

list is conducted using the emergent intelligence of the algorithm in swarm intelligence 

based meta-heuristic approaches, i.e. foraging of ants (see Baykasoglu and Dereli 

(2008), and Simaria and Vilarinho (2009)), and foraging of bees (see Ozbakir and 

Tapkan (2010, 2011)); some other heuristic procedures may also be used for this aim. 

The solution procedure of the ant colony based heuristic proposed by Baykasoglu and 

Dereli (2008) is given in Figure 2-4. 
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Figure 2-3. Task assignment solutions of (a) one-sided assembly line and (b) two-sided 

assembly line with a cycle time of 15, adapted from (Ozcan and Toklu, 2009b) 

 

Figure 2-4. The steps of the algorithm used in Baykasoglu and Dereli (2008) 

In some population-based approaches and meta-heuristics, such as the GA and 

simulated annealing algorithm, an initial solution is generated using the task assigning 

procedure explained above and neighbourhood solutions are sought based on special 

characteristics of the related algorithm. Figure 2-5 represents an example for task-based 

chromosome, from a GA-based approach developed by Taha et al. (2011). 
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Each individual (called chromosome or task sequence) in the population consists of a 

complete sequence of tasks that represent a feasible solution. Then, individuals are 

evaluated by assigning tasks into workstations according to a station oriented procedure 

which starts with the first mated-station (left and right sides). The tasks are assigned to 

the current station considering the sequence of tasks in the chromosome and next 

mated-station is opened when the left and right sides of the current station are loaded as 

much as possible (see Taha et al. (2011) and Ozcan and Toklu (2009c)).  

 

Figure 2-5. An example of task-based chromosome used in Taha et al. (2011) 

In some cases, priority values are also integrated into the solution procedures to help the 

algorithm developed not only generate initial populations but also find more efficient 

solutions. Considering the operation direction preference, the first task with the highest 

priority value in a set of assignable tasks is allocated to the first mated-station, and the 

list of assignable tasks is updated. This cycle continues until all tasks are assigned 

(Ozcan and Toklu, 2009c). Different type of priority rules exist in the literature, i.e. 

ranked positional weight method (Kim et al., 2000c); shortest processing time, longest 

processing time, minimum total number of successor tasks, maximum total number of 

successor tasks, and minimum total processing time of successor tasks (Ozbakir and 

Tapkan, 2011). Please refer to Boctor (1995), Ponnambalam (2000), Scholl and Becker 

(2006) and Baykasoglu (2006) for more details on priority rules. 

Table 2-1 presents detailed summary of the literature review on two-sided assembly line 

balancing problems since 1993. As can be seen from the table, there exist an increasing 

number of studies from 2008. However, none of them addressed the mixed-model 

parallel two-sided assembly line balancing topic. 

Bartholdi (1993) described two-sided assembly line balancing problem with theoretical 

properties of two-sided lines for the first time in the literature; and developed a 

computer programme which embodies a balancing algorithm that emphasizes speed 

over accuracy for the interactive rapid refinement of solutions.
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Table 2-1. Detailed summary of the literature review on two-sided assembly line balancing problems since 1993 

Research Method / solution approach 

Main object. 

(min) Additional constraints/features 

NS C NM 

Bartholdi (1993) Modified first-fit heuristic based computer programme ●    

Kim et al. (2000c) GA with critically ranked positional weight method ●   positional constraints 

Lee et al. (2001) Group assignment procedure ● ●  work-relatedness and work slackness 

Hu et al. (2008) Station oriented enumerative algorithm integrated with 

Hoffmann heuristic 

●    

Baykasoglu and Dereli (2008) Ant colony optimisation based algorithm ●   zoning constraints 

Wu et al. (2008) Branch and bound algorithm ●    

Kim et al. (2009) GA  ●   

Simaria and Vilarinho (2009) Ant colony optimisation algorithm ●   synchronous tasks, zoning constraints, mixed-models 

Ozcan and Toklu (2009a) Simulated annealing algorithm   ● minimising weighted smoothness index, 

synchronous tasks, positional constraints, 

zoning constraints, mixed-models 

Ozcan and Toklu (2009b) Goal and fuzzy goal programming models  ● ● multiple criteria, zoning constraints 

Ozcan and Toklu (2009c) Tabu search algorithm ●   smoothness index 

Hu et al. (2010)  Branch and bound algorithm ●   line length considered 

Ozbakir and Tapkan (2010) Bees algorithm   ● synchronous tasks 

Ozcan and Toklu (2010) MIP model and COMSOAL based heuristic (2-COMSOAL/S) ●  ● considers sequence dependent setup times 

Ozcan et al. (2010b) Tabu search algorithm    parallel lines 

Ozcan (2010) Simulated annealing algorithm ●  ● stochastic task times 

Yegul et al. (2010) Multi-pass random assignment algorithm ●   two-sided U-shaped line 

Ozbakir and Tapkan (2011) Modified bees algorithm   ● well balanced (smooth) solution 

Taha et al. (2011)  GA with hybrid crossover and a modified scramble mutation 

operators 

●  ●  

Chutima and Chimklai (2012) Particle swarm optimisation with negative knowledge ●  ● work-relatedness and workload smoothness 

Purnomo et al. (2013)  GA and iterative first fit rule  ●  zoning, distance, resource, and positional constraints, 

workload balance between workstations 

Rabbani et al. (2012) GA-based heuristic and mixed integer programming 

formulation 

● ●  multiple U-shaped lines, mixed-model,  

synchronous tasks, zoning constraints 

NS: Number of workstations, C: Cycle time, NM: Number of mated-stations, MIP: Mixed integer programming, GA: Genetic algorithm, ACO: Ant colony 

optimisation, COMSOAL: Computer method of sequencing operations for assembly lines (Arcus, 1966), RPWM: Ranked positional weight method (Helgeson and 

Birnie, 1961)   
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Bartholdi (1993) found that the proposed approach is more useful than the typical 

optimality-seeking techniques to solve real assembly line balancing problem. Two main 

functional units, the product/task editor and the line/station editor, were embodied in the 

computer programme. The product editor and the line editor were responsible to 

manage the work standards of a product, and layout of the assembly line, respectively.  

Unlike many other standard line-balancing algorithms, this algorithm considered 

positional and zoning constraints (that is, restrictions on where tasks should be placed) 

while minimising the number of stations for a given cycle time. Their method, called 

first fit, is a little different and more complicated than the familiar version since it looks 

for opportunities to schedule a task during idle periods in the midst of the schedule. The 

assignment procedure can be expressed in summary as follows: 

Repeat until all tasks are assigned: 

 Find the next task in the list, all of whose predecessors have been assigned. 

 Find the last position i to which a predecessor has been assigned, and for that 

position find the latest finish time t of any predecessor. 

 Beginning at position i and time t, find the first place in a schedule into which 

the task can be inserted, observing the operation side restriction of the task and 

the work limits at the workstations. 

Some other heuristics were developed to solve two-sided assembly line balancing 

problem as well. Lee et al. (2001) designed an efficient group assignment procedure, 

which assigns a group of tasks at a time rather than a unit task, for two-sided assembly 

line balancing problems. The main idea of the procedure is to allocate directly 

connected tasks in the precedence diagram to the same workstation rather than splitting 

them into several workstations. They carried out experiments to demonstrate the 

superiority of the proposed method. Problem specific work-relatedness and work 

slackness were employed as decision criteria. Although work-relatedness and work 

slackness may conflict with traditional goals (the number of stations and cycle time) 

sometimes, the developed procedure could produce good solutions without causing 

much damage to the traditional performance measures. 

They have also considered work slackness of tasks to avoid delays that can be sourced 

by a stalled preceding task. Predefined amount of time is inserted between two related 

tasks in the precedence diagram. First, tasks are grouped considering the operation 

directions (L, R, and E) of tasks and operation directions are determined for each group. 
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Afterwards, available tasks are selected in terms of cycle time and precedence 

constraints. This loop is repeated until all the tasks are assigned. This method may be 

more useful when the work-relatedness and work slackness are critical. Because, the 

measure of the proposed method is not directly related to traditional measures such as 

degrading the number of stations, cycle time, or balance delay. 

Hu et al. (2008) presented a station oriented enumerative algorithm for two-sided 

assembly line balancing problem. They defined a transfer function and combined it with 

the precedence relations to compute the earliest and the latest starting time of tasks. 

Hoffman heuristic was also integrated to the algorithm in order to develop a system that 

can solve the two-sided assembly line balancing problem. A group of tasks that satisfy 

the direction, the precedence and the cycle time constraints is determined and assigned 

to each position, rather than workstation to minimise the positional idle time. The 

optimal subset is determined by enumerating all feasible assignments. In the procedure, 

tasks are assigned starting from the left station to the right station of the position and 

then the assignment dissatisfying the precedence constraint is removed by checking. So, 

this may cause unnecessary computing time. 

A new hybrid design, a combination of two-sided line and U-shaped line, was 

introduced by Yegul et al. (2010). This new design takes the advantages of both designs 

at the same time. One part of the U-shaped line was designed as allowing station 

crossovers, and another part of the line is arranged like a traditional straight line. They 

applied a multi-pass random assignment algorithm to minimise required number of 

stations. This algorithm was very similar to COMSOAL (originally developed by Arcus 

(1966)), however it enables task sequencing, which plays a key role in two-sided 

assembly line balancing problems, to prevent interference of tasks at different sides. 

Although the new design has a potential to balance lines more effectively, it needs more 

space due to the shape of the line.  

Ozcan and Toklu (2010) addressed sequence dependent setup times while solving the 

two-sided assembly line balancing problem with a multi-objective mixed integer 

programming model. The main reason of incorporating sequence dependent setup times 

was to avoid detentions of a line due to any setup requirement in a station between two 

tasks. A new COMSOAL based heuristic approach was developed for especially large-

sized problems. The main objective of the algorithm was to minimise the number of 
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mated-stations. It also minimised the number of stations (i.e. the number of operators) 

as a secondary objective for a given cycle time. 

Exact solution methods were developed by Wu et al. (2008) and Hu et al. (2010). Wu et 

al. (2008) implemented the first exact method, a branch and bound algorithm, to solve 

two-sided assembly line balancing problem. They formulated two-sided assembly line 

balancing problem and constructed an enumeration tree inspired by task-oriented branch 

and bound algorithm. First, nodes are built and then composed by task number and its 

side. E-type tasks (tasks that can be assigned to either side) are assigned to left side and 

right side respectively.  After these steps, a tree can be enumerated to prove all possible 

and feasible solutions. Hu et al. (2010) developed a new branch and bound algorithm 

which relaxes the two-sided assembly line to a one-sided assembly line. They extended 

dominance rules and reduction rules for the one-sided assembly line balancing problem 

into a station oriented assignment procedure for the two-sided assembly line balancing 

problem. Dominance rules, which compare the partial solution to find the dominance 

relationships, are (i) maximum load rule, (ii) Jackson dominance rule, (iii) feasible set 

dominance rule, and (iv) position ordering rule. Modified reduction rules that used to 

simplify the problem are (i) task time incrementing rule, and (ii) prefixing. Please refer 

to related study for more details. 

To address the precise and imprecise goals, Ozcan and Toklu (2009b) developed a 

preemptive goal programming model, and a fuzzy goal programming model, 

respectively. The main objective of this first multiple-criteria decision-making approach 

in the literature was to minimise the number of mated-stations (referred to as line 

length) and minimise the number of stations. They have also considered zoning 

constraints. Three objectives; namely, minimisation of the number of mated-stations, 

cycle time, and the minimisation of the number of tasks assigned to each station, were 

considered. The model has a flexibility that allows users to improve the value of goals 

based on the preferences of a decision maker. 

Meta-heuristics have also been presented to address two-sided assembly line balancing 

problem. GAs are flexible in dealing with different objectives, particularly in 

combinatorial optimisation problems and constraints, and have been proven on a wide 

variety of line balancing problems (Goldberg, 1989). Kim et al. (2000c) developed a 

new GA with genetic encoding - decoding scheme and problem specific genetic 

operators, to solve two-sided assembly line balancing problem. Proposed GA also had a 
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strength to solve various types of assembly line balancing problems. The main objective 

of the algorithm was to find the minimum number of workstations for a given cycle 

time (predetermined by the line manager) while satisfying positional constraints 

originated from facility layout.  

For decoding, a weight was used similar to ranked positional weight (sum of the 

processing times of a task and all of its successors) to improve the efficiency of the 

algorithm. Weight was modified to assign a critical task, which can cause delay, and its 

predecessors as early as possible. Therefore, a sufficiently large number was defined as 

the weight of the critical task to give higher priority to it and its predecessors. This 

technique was called critically ranked positional weight method. The developed GA 

algorithm had an adaptation feature and the genetic parameters were determined 

through a set of preliminary experiments. Another GA-based approach, with group-

number encoding and a specific decoding scheme which can compute the number of 

mated-stations, was proposed by Kim et al. (2009). They adopted localised evolution 

and steady-state reproduction method to increase the diversity of population and 

performance of the algorithm.  

A different GA-based approach was developed by Taha et al. (2011) to find the 

minimum number of mated-stations for two-sided assembly line balancing problem. 

This version of GA had a new initial population generating method that could generate 

feasible solutions in different areas of the search space. It also applied a hybrid 

crossover and a modified scramble mutation operators, which were able to preserve the 

feasibility of all solutions from one generation to another, to obtain optimum and near-

optimum solutions. For the assignment of tasks to mated-stations, a specified station 

oriented procedure was adopted, which defined side assignment rules. Side assignment 

rules were also employed to reduce the solution space.  

Purnomo et al. (2013) enhanced GA with an iterative first-fit rule to address type-II 

two-sided assembly line balancing problem with assignment restrictions; i.e. zoning, 

distance, resource, and positional constraints. The objective of the proposed 

mathematical model for both algorithms was to minimise the cycle time, which is 

equivalent to maximising the line efficiency, for a given number of mated-stations. 

Workload balance between workstations was also considered in the objective function 

for the aim of assigning tasks to the workstations smoothly. A modification of group 

encoding procedure was implemented to represent solutions in the GA. Crossover 
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operator was also modified from a structural crossover. In each iteration of iterative 

first-fit rules, expected cycle time was recomputed according to the current best cycle 

time, dynamically. The main concept of this heuristic was narrowing the gap between 

the expected and current values of cycle time in each loop. GA performed better for 

small and large-sized instances while iterative first-fit rule performed better for 

medium-sized test problems. 

Rabbani et al. (2012) proposed multiple U-shaped layout to handle the mixed-model 

two-sided assembly line balancing problems. The proposed approach was a 

modification of multiple U-shaped layout introduced by Miltenburg (1998). A mixed 

integer programming formulation was implemented to model such manufacturing 

systems with two conflicting objectives: minimising the (i) number of workstations, and 

(ii) cycle time by taking zoning constraints and synchronised tasks constraints into 

account. They also developed a GA-based heuristic that incorporates an alteration 

process for assignment of the empty positions in the generated offspring. 

After GA, simulated annealing algorithm is the second popular among meta-heuristics 

in two-sided assembly line balancing domain. Ozcan and Toklu (2009a) presented a 

new mathematical model and a simulated annealing algorithm for the mixed-model two-

sided assembly line balancing problem. The main objective of the algorithm was to 

minimise the number of mated-stations and to minimise the number of stations as an 

additional goal. To measure the solution quality, weighted line efficiency and weighted 

smoothness index were used simultaneously. To reflect the practical conditions in real 

life, positive and negative zoning constraints, positional constraints, and synchronous 

tasks constraints were also considered in the presented mathematical model.  

Stochastic environment of two-sided assembly line balancing problem was first 

addressed by Ozcan (2010). Ozcan (2010) proposed a chance-constrained piecewise-

linear mixed integer programme to reflect task time variations that may result from lack 

of training, operator skills, breakdowns, etc. A simulated annealing algorithm was also 

applied as a solution approach for the highly combinatorial nature of the problem, 

especially for large-sized instances. A balancing solution was represented using a 

priority list where 𝑖th position denotes the 𝑖th task. The value of the 𝑖th position 

represented the priority of that task. A station oriented procedure was used to obtain a 

feasible solution. After obtaining a solution, a classical simulated annealing algorithm 

sought better solutions by using neighbourhood generating mechanism. This study was 
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a good starting point for future studies in stochastic two-sided assembly line balancing 

problem.  

Baykasoglu and Dereli (2008) and Simaria and Vilarinho (2009) made use of ACO 

techniques to solve two-sided assembly line balancing problem. In the method of 

Baykasoglu and Dereli (2008), ant colony based heuristic accounted zoning constraints 

and aimed to minimise the number of workstations. In addition to this goal, proposed 

algorithm looked for solutions that maximise the work-relatedness, where possible. The 

work was one of the first attempts to solve two-sided assembly line balancing problem 

with zoning constraints using an ACO algorithm. The global solution was updated 

according to the current solution after each generated solution by an ant. To compare 

the performance of the algorithm two types of experiments were carried out: (i) with 

zoning constraints, and (ii) without zoning constraints.  

Simaria and Vilarinho (2009) addressed mixed-model two-sided assembly line 

balancing problem and developed an ACO algorithm with two ants (called 2-ANTBAL) 

to solve this problem. Minimising number of workstations of the line was the ultimate 

goal. Synchronous tasks constraints and zoning constraints were also envisaged while 

building a balancing solution. Two ants were employed at each side of the line to build 

an efficient balancing solution by coordinating the assignment of tasks. A certain 

amount of pheromone was released in the paths used by the ants to build a solution, 

according to the quality of the solution obtained. Mixed-model two-sided assembly line 

balancing problem will be explained more detailed in Section 3.2.3. 

Ozcan and Toklu (2009c) proposed a tabu search algorithm for solving two-sided 

assembly line balancing problems. The main objective was to maximise line efficiency 

(by minimising the number of stations) while considering smoothness index. They 

explained the method with two numerical example problems and tested its performance 

on a set of test problems taken from the literature. The initial solution was constructed 

as a priority list by assigning tasks to stations with regard to their priority values, 

between 0 to 1. In this manner, sequence dependent finishing times of tasks were 

considered and tasks could be ordered in stations, in a breeze. The first assignable task 

with the highest priority was assigned to the first mated-station by considering operation 

side, and the set of assignable tasks was updated. This process continued until all tasks 

were allocated. Then, tabu search algorithm was run iteratively to seek neighbourhood 

solutions and to obtain near optimal or optimal solutions. 
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Other researchers who addressed imprecise goals were Ozbakir and Tapkan (2010). 

They implemented bees algorithm, a relatively new member of swarm intelligence, to 

solve two-sided assembly line balancing problem by employing the fuzzy mathematical 

goal programming approach. This was also one of the first attempts to solve an 

assembly line balancing problem with bees algorithm. Some heuristic rules were 

integrated with bees algorithm to enhance its solution capacity: shortest processing 

time, longest processing time, minimum total number of follower tasks, maximum total 

number of follower tasks, minimum total processing time of follower tasks, maximum 

total processing time of follower tasks, maximum ranked positional weight, and 

maximum average ranked positional weight. Three fuzzy multiple objective methods 

(additive, preemptive, max-min) were also compared to each other in solving two-sided 

assembly line balancing problem. 

Ozbakir and Tapkan (2011) improved bees algorithm to solve two-sided assembly line 

balancing problem with and without zoning constraints with the objective of minimising 

the number of mated-stations for a given cycle time. Heuristic-based representation, 

which builds a sequence of priority rules and applies these rules in order to generate 

solutions, was used in the research addressed. Some heuristic rules were integrated to 

the algorithm: shortest processing time, longest processing time, minimum total number 

of successor tasks, maximum total number of successor tasks, minimum total processing 

time of successor tasks, maximum total processing time of successor tasks, maximum 

ranked positional weight, maximum average ranked positional weight, and priority of 

zoning. The fitness function (referred to as the objective function to measure the quality 

of obtained solutions) used in this study consisted of two objectives: (i) minimising the 

number of stations, and (ii) obtaining a well balanced (smooth) solution. 

Chutima and Chimklai (2012) have also addressed multi-objective mixed-model two-

sided assembly line balancing problems. They developed particle swarm optimisation, 

an evolutionary metaheuristic inspired by flocks of birds, to minimise the number of 

stations. They employed the knowledge of the relative positions of different particles 

rather than modelling the positions of particles in an absolute manner in new solutions. 

The number of mated-stations, the number of stations, work-relatedness, and work 

smoothness were the objectives to be optimised hierarchically. Furthermore, Pareto 

optimality was examined to allow these conflicting objectives to be optimised 

concurrently.  
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To conclude, although there exist large numbers of studies on two-sided assembly line 

balancing problem, none of them considered parallel lines, and two-sided lines to 

produce similar product models in a mixed sequence. Moreover, model sequencing is 

another important issue that needs to be considered in two-sided lines consisting of 

various product model switches.  

 

 Parallel Assembly Line Balancing Problem 

The parallel assembly line system is another type of line configuration, which was 

proposed by Gökçen et al. (2006) to increase line efficiency when demand is high 

enough. In parallel assembly line balancing problem, more than one assembly line is 

balanced simultaneously and the objective is not only to minimise the number of 

stations but also to minimise the number of workplaces (Scholl and Boysen, 2009, 

Ozbakir et al., 2011). Parallel assembly lines have some advantages such as minimised 

idle times, reduced operator requirements, enhanced communication between operators, 

and improved resource utilisation (Ozcan et al., 2010b), over single lines. Parallel 

assembly lines also provide the advantage of the shortening assembly line but may 

require tolerating first construction cost. These lines assure more flexibility as other 

lines can continue production if a problem occurs at a workstation on one of the lines 

(Gökçen et al., 2006).  

The major utility of parallel lines is that split workplaces are allowed for adjacent lines 

to improve efficiency. The operator works on two directly opposite stations of 

neighbouring lines within the same cycle. The operator can perform operations on a 

work-piece at station 𝑘 of line ℎ, and then performs on another work-piece at station 𝑘 

of line ℎ + 1, at each cycle (Scholl and Boysen, 2009).  

Figure 2-6 represents input data for a parallel assembly line balancing problem with a 

single product to be assembled on each of the lines. Product I and Product II require 10 

tasks and 8 tasks, respectively, while the common cycle time for both lines is 10 time 

units. Product I is performed on Line I and Product II is performed on Line II.  
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Figure 2-6. An example precedence graph for parallel assembly lines, adapted from (Becker and 

Scholl, 2009) 

 

Figure 2-7. Two different solutions (a and b) with split and normal workplaces, adapted from 

Scholl and Boysen (2009) 

If both lines are balanced independently, five stations (workplaces, operators) and four 

stations (a total of nine workstations) are required to assemble Product I and Product II, 

respectively. However, required number of workstations (workplaces, operators) is 

reduced from nine to eight if these lines are balanced together (with split workplaces). 

For example, if we consider the last stations of either line in Figure 2-7a (station 8), the 

operator first performs task 10 at a unit of Product I, which needs 2 time units (20% of 

the cycle time). Then, the operator turns around and performs task 18 at a unit of 

Product II, which takes 8 time units (remaining 80% of the cycle time). Walking or 

changing over between lines is not considered due to small distances. In Figure 2-7b, an 
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alternative line configuration that needs the same number of workplaces is given for the 

same problem. Two operators work in parallel in station pair 2 while only one operator 

is allocated in station 3 on Line I (Scholl and Boysen, 2009). 

As noted above, Gökçen et al. (2006) introduced parallel assembly line balancing 

problem with the idea of locating two or more straight assembly lines in parallel and 

balancing them simultaneously. They proposed a binary integer programming model 

and developed heuristics for balancing single-model parallel assembly lines with the 

objective of minimising the number of workstations.  

Two types of scenarios were considered in their research and studied by other 

researchers thereafter: (i) active case, and (ii) passive case. If products assembled on the 

assembly lines are the same, this situation is called passive case, and if different, it is 

called active case. In active cases, the tasks performed by operators working in common 

stations in a production cycle belong to different products (as explained in the example 

given above). Proposed procedures for active and passive cases are different from each 

other.  

In the passive case procedure, lines are balanced individually and then common stations 

are applied when there is a workstation whose idle time is equal to or larger than the 

half of the cycle time, after lines are balanced. So, any type of traditional line balancing 

procedure can be used in this procedure. Solution procedure used by Gökçen et al. 

(2006) for passive case is summarised as: 

 Each line is balanced individually by using any single-model simple assembly 

line balancing approach. 

 Idle times are computed for each workstation. 

 Workstation 𝑘 with idle time equals or greater than the half of the cycle time is 

determined. 

 Tasks in workstation 𝑘 of the adjacent line are assigned to the relevant station 

(which is determined in previous step) and this process continues until all 

workstations to be examined. 

Figure 2-8 indicates the precedence relationships of an illustrative example for the 

passive case (assumes same products on each line where cycle time is considered as 10 

time units).  
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Figure 2-8: Precedence diagram for passive case example, adapted from Gökçen et al. (2006) 

Figure 2-9a shows the workstation assignments of the lines individually. Since any type 

of simple line balancing procedure may be of interest, COMSOAL (Arcus, 1966) 

method can be used for this aim. COMSOAL method uses the approach of ‘determining 

available tasks and assigning them to the current station until all tasks are assigned’, 

which was explained in Section 2.2. After applying common workstations using the 

procedure summarised above (Gökçen et al., 2006), a better solution is obtained with 

one lower number of workstations as could be distinguished from Figure 2-9b.  

 

Figure 2-9. Task assignments to workstations, (a) individually (b) together, adapted from 

Gökçen et al. (2006) 

The task assignment logic in the active case procedure is also quite similar to 

COMSOAL (Arcus, 1966) method. In summary, assignable tasks are determined for 

two adjacent lines and one of them is assigned to the current workstation in each step, 

unlike in passive case procedure. The procedure is run for all possible line sequences 

(e.g. 1-2-3, 1-3-2, etc.) and the balance with the least number of workstations is selected 
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as the solution of the problem. The steps of the procedure proposed by Gökçen et al. 

(2006) for the active case situation is listed in Figure 2-10. 

 

Figure 2-10. The active case procedure proposed by Gökçen et al. (2006) 

In meta-heuristics, an initial solution generation procedure is integrated to start the 

algorithm. When the number of initial feasible solutions required is obtained, the 

algorithm iterates to produce better solutions from obtained ones until the stopping 

criterion is satisfied. To describe the general approach, an explanatory example, which 

includes a tabu search approach, is given from Ozcan et al. (2009). Precedence 

relationships and task times are given in Figure 2-11 for the example problem. Cycle 

times of the lines are assumed 8 and 10 time units for Line I and Line II, respectively. 

 

Figure 2-11. The input data for the example: (a) 7-task problem and (b) 9-task problem 

(i) Initialization step (set 𝑥 =  0, ℎ =  0, 𝑘 =  0). 

(ii) Start new trial; set 𝑥 = 𝑥 + 1. 

(iii) ℎ = ℎ + 1 until 𝐻 − 1, set 𝑘 = 𝑘 + 1 (open new workstation). 

(iv) For all tasks 𝑖 ∈ (𝐿ℎ, 𝐿ℎ+1) a set of assignable tasks (𝐹 list) to workstation 𝑘 is 

determined (if processing time of task 𝑖, 𝑡𝑖ℎ ≤ 𝑑𝑘, then add 𝑖 to the 𝐹 list). 

(v) For all tasks 𝑖 ∈ 𝐹, if 𝑡𝑖ℎ = 𝑑𝑘, then add 𝑖 to the 𝑍 list. 

(vi) If 𝑍 ≠ ∅, then set 𝑚 = 𝐶𝑎𝑟𝑑(𝑍). Randomly generate 𝑅𝑁 ∈ 𝑈𝑛𝑖𝑓𝑜𝑟𝑚(1, 𝑚). Assign 

the 𝑅𝑁th task to the relating station and remove the 𝑅𝑁th task from the relating 

precedence diagram and update the 𝑑𝑘 and 𝐹 list. 

(vii) If 𝑍 = ∅ and 𝐹 ≠ ∅, set 𝑚 = 𝐶𝑎𝑟𝑑(𝐹). Randomly generate 𝑅𝑁 ∈ 𝑈𝑛𝑖𝑓𝑜𝑟𝑚(1, 𝑚). 

Assign the 𝑅𝑁th task to the relating station and remove the 𝑅𝑁th task from the relating 

precedence diagram and update the 𝑑𝑘 and 𝐹 list. 

(viii) If (𝐹 = ∅) and unassigned tasks are available, then go to step (iii); if 𝐹 ≠ ∅, then go to 

(iv). 

(ix) If the number of stations is less than the previous trial, update the best assignments. If 

𝑥 =  𝑋, then STOP, otherwise go to step (ii). 

where 𝑥 (𝑥 = 1, … , 𝑋), ℎ (ℎ = 1, … , 𝐻), 𝑘 (𝑘 = 1, … , 𝐾), 𝑖, 𝐿ℎ, 𝑑𝑘, and 𝐶𝑎𝑟𝑑(𝑍) represent 

number of trials, line number, station number, task number, line ℎ, idle time of 𝑘, and 

number of tasks in set 𝑍, respectively. 
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The proposed algorithm starts with an initial solution (which is a random task 

assignment order), referred to as the current solution, and neighbourhood solutions are 

then generated by using a moving mechanism (swap operator). Initial assignment order 

and the parallel assembly line balance are given in Figure 2-12a and Figure 2-12b, 

respectively (Ozcan et al., 2009). As could be seen in Figure 2-12b, split workplaces lie 

across two adjacent lines. 

 

Task [Line] 1[1] 2[1] 3[1] 4[1] 5[1] 6[1] 7[1] 1[2] 2[2] 3[2] 4[2] 5[2] 6[2] 7[2] 8[2] 9[2] 

Assignment 

Order 
7 9 16 6 10 15 8 5 12 13 1 3 11 4 2 14 

(a) 

 

Figure 2-12. Initial assignment order and line balance, adapted from Ozcan et al. (2009) 

 

A neighbourhood generation procedure was used in tabu search algorithm proposed by 

Ozcan et al. (2009) to solve parallel assembly line balancing problem multi objectively. 

To obtain new solutions, all neighbourhood solutions are generated using swap operator 

and objective values are calculated. Table 2-2 lists all candidate moves and objective 

function values for the first iteration. As can be seen from Table 2-2, the best objective 

function value among the 15 generated solutions belong to move of ‘2[1]-1[2]’. So, this 

move is accepted as the new solution and added to tabu list. After the first iteration, new 

assignment order and line balance are shown in Figure 2-13 (Ozcan et al., 2009). 

Table 2-2. Candidate moves and objective function values of first iteration for the given 

example, adapted from Ozcan et al. (2009) 
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Workload 

variance 

Obj. 

function 

value 
 

Candidate 

move 

(swap) 
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2[1] 1[1] 81.39 0.163 2  2[1] 3[2] 73.25 0.183 2.56 

2[1] 3[1] 73.25 0.183 2.56  2[1] 4[2] 81.39 0.163 2 

2[1] 4[1] 81.39 0.163 2  2[1] 5[2] 81.39 0.163 2 

2[1] 5[1] 81.39 0.163 2  2[1] 6[2] 81.39 0.163 2 

2[1] 6[1] 73.25 0.183 2.56  2[1] 7[2] 81.39 0.163 2 

2[1] 7[1] 81.39 0.163 3  2[1] 8[2] 81.39 0.163 2 

2[1] 1[2] 81.39 0.147 1.90*  2[1] 9[2] 73.25 0.183 2.56 

2[1] 2[2] 81.39 0.163 2  - - - - - 
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A tabu list is employed to check the forbidden and allowed moves from a solution to its 

neighbourhood (Figure 2-14). If the objective value of any newly generated solution is 

better than the current best solution, then the best solution is updated. The current best 

solution is then taken as the final solution when the maximum iteration number is 

exceeded. The primary aim is to minimise the number of workstations while the 

secondary objective is to minimise the variation of workloads between stations (Ozcan 

et al., 2009). 

Task [Line] 1[1] 2[1] 3[1] 4[1] 5[1] 6[1] 7[1] 1[2] 2[2] 3[2] 4[2] 5[2] 6[2] 7[2] 8[2] 9[2] 

Assignment Order 7 5 16 6 10 15 8 9 12 13 1 3 11 4 2 14 

(a) 

 

Figure 2-13. New assignment order and line balance after the first iteration for the given 

example, adapted from Ozcan et al. (2009) 

 2[1] 3[1] 4[1] 5[1] 6[1] 7[1] 1[2] 2[2] 3[2] 4[2] 5[2] 6[2] 7[2] 8[2] 9[2] 

1[1]                

 2[1]      4         

  3[1]              

   4[1]             

    5[1]            

     6[1]           

      7[1]          

       1[2]         

        2[2]        

         3[2]       

          4[2]      

           5[2]     

            6[2]    

             7[2]   

              8[2]  

Figure 2-14. Tabu list after the first iteration for the given example (Ozcan et al., 2009) 

Although the literature on assembly line balancing problems is rather extensive, the 

studies on parallel assembly line balancing problem are quite limited. Table 2-3 

summarises the main contributions regarding parallel line balancing problems and lists 

out the proposed approaches till now. Some researchers, such as Suer (1998) and 

Miltenburg (1998), studied on multiple line balancing problems. However, the problems 

considered in these researches are quite different from the real parallel assembly line 

balancing problem introduced by Gökçen et al. (2006) – please note that the problem 
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Table 2-3. Summary of the main contributions in the literature on parallel assembly line balancing problems between 1998-2013  

Research Method / solution approach Main object. (min) Additional features/constraints 

Suer (1998) 3-phase heuristic with IP and MILP model Number of lines and 

workstations 

Dynamic number of lines 

Gökçen et al. (2006) Heuristic procedures and a mathematical 

programming model 

Number of workstations Fixed number of lines 

Benzer et al. (2007) A network model Number of workstations Fixed number of lines 

Lusa (2008) Survey   

Baykasoglu et al. (2009) ACO Number of workstations Fixed number of lines 

Cercioglu et al. (2009) Simulated annealing based approach Number of workstations Fixed number of lines 

Ozcan et al. (2009) Tabu search algorithm Number of workstations Fixed number of lines, workload 

balance between workstations 

Scholl and Boysen (2009) Binary linear programme and SALOME 

based exact solution procedure 

Number of workstations and 

operators 

Product-line assignment 

considered 

Kara et al. (2010) Two goal programming approaches Number of workstations, 

cycle time, and task loads of 

workstations 

Three conflicting goals 

Ozcan et al. (2010a) Simulated annealing algorithm Number of workstations, 

workload variance between 

workstations 

Mixed-models and model 

sequencing considered 

Ozcan et al. (2010b) Tabu search algorithm Number of workstations Two-sided lines 
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studied by Gökçen et al. (2006) and their solution method have already been given 

above. 

Suer (1998) studied alternative assembly line design strategies for a single product. 

Operations are pre-grouped into stations first, and the multiple operators are assigned to 

each parallel workstation. Instead of balancing multiple lines, the objective was to 

determine the number of parallel lines with minimum total manpower using a 3-phase 

methodology: (i) assembly line balancing, (ii) determining parallel stations, and (iii) 

determining parallel lines. Therefore, no more detail will be given here about that 

studies as the problem handled was quite different from the parallel assembly line 

balancing problem, which was initially proposed by Gökçen et al. (2006).  

A network model, based on Gutjahr and Nemhauser (1964)’s shortest route model, was 

developed by Benzer et al. (2007) to find out the minimum number of workstations for 

parallel assembly line balancing problems. In the proposed procedure, the arcs represent 

workstations, and the nodes symbolise the first possible workstation for tasks while arc 

lengths correspond to idle times of workstations. Thus, the main aim of the procedure 

was to seek the shortest path in the network or the minimum number of arcs.  

The only exact solution approach for parallel assembly line balancing problem belongs 

to Scholl and Boysen (2009). They addressed split workplaces while giving a detailed 

problem description of parallel assembly line balancing problem. This problem was 

slightly different from previous ones in terms of the design of workstations. Because, 

split workplaces allows a single worker to operate on two directly opposite stations of 

adjacent lines. Thus, an operator could perform by splitting the available cycle time 

between two directly related stations of neighbouring lines. To keep changeover times 

at a minimum, only the directly opposite stations were linked. They also modelled the 

problem as a binary linear programme and implemented an exact solution procedure 

based on SALOME, a well-known bidirectional branch and bound procedure developed 

by Scholl and Klein (1997) for assembly line balancing problem, and considered 

product-line assignment decision different from Gökçen et al. (2006). 

In the literature, there exist relatively large numbers of studies which propose 

alternative meta-heuristics to solve the parallel assembly line balancing problem. The 

first and only ACO algorithm was developed by Baykasoglu et al. (2009) to balance any 

type of parallel assembly lines. They developed an ACO algorithm, which employs 
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maximum total time of successor tasks priority rule as heuristic information. The 

proposed algorithm was first soft computing approach to solving a multi-product 

assembly line balancing problem. 

Another pioneering attempt to balance parallel lines with a swarm intelligence based 

meta-heuristic was made by Ozbakir et al. (2011). They tackled parallel assembly line 

balancing problem providing some opportunities in improving flexibility, productivity, 

system balance and reducing breakdown reactiveness. These objectives become more 

important especially when the capacity of a production system is not sufficient. 

Therefore, Ozbakir et al. (2011) developed a new multiple-colony ant algorithm for 

balancing bi-objective parallel assembly lines. The algorithm intended to minimise idle 

times of the workstations and to maximise line efficiency. Pheromone trail was 

deposited between task and station, and heuristic information obtained from rank-based 

priority rules were utilised to construct a task selection strategy. 

Simulated annealing algorithms also performed well for balancing parallel lines. 

Cercioglu et al. (2009) proposed a simulated annealing based approach which aimed to 

minimise the number of required workstations for two lines. They also compared their 

results with previous studies in the relevant literature. Another simulated annealing 

approach was proposed by Ozcan et al. (2010a) to address parallel mixed-model 

assembly line balancing and model sequencing problem. This problem was an extension 

of the parallel assembly line balancing problem introduced by Gökçen et al. (2006). The 

main objective of the proposed approach was to minimise the number of workstations 

while distributing the total workload among the workstations as equally as possible. The 

proposed simulated annealing approach was run until maximum iteration number was 

exceeded. It was desired to escape from local optima by increasing the temperature level 

slowly in each iteration. 

Kara et al. (2010) extended the formulation of Gökçen et al. (2006). They proposed two 

goal programming approaches containing precise and fuzzy goals to balance parallel 

assembly lines with multiple objectives. The aim of the proposed approach was to 

optimise three conflicting goals; namely, number of workstations, cycle time and 

number of tasks assigned to a workstation. By considering multiple objectives, the 

research provided flexibility to decision makers to change priorities based on their 

decision environment and preferences. 
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Then, Ozcan et al. (2010b) introduced parallel two-sided assembly line balancing 

problem which aimed at balancing more than one two-sided assembly line constructed 

in parallel, simultaneously. A tabu search algorithm, which combined the advantages of 

both parallel lines and two-sided lines, was developed to minimise the number of 

workstations. The proposed tabu search algorithm starts with an initial solution, which 

is built by randomly sequenced tasks with priority indexes on each of the two-sided 

assembly lines. Then the tasks are assigned to the workstations considering the priority 

value of tasks. The best solution is updated when a newly generated neighbourhood 

solution is better than the current best. This study will be explored in detail in Section 

3.2.1. 

A comprehensive review of the literature on parallel assembly lines has been presented 

by Lusa (2008). Lusa (2008) described the main literature contributions briefly with a 

summary of the state of the art. Multiple (or parallel) assembly line balancing problem 

has been discussed in detail with advantages and disadvantages of adopting multiple 

lines. Please refer to that study for more information about the literature on parallel 

assembly line balancing problems.  

 

 Chapter Summary 

As already mentioned above, an assembly line is a flow oriented production system, 

which consists of a number of workstations that are connected by a material handling 

system, like a conveyor or moving belt (Purnomo et al., 2013). Assembly line balancing 

problem is determining the optimal assignment of tasks to the workstations by 

considering some constraints to obtain a cost-efficient line for the purpose of satisfying 

customer demands on time. Although the core of the line balancing problem is the 

same, it differentiates significantly based on the layout and configuration of the line 

utilised, product model(s) produced on the line, etc. Several different conditions in real 

manufacturing systems, such as marketing strategies, manufacturing techniques, and 

technological restrictions make assembly line balancing problem multi-faced. 

This chapter presented existing research on two-sided line balancing and parallel line 

balancing problems, which are two main roots of the MPTALB/S problem. Both two-

sided and parallel assembly line systems were explained with the help of illustrations 

and their generic solution building approaches were described. A comprehensive review 
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of the literature was provided on sub-problems of MPTALB/S with the help of 

summary tables to define the gap in the literature. The next chapter continues to 

reviewing the literature on the binary combinations of mixed-model lines, parallel lines, 

and two-sided lines, and their solution approaches. Also, existing ACO and multi-agent 

systems applications implemented for various types of line balancing problems will be 

presented in the next chapter. 
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 Chapter Introduction 

Further on the first half of the literature review presented in the previous chapter, this 

chapter constitutes the second half of the literature review, and surveys the existing 

methodologies on the combinations of the sub-problems of mixed-model parallel two-

sided assembly lines. In Section 3.2, a brief introduction and a summary table of the 

existing methodologies on the mixed-model assembly line balancing problem are given 

first, followed by illustrative definitions of sub-problems’ combinations and their 

solution approaches, which were developed till now. Existing ACO and multi-agent 

approaches, which were proposed to solve various assembly line balancing problems, 

are also respectively presented in Section 3.3 and Section 3.4. Finally, the summary of 

the chapter is provided in Section 3.5. 

 

 Studies on Hybrid Line Configurations 

In terms of the variety and characteristics of product models assembled on the line, 

assembly lines can also be classified as single-model assembly lines and mixed-model 

assembly lines (Kara et al., 2011) as given in Section 1.3.1. A production line in which 

more than one product model is assembled on the same line with no (or ignorable 

amount of) setup required between product model changes is called mixed-model 

assembly line (Battini et al., 2007). Mixed-model assembly lines offer several 

advantages over single-model assembly lines, including avoidance of constructing 

several lines, satisfaction of diverse customer demands, and minimisation of workforce 

requirement.  

There are numerous studies on mixed-model assembly line balancing in the literature. 

However, none of them considered parallel lines with two sides as a manufacturing 

system to produce mixed-models on each of the line. Summary of the literature on 

parallel lines and two-sided lines were given in the previous chapter. Table 3-1 gives a 

summary of the main contributions in the literature on mixed-model assembly line 

balancing problem since 2007. As can be seen from the summary provided in Table 3-1, 

there is no doubt that there is a gap in the literature on the hybridisation of mixed-model 

lines with parallel lines and two-sided lines.   



 

 

Table 3-1. Detailed summary of the main contributions in the literature on mixed-model assembly line balancing problem (since 2007)  
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Kara et al. (2007b)  ●       ●      ● SAn, new neighbourhood 

generation 

JIT, WLS, constant rate of parts 

consumption 

Simaria and Vilarinho (2009)    ●  ●   ● ●  ●    Mathematical model, ACO WLS 

Choi (2009) ●        ●       Goal programming model Processing time, PW 

Kara and Tekin (2009)  ●    ●          MIP formulation, COMSOAL 

based heuristic 

Model mixes, operator travel times in 

crossover stations 

Ozcan and Toklu (2009a)    ●  ●  ●  ● ● ●    Mathematical model, SAn WLS 

Emde et al. (2010) ●     Computational evaluation    Computational evaluation Evaluation of different WLS strategies 

Ozcan et al. (2010a)   ●   ●   ●     ●  Simulated annealing WLS 

Ozturk et al. (2010) ●        ●    ● ● ● MIP and Constraint 

Programming 

Minimising the maximum completion 

time of tasks 

Ozcan et al. (2011)  ●     ●       ●  GA Stochastic environment 

Xu and Xiao (2011) ●     ●          Robust GA Uncertain times and changing demands 

Yagmahan (2011) ●     ●          Multi-objective ACO WLS 

Akpinar and Bayhan (2011) ●    ● ●   ● ●      Hybrid GA WLS 

Hamzadayi and Yildiz (2012)  ●   ● ●   ● ●    ●  Priority-based GA, SAn based 

fitness evaluation approach 

WLS 

Rabbani et al. (2012)  ●  ●  ●   ●       GA Crossover stations, travel times 

Chutima and Chimklai (2012)    ●  ●  ● ●       Multi objective PSONK WR, WLS 

Liao et al. (2012) ●     ●   ●       Multi agents framework, TS WLS 

Manavizadeh et al. (2012) ●     ● ●   ●      Multi-objective GA MTO environment 

Mosadegh et al. (2012) ●        ●     ●  Simulated annealing Minimising total utility work, station 

dependent task times 

 
Tiacci (2012) ● ●   ● Simulation       Object-oriented simulation Stochastic times, buffers 

Akpinar et al. (2013) ●    ● ●    ●     ● Hybrid ACO + GA - 

Manavizadeh et al. (2013a)  ●    ●          Simulated annealing Human Eff, WLS, Kanban sys. 

Kucukkoc et al. (2013) ●    ● ●    ●      GA + RSM - 

NS: Number of workstations, C: Cycle time, O: Other special objectives, NM: Mated-stations, WLS: Workload smoothness, WR: Work-relatedness, PW: Physical workload, JIT: Just-in-time, MTO: Make to order, 

ACO: Ant colony optimisation, GA: Genetic algorithm, SAn: Simulated annealing, PSONK: Particle swarm optimisation with negative knowledge, TS: Tabu search, RSM: Response surface methodology. 
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Ozcan and Toklu (2009a) introduced mixed-model two-sided assembly line balancing 

problem and proposed a simulated annealing algorithm to deal with the problem. Other 

meta-heuristics, which are ACO and particle swarm optimisation algorithms, have been 

developed by Simaria and Vilarinho (2009), and Chutima and Chimklai (2012), 

respectively, for mixed-model two-sided assembly lines. Rabbani et al. (2012) 

addressed two-sided U-shaped line balancing problem and proposed a GA approach 

which considers operator travel times as well. Nevertheless, parallel lines were not 

incorporated in these studies again.  

The only study, which addresses product model variations on parallel assembly lines, 

belongs to Ozcan et al. (2010a) and this will be explained in more details in Section 

3.2.2. However, there is no study which addresses parallel two-sided assembly line 

system on which different product models are produced. Although mixed-model parallel 

two-sided assembly lines are encountered in producing large-sized high-volume 

products in the industry, none of the researchers has considered this issue so far. Mixed-

model parallel two-sided assembly lines offer many benefits to companies by 

combining the advantages of both parallel lines and two-sided lines with the flexibility 

of product model variation. Based on this motivation, MPTALB/S problem is described, 

illustrated and explored with numerical examples and solved using newly developed 

sophisticated solution techniques in this research. 

 Parallel two-sided assembly lines 

Parallel two-sided assembly lines are widely used in the production of one or more 

similar product models that have similar production processes in a set of two-sided 

assembly lines constructed in parallel to each other. However, as can be observed from 

the detailed survey on two-sided lines and parallel lines in Section 2.2 and Section 2.3, 

respectively, studies on the combination of both configurations are quite new as well as 

scarce.  

Figure 3-1 exhibits an example of the parallel two-sided assembly line configuration. As 

depicted in the figure, only one product model is allowed to be assembled on each line 

at a time. Operator 1 and operator 3 perform tasks assigned to the left side of Line I (1 

and 2) and the right side of Line II (6), respectively. However, operator 2 performs at 

either the right side of Line I or the left side of Line II. This operator performs task 5 at 

the left side of Line II, afterwards he/she turns around and performs tasks 3 and 4 at the 
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right side of Line I. On the other hand, operator 5 performs job only at the left side of 

Line II (11 and 12) as none of the tasks are assigned to the right side of Line I. 

 

Figure 3-1. Representation of parallel two-sided assembly lines 

Parallel two-sided assembly line balancing problem, which aims at balancing more than 

one two-sided assembly line constructed in parallel simultaneously, was introduced by 

Ozcan et al. (2010b). A tabu search algorithm, which combines the advantages of both 

parallel lines and two-sided lines, was developed to minimise the number of 

workstations. The proposed tabu search algorithm starts with an initial solution. The 

initial solution is built by randomly sequenced tasks with priority indexes on each two-

sided assembly line. Then tasks are assigned to the stations considering the priority 

value of tasks and the best solution is updated when a newly generated neighbourhood 

solution is better than the current best.  

 

Figure 3-2. Input data for parallel two-sided assembly line balancing problem (Kim et al., 

2000c) 

To explain the generic solution approach for parallel two-sided assembly line balancing 

problems, a numerical example is given from Ozcan et al. (2010b). Two parallel two-

sided assembly lines are subject to balancing for this example and the same product is 

produced on each line. Cycle time is assumed 8 time units for both of the lines. Figure 
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3-2 gives the input data of the problem. The numbers in the nodes represent the tasks. 

As known, some tasks need to be performed on only one side of a two-sided line, i.e. 

left side or right-side, and the remainders can be assigned to either side of a two-sided 

line. The labels above the nodes denote completion time and preferred operation 

direction of tasks, respectively. L, R and E indicate that the task should be assigned to a 

left side, right side and either side station, respectively. 

The tabu search algorithm proposed by Ozcan et al. (2010b) starts with a feasible initial 

solution obtained from a sequence which includes priority indexes of all tasks produced 

on both of the two-sided lines. The priority index of a task is a randomly generated 

number between one and the total number of tasks (which is 24 for this example) and 

demonstrates the assignment priority of that particular task. The initial priority indexes 

of tasks are given in Figure 3-3. 
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Figure 3-3. Initial priority list, adapted from Ozcan et al. (2010b) 

 

Figure 3-4. Initial feasible solution 

The new neighbourhood solutions are generated from the list of initial priority indexes 

using swap operator. The performance value of each obtained solution is calculated 

using Equation (3.1) and the best solution is kept for the next generation. Please note 

that the notation used in the equation is changed to provide conformity with the notation 

used in this thesis. 

𝑚𝑎𝑥 ∑ ( ∑ 𝑝𝑡ℎ𝑖

𝑖∈𝐴𝑘∧𝑖∈ℎ

)

2
𝐾

𝑘=1

,                                             (3.1)  
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where, 𝑖 is the task index (𝑖 = 1, … , 𝑇ℎ), 𝑇ℎ is the total number of tasks, 𝑝𝑡ℎ𝑖 is the 

processing time of task 𝑖 in line ℎ, 𝑘 is the station number (𝑘 = 1, … , 𝐾), 𝐾 is the total 

number of workstations and 𝐴𝑘 is the set of tasks which are assigned to station 𝑘.  

The top five candidate moves, which would yield new neighbourhood solutions, are 

shown in Table 3-2. The move (2,8) is taken as the first best move and this move is 

determined as tabu, so that the same move is forbidden for the next five iterations (see 

the tabu list given in Figure 3-5). In the tabu list, numbers in each cell correspond to the 

number of iterations remaining until the related moves are allowed again. The new 

priority list after this move is presented in Figure 3-6. 

Table 3-2. Top five candidate solutions at the first iteration, adapted from Ozcan et al. (2010b) 

Swap (Move) Objective Function 

(1,4) 314 

(1,21) 318 

(2,8)   332* 

(8,19) 332 

(8,20) 332 
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Figure 3-5. Tabu list used by Ozcan et al. (2010b) 
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When the algorithm is terminated, the best solution (represented in Figure 3-7) which 

has the maximum objective function value is taken. As seen from the figure, seven 

workstations are needed to perform a total of 24 tasks belonging to both product models 

on parallel two-sided lines. The objective function value of the solution is 366. The 

operator located in the common workstations between two lines first completes task 1 

on Line II and then completes task 2 on Line I, and finally tasks 3 and 6 on Line II. 

Shaded areas indicate idle times at the end of cycle time or unavoidable delays between 

two consecutive tasks. 

 

Figure 3-7. Final solution, adapted from Ozcan et al. (2010b) 

 Parallel mixed-model assembly lines 

The idea of addressing parallel mixed-model assembly lines belongs to Ozcan et al. 

(2010a). This study is unique in the literature in terms of considering parallel line 

configuration and product model variations at the same time in a line balancing and 

model sequencing perspective. All possible product model mixes in different production 

cycles were considered to avoid infeasible balancing solutions. Figure 3-8 exhibits the 

line system proposed by Ozcan et al. (2010a).  

As seen from the figure, three lines are constructed in parallel and two product models 

(A and B), three product models (C, D, and E), and two product models (F and G) are 

assembled concurrently in the first, second, and third line, respectively. Workstations 

IV, V, and VIII are called common stations (or split workplaces) and serve on pairs of 

adjacent lines, i.e. Line I – Line II, Line I – Line II, and Line II – Line III, respectively. 

Since many different product model mixes may appear at common stations, the 

workload of those stations for a cycle depends on the product model mixes as well as 

the line balance. For that reason, they suggested considering all possible product model 

mixes in different cycles and balancing lines by considering product model changes. 
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Figure 3-8. Illustration of parallel mixed-model assembly lines with three lines, adapted from 

(Ozcan et al., 2010a) 

Ozcan et al. (2010a) proposed a simulated annealing approach for simultaneous 

balancing and model sequencing of parallel mixed-model assembly lines. The main 

objective of the proposed method was to maximise the efficiency of the line and to 

distribute workload smoothly across workstations. Two numerical examples, each of 

which had two parallel lines, were given to explain the proposed approach and test 

problems were solved to demonstrate the efficiency of the algorithm. 

An explanatory example from Ozcan et al. (2010a) is given below to describe the 

simulated annealing algorithm proposed by them and to depict a balanced parallel 

mixed-model line system. Two mixed-model straight assembly lines are considered to 

produce product models A, B, C, D, and E; where A and B are assembled on the first 

line and C, D, and E are assembled on the second line. Figure 3-9a represents combined 

precedence diagram for product models A and B while Figure 3-9b does for product 

models C, D, and E. Task processing times are given in Table 3-3. 

 

Figure 3-9. Combined precedence diagrams for the given example: (a) product models A and B, 

(b) product models C, D and E, adapted from Ozcan et al. (2010a) 

The demands for product models are assumed 42, 42, 20, 20, and 20 units, respectively, 

while the pre-determined planning horizon is 840 time units. Cycle times of the lines are 
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different and considered as 10 time units for the first line and 14 time units for the 

second line. In this case, greatest common divisors for lines, 𝑐𝑑1 and 𝑐𝑑2, are 42 and 20, 

respectively. Then, minimum part sets are equal to (1, 1) for the first line and (1, 1, 1) 

for the second line (please note that detailed information on calculation of minimum 

part sets will be given in Chapter 4). 

Table 3-3. Task processing times for the example problem, adapted from Ozcan et al. (2010a) 

Line I  Line II 

Task No A B  Task No C D E 

1 1 5  1 5 6 1 

2 5 2  2 3 4 2 

3 4 3  3 4 1 5 

4 3 1  4 5 3 3 

5 5 1  5 4 1 3 

6 6 0  6 5 5 1 

7 5 0  7 1 0 4 

- - -  8 4 1 3 

- - -  9 6 0 2 

 

Random task priorities between 1 and 1000 by uniform distribution (see Table 3-4) and 

product model sequences (BA for Line I and EDC for Line II) are generated randomly. 

 

Table 3-4. Initial task priority values, adapted from (Ozcan et al., 2010a) 

Task[Line] 1[1] 2[1] 3[1] 4[1] 5[1] 6[1] 7[1] 1[2] 2[2] 3[2] 4[2] 5[2] 6[2] 7[2] 8[2] 9[2] 

Priority 235 431 435 84 842 391 464 522 205 524 648 466 131 723 376 566 

 

After generating an initial line balancing solution according to the task priority values 

given in the table, new neighbourhood solutions are generated using two different 

procedures. A random number between zero and one is generated randomly and 

compared with a predetermined number. If the generated number is larger than the 

predetermined number, a new product model sequence is generated using swap 

operator; if not, priority values of two tasks are selected randomly and swapped using a 

swap operator. Then a new line balancing solution is obtained. Figure 3-10 represents 

new neighbourhood solution generation for priority assignment value of tasks (Ozcan et 

al., 2010a). This procedure is repeated until the maximum iteration number is exceeded. 

The best solution of the problem obtained using this method is given in Figure 3-11. As 

seen from the figure, six stations are utilised -where four stations are common- to 

perform all tasks required. 
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Task[Line] 1[1] 2[1] 3[1] 4[1] 5[1] 6[1] 7[1] 1[2] 2[2] 3[2] 4[2] 5[2] 6[2] 7[2] 8[2] 9[2] 

Priority 235 431 435 84 842 391 464 522 205 524 648 466 131 723 376 566 

 

Task[Line] 1[1] 2[1] 3[1] 4[1] 5[1] 6[1] 7[1] 1[2] 2[2] 3[2] 4[2] 5[2] 6[2] 7[2] 8[2] 9[2] 

Priority 235 431 435 566 842 391 464 522 205 524 648 466 131 723 376 84 

Figure 3-10. Swapping task priority assignment values, adapted from (Ozcan et al., 2010a) 

 

Figure 3-11. Obtained final line balancing solution using simulated annealing algorithm, 

adapted from (Ozcan et al., 2010a) 

The advantages of parallel mixed-model assembly lines comprise flexibility of parallel 

lines and customisability of mixed-model lines. It is obvious that constructing mixed-

model assembly lines in parallel provides many advantages over (i) single-model lines 

and (ii) mixed-model single lines (without parallelisation). However, in today’s 

manufacturing environment, two-sided assembly lines are needed to produce large-sized 

products in timely manner. Therefore, a competitive line layout is needed to produce 

customised large-sized products on time. 

 Mixed-model two-sided assembly lines 

In the literature, mixed-model two-sided assembly line balancing problem has been 

studied by only a few researchers. Unlike the parallel mixed-model assembly lines, only 

one assembly line which has two operational directions is constructed to produce 

different product models in a mixed-model basis. So, no common stations are utilised as 

there are no multiple lines and no shared workload is subject to consideration in those 

lines. 

A schematic representation of mixed-model two-sided assembly lines is given in Figure 

3-12. As can be seen in the figure, two different product models are produced on the 

line, and processing times of tasks (1 − 9) may differ from one product model to 

another. Moreover, processing time of some tasks may equal to zero for some product 

B B A 

(1) (2,3) (4) (5,6,7,8) (9) 
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A B 
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models (i.e. task 9 for product model 𝐵). So, finishing time of each task, even at the 

other side of the line, must be taken into account carefully for each product model to 

avoid violation of precedence relationships among tasks.  

 

Figure 3-12. A schematic view of mixed-model two-sided assembly lines 

 

Figure 3-13. Outline of 2-ANTBAL proposed by Simaria and Vilarinho (2009) 

The solution approach improved by Simaria and Vilarinho (2009) for this problem 

could be considered as the generic method followed by other researchers. This research 

was given in Section 2.2 briefly but will be explored in detail in this section. Simaria 

and Vilarinho (2009) developed an ACO algorithm (referred to as 2-ANTBAL) and 

formally described the problem with a mathematical model, which aims at minimising 

total number of workstations required as well as distributing workload smoothly within 
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and between the workstations. Figure 3-13 outlines the proposed 2-ANTBAL, which 

has two ants that work simultaneously one at each side of the line. The procedure starts 

with generating pre-determined number of ant pairs and each pair of ants collaborate 

each other to build a feasible solution, unlike the traditional ACO algorithm. The rest of 

the procedures (i.e. quality measurement, pheromone depositing, best solution updating)  

remains the same as the traditional ACO algorithm.  

 

Figure 3-14. Building a balancing solution procedure of 2-ANTBAL, adapted from Simaria and 

Vilarinho (2009) 

The most important part of their research was the procedure developed to construct a 

balancing solution. The way of building a balancing solution by two ants is presented in 

Figure 3-14. The current time of the one side-ant (𝑐𝑡(𝑎𝑆)), and the current time of the 

opposite side-ant (𝑐𝑡(𝑎𝑆)) are initialised first. Then, one of the sides of the line is 

selected randomly to begin the assignment and a new workstation is opened. Available 

tasks are determined according to a set of rules to be assigned to a particular 
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workstation starting at the current time. A task should conform to following conditions 

to be able to be considered as an available task: 

 operation direction constraint 

 precedence relationship constraint 

 capacity constraint 

 zoning constraint 

 synchronism constraint. 

In case that there is no available task found by the side-ant, one of the following actions 

is taken according to the unavailability reason (Simaria and Vilarinho, 2009): 

 If there is no available capacity to perform the related job, a new workstation is 

opened by the side-ant. 

 A timeline is used by side-ants in the balancing procedure. If there are tasks 

whose predecessors have been assigned to the opposite side but will be finished 

in a forward time (this phenomenon is called interference, as noted in Section 

1.2), the side-ant moves its current time forward, to the opposite side ant’s 

current time (𝑐𝑡(𝑎𝑆) ← 𝑐𝑡(𝑎𝑆)). Then, the procedure continues with a randomly 

selected side-ant. 

 If there are no tasks that can be assigned to the current side, task side 

incompatibility occurs. This occurs from one of the following reasons: 

o If the current time of the side-ant is inferior from the current time of the 

opposite side ant (𝑐𝑡(𝑎𝑆) < 𝑐𝑡(𝑎𝑆)): The side-ant moves its current time 

forward to the current time of the opposite side-ant and then a random 

side is selected to continue. 

o If the current time of the side-ant is equal to or larger than the opposite 

side-ant’s current time (𝑐𝑡(𝑎𝑆) ≥ 𝑐𝑡(𝑎𝑆)): The control of the 

assignment procedure is taken by the opposite side-ant. 

Then, a side-ant selects one task from the available tasks list to be assigned to the 

current station starting at the current time. Task selection procedure includes two types 

of rules (static and dynamic), which will not be given here in detail since it is more 

related to the ACO mechanism. Please refer to Simaria and Vilarinho (2009) to find out 

more. 
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The current time of the related workstation is increased for an amount of time 

corresponding to the task processing time, every time a task is assigned to the 

workstation. Processing time is considered as the maximum processing time of that task 

for all product models (𝑚𝑎𝑥𝑚(𝑡𝑚)) due to the mixed-model nature of the problem. 

Current times of both side-ants are compared and one of the following conditional 

options is executed: 

 𝑐𝑡(𝑎𝑆) < 𝑐𝑡(𝑎𝑆): The assignment continues on the same side. 

 𝑐𝑡(𝑎𝑆) > 𝑐𝑡(𝑎𝑆): The side is changed. 

 𝑐𝑡(𝑎𝑆) = 𝑐𝑡(𝑎𝑆): The assignment continues on a randomly selected side. 

Task assignment procedure is repeated until there is no unassigned task and the quality 

of the solution is computed to release pheromone. A new sub-colony is created and new 

solutions are built upon all pairs of ants complete their tours. The best solution is taken 

as the solution of the problem when all sub-colonies finish their tours. 

For the associated problem, simulated annealing and particle swarm optimisation 

algorithms have been proposed by Ozcan and Toklu (2009a) and Chutima and Chimklai 

(2012), respectively, in the literature. Ozcan and Toklu (2009a) considered 

minimisation of the number of mated-stations as the primary goal and the number of 

stations as the secondary goal (for a given cycle time) in their newly developed 

mathematical model. A simulated annealing algorithm; which considers two 

performance criteria to measure the solution quality: (i) maximising weighted line 

efficiency, and (ii) minimising weighted smoothness index, has also been applied. 

Positive and negative zoning constraints, positional constraints and synchronous tasks 

constraints were also considered in the presented mathematical model to reflect the real 

world conditions in the industry.  

Chutima and Chimklai (2012) have also addressed to mixed-model two-sided assembly 

line balancing problems. It will not be repeated here as it has already been given in 

Section 2.2. 

Sequencing of the product models were not considered in these studies; which were 

carried out by Simaria and Vilarinho (2009), Ozcan and Toklu (2009a), and Chutima 

and Chimklai (2012), since product model mixes were not important as a setup 

operation is not required when passing from one product model to another.  
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Figure 3-15. Multiple U-shaped layout proposed by Rabbani et al. (2012) 

However, Rabbani et al. (2012) proposed multiple U-shaped layout to deal with mixed-

model two-sided assembly line balancing problem and utilised contrary workstations. 

They also modelled the problem with mixed integer programme, which optimises two 

conflicting objectives: minimising the (i) number of workstations, and (ii) cycle time; 

and solved the problem with a GA-based heuristic. Nevertheless, they did not consider 

sequencing of the product models in their study. As illustrated in Figure 3-15 the 

operators work in the utilised contrary stations help each other in their idle times and 

processing time of a task that is handled by two operators was modified with a 

coefficient. Therefore, the weighted efficiency of the line was increased as using two 

operators instead of one leads an improvement in the processing time of this task within 

this period. However, as the proposed layout requires multiple turns of product models 

made on the line due to its unique shape, material handling costs are expected to 

increase with this configuration.  
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Apparently, the sequence of product models must be known in order to determine which 

product model is being performed at a specific station. Additionally, task times may 

vary from one product model to another and idle times of an operator in a workstation 

depend on the processing times of tasks assigned to that station. Using this underlying 

idea, model sequencing problem has been considered along with the mixed-model 

parallel two-sided assembly line balancing problem in this thesis. A brief background 

information on fundamentals of simultaneous balancing and sequencing of mixed-

model assembly lines will be given in the following chapter. 

 

 ACO Implementations on Assembly Line Balancing Problems 

Recently, there has been an increasing interest in applications of meta-heuristic 

approaches for solving various engineering problems. Meta-heuristics help both 

academics and practitioners to get not only feasible but also near optimal solutions 

where obtaining a solution for the relevant problem is not possible in a reasonable time 

using traditional optimisation techniques. The ACO algorithm is inspired from the 

collective behaviour of ants and one of the most efficient meta-heuristics in solving 

combinatorial optimisation problems. One of the main application areas of ACO 

algorithm is assembly line balancing problem. 

In this section, the running principle of ACO algorithm is given first and then the 

applications of ACO based algorithms on assembly line balancing problems in the 

literature are reviewed. Strengths and weaknesses of proposed algorithms to solve 

various problem types in the literature are also discussed in this section. The main aim 

is to define the gap in this domain and spread the application areas of ACO techniques 

in various aspects of line balancing problems. Existing researches in the literature 

indicate that ACO methodology has a promising solution performance to solve line 

balancing problems, especially when integrated with other heuristic and/or meta-

heuristic methodologies. 

Ant algorithm, proposed by Dorigo et al. (1996), is one of nature inspired algorithms. 

They developed an ant system meta-heuristic, the initial form of ACO technique, to 

solve small-sized travelling salesman problem with up to 75 cities. Since then, several 
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researchers carried out a substantial amount of research in ACO algorithm, which 

demonstrates a better performance than ant system.  

ACO algorithm is inspired by the observation of real ant colonies in nature and their 

capability of finding the shortest path between the nest and food sources where each ant 

represents a complete solution. The foraging behaviour of ants helps them to find the 

shortest path by depositing a substance, called pheromone, on the ground while they are 

walking. In this way, a pheromone trail is formed and ants smell pheromone to choose 

their way in probability. Paths involving strong pheromone levels have more chance to 

be selected by ants (Dorigo et al., 1999). The pheromone trail is favourable to the 

succeeding ants which are intended to follow it. When a set of possible paths are given 

to the ants, each ant chooses one path randomly, and apparently some ants picking the 

shortest path will return faster. Then, there will be more pheromone on the shortest path, 

influencing later ants to follow this path, after their completion of one tour. By the time, 

the path that has high level of pheromone will be most often selected and considered as 

the shortest route (Leung et al., 2010). The famous double bridge experiment (Dorigo et 

al., 1999) depicts the selection of the shortest path by ants (see Figure 3-16). 

 

Figure 3-16. Double bridge experiment, adapted from (Dorigo et al., 1999) 

There exist some rules in the ACO algorithms to determine: 

 the amount of pheromone deposited on edges 

 the edge chosen by on its way 

 the pheromone evaporation speed. 

After a while 
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The transition probability of moving from node 𝑖 to node 𝑗 for an ant located at node 𝑖 is 

computed as follows (Ilie and Badica, 2013): 

𝑝(𝑖,𝑗) =
[𝜏𝑖𝑗(𝑡)]

𝛼
[𝜂𝑖𝑗]

𝛽

∑ [𝜏𝑖𝑗]
𝛼

[𝜂𝑖𝑗]
𝛽

𝑗

 ,                                               (3.2) 

where 𝜏𝑖𝑗 is the amount of pheromone deposited on edge (𝑖, 𝑗); 𝜂𝑖𝑗 is the weight of edge 

(𝑖, 𝑗) or heuristic information provided by an integrated heuristic procedure; 𝛼 and 𝛽 are 

user determined parameters which control the influences of 𝜏𝑖𝑗 and 𝜂𝑖𝑗 respectively; and 

𝑗 is a non-visited node reachable from node 𝑖. 

The algorithm converges with the help of pheromone update rules. So, more pheromone 

is laid on each edge of a tour when a better solution is found than the best known, with 

cost 𝐶𝑜𝑠𝑡𝑎. 

∆𝜏𝑖𝑗 = {
1/𝐶𝑜𝑠𝑡𝑎𝑛𝑡     𝑖𝑓 𝑒𝑑𝑔𝑒 (𝑖, 𝑗) 𝑏𝑒𝑙𝑜𝑛𝑔𝑠 𝑡𝑜 𝑓𝑜𝑢𝑛𝑑 𝑡𝑜𝑢𝑟

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 .               (3.3) 

When each ant completes its tour, it will update the pheromone by laying down 

pheromone on the edges of the travelled path. Additionally, an amount of pheromone 

will be evaporated from every node either visited or not. Evaporation and pheromone 

updates are calculated as follows (Ilie and Badica, 2013): 

𝜏𝑖𝑗 ← (1 − 𝜌)𝜏𝑖𝑗 + ∆𝜏𝑖𝑗  ,                                                (3.4) 

where 𝜌 is the pre-determined evaporation rate (0 ≤ 𝜌 < 1). 

The ACO algorithm proposed by Vilarinho and Simaria (2006), which is called 

ANTBAL, for mixed-model assembly line balancing problem is explored below to 

reflect the generic problem solving approach using ACO algorithm in the assembly line 

balancing field. To outline the main steps of the algorithm for a typical line balancing 

problem, the flowchart of the proposed algorithm is depicted in Figure 3-17. The 

primary objective of the algorithm was to minimise the number of operators while 

maintaining a smooth workload distribution among the stations, as a secondary goal. 

Construction of parallel workstations was allowed and controlled in such a way that 

parallelism is only allowed if a station is assigned a task with processing time larger 

than minimum replication time, which is a predefined value (Vilarinho and Simaria, 

2006). Accordingly, parallel workstations are allowed if the processing time of a task 

assigned to a workstation is larger than the predefined minimum replication time. 
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Figure 3-17. Flowchart of ANTBAL proposed by Vilarinho and Simaria (2006) 

The algorithm starts with creating a sub-colony with a pre-determined number of ants. 

A feasible balancing solution is obtained by each ant in the sub-colony by considering 

the assignment of tasks that satisfies precedence, zoning and capacity constraints. Then, 

the measure of solution’s quality is computed for each feasible solution, according to 

the objective function considered (Vilarinho and Simaria, 2006). When all ants in the 

same sub-colony complete their tour, the pheromone is released on visited edges of the 

path drawn according to the quality of the solution obtained by each ant. Pheromone 

trails are built on the edges of the built balancing solution by each ant at the end of each 

sub-colony iteration. First, some amount of pheromone is evaporated in all paths; and 

then an amount of pheromone (where the amount is calculated in accordance with the 

quality of the solution) is deposited in the paths used to build the solution. Pheromone 

trails are kept in a task-task matrix and if task 𝑗 is performed immediately after task 𝑖, 

then the pheromone is released between tasks 𝑖 and 𝑗. The best solution is updated if a 

solution, which is better than the current best, is found and the procedure is repeated 
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until all sub-colonies are completed within the ant colony (Vilarinho and Simaria, 

2006).  

 

Figure 3-18. The procedure followed by an ant to build a feasible solution, adapted from 

Vilarinho and Simaria (2006) 

The flowchart of the procedure carried out by an ant to build a feasible solution is given 

in Figure 3-18 (Vilarinho and Simaria, 2006). To process an ant, available tasks for 

assignment to the current workstation are determined by considering problem 

constraints. Then, a task is selected from the set of available tasks by an ant. If there is 

no capacity or there is no available task to be selected, a new workstation is opened. 

This cycle is repeated until all tasks are assigned. In the task selection procedure for 

assignment, the probability of a task being selected, from the set of available tasks, is a 

function of: 

 the pheromone level between the last selected task and each available task 

 the heuristic information provided for each available task.  

The heuristic information is a priority rule that is randomly assigned to each ant. Some 

common priority rules for the assembly line balancing problem (i.e. maximum 
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positional weight, maximum processing time –for all product models–, maximum 

average processing time, maximum number of direct successors, and maximum number 

of successors) are used in the research (Vilarinho and Simaria, 2006). Further 

information about ACO meta-heuristic used in this research will be given in the 

following chapters. 

One of the main application areas of ACO algorithm is assembly line balancing 

problem, as mentioned. Previous researches that involve ACO techniques to solving 

various kinds of assembly line balancing problems are summarised in Table 3-5 and 

briefly extracted below. As could be seen from the table, the first technique that uses 

concepts derived from ACO to solve line balancing problem was implemented by 

McMullen and Tarasewich (2003). Then, ACO techniques have been applied to wide 

range of line balancing problems, from straight lines to parallel lines. 

Many different performance measures were sought in these problems such as the 

number of workstations, cycle time, design cost, completion on time, workload 

smoothness, work-relatedness, and so on. However, still some types of assembly lines 

utilised in the industry, i.e. mixed-model parallel two-sided assembly lines have not 

been addressed by any researcher in the literature. In the study of McMullen and 

Tarasewich (2003), various ant system related techniques have been applied with three 

different objectives: (i) minimisation of cycle time, (ii) minimisation of cost, and (iii) 

completion on time. These heuristic procedures work by the selection of tasks to be 

added to the current workstations by artificial ants. Pheromone level determines the 

probability of a task being selected by an ant. Pheromone, a measure of each path’s 

relative desirability, is deposited between the ant and candidate task. Working 

procedure of the algorithm includes: 

 initialisation, and resetting all parameters 

 determination of the need of new work center 

 selection of tasks 

 pheromone updating.  

The global best solution is updated if a better solution is found, and this procedure is 

repeated until a predetermined number of iterations is exceeded.  
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McMullen and Tarasewich (2003) ●    ● ●  ●      Stochastic task times, design cost, completion on time 

McMullen and Tarasewich (2006) ●     ●   ●     

Multiple objectives considered,  

(i) crew size, (ii) design cost, and (iii) probability of completing 

tasks on time used as the objective 

Vilarinho and Simaria (2006) ●    ● ● ●   ●    Workload smoothness, line length  

Bautista and Pereira (2007) ●      ●      ● - 

Zhang et al. (2007) ●      ●       Pheromone summation rules 

Baykasoglu and Dereli (2008)    ●   ●   ●    Work-relatedness 

Baykasoglu and Dereli (2009) ● ●     ●       - 

Baykasoglu et al. (2009)   ●    ●       - 

Khaw and Ponnambalam (2009) ● ●     ●       Workload smoothness 

Sabuncuoglu et al. (2009)  ●     ●       - 

Simaria and Vilarinho (2009)    ● ●  ●   ●  ●  Workload smoothness 

Chica et al. (2010) ●      ●      ● - 

Chica et al. (2011) ●      ●  ●    ● Multi-objective, labour cost, space cost 

Fattahi et al. (2011) ●      ●       Multi-manned stations, stochastic mechanism help ants 

Ozbakir et al. (2011)   ●    ●       Bi-objective evaluation function 

Sulaiman et al. (2011) ●      ●       Look forward ant 

Yagmahan (2011) ●    ●         Workload smoothness 

      NS: Number of workstations, C: Cycle time, O: Other 
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McMullen and Tarasewich (2006) solved multi-objective assembly line balancing 

problem by modifying previously proposed ant colony algorithm (McMullen and 

Tarasewich, 2003). They addressed various conflicting objectives: system utilisation, 

crew size, the probability of jobs being completed within a certain period and system 

design costs, which were thought to be needed to design a competitive assembly line. 

To obtain design solutions of the problem, an ACO algorithm has been developed. A 

composite function consisting of linear combinations of conflicting goals was 

constructed, and an efficient frontier was involved to address two or more objectives 

associated with this problem, simultaneously. 

Other ACO based algorithms to solve SALBP were developed by Zhang et al. (2007), 

and Sulaiman et al. (2011). A new nonlinear function was used by Zhang et al. (2007) 

instead of minimising number of workstations, to solve SALBP. The objective function 

was maximised by transferring tasks from workstations with less workload to the ones 

that has more workload. They presented an ant algorithm that incorporates pheromone 

summation rules to increase the effectiveness of the algorithm. Pheromone was 

deposited between the task and its selected position. Local and global pheromone 

updating rules were adopted and positional weight mechanism was used to compute 

heuristic information about tasks. 

A procedure that dynamically assigns the value of priority rule (as heuristic 

information) during the task selection phase was introduced by Sulaiman et al. (2011). 

They enhanced ACO algorithm with a look forward ant that seeks direct successors of 

the tasks during the task selection phase, and applied this approach to type-I SALBP. 

The pheromone trail was deposited between task and its position. A rank-based priority 

rule that provides heuristic information about candidate tasks was incorporated. The 

priority values vary between 1 and the total number of tasks, and are recomputed when 

the candidate tasks list is updated. 

Mixed-model assembly line balancing problem was solved by a limited number of  

researchers using ACO techniques. Among those, the study of Vilarinho and Simaria 

(2006), which proposed an ACO algorithm called ANTBAL to solve mixed-model 

assembly line balancing problem, has already been described above. 

Yagmahan (2011) presented an approach based on the ACO technique to address the 

mixed-model assembly line balancing problem as well. The proposed multi-objective 
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ACO algorithm sought solutions by considering both balance delay and the excursions 

among station times due to operation time variations. A two phased local search 

procedure was adopted to enhance the effectiveness of the ACO algorithm after local 

updating rule is completed. Initial pheromone level is obtained from modified ranked 

positional weight method (Helgeson and Birnie, 1961), which envisages joint 

precedence diagram for the given problem.   

As noted in Section 2.2, Baykasoglu and Dereli (2008), and Simaria and Vilarinho 

(2009) solved two-sided assembly line balancing problem using ACO based techniques. 

The study carried out by Simaria and Vilarinho (2009) offered two-sided assembly line 

system to produce large-sized products. This research was also explained in detail in 

Section 3.2.3. 

Different from conventional line balancing problems, Bautista and Pereira (2007) took 

‘space’ into consideration as an additional constraint to reflect more realistic conditions 

in real production systems. They solved time and space constrained assembly line 

balancing problem with an ACO algorithm, which applies a diversification mechanism 

based on reinitiating pheromone information to avoid stagnation in unpromising areas 

of the solutions space. A station oriented framework was used for solution building. The 

pheromone trail could be used directly or accumulatively relating a task and station 

under construction. To build neighbourhood solutions, a local improvement procedure 

was also incorporated.  

Then, Chica et al. (2010, 2011) proposed new algorithms to handle time and space 

constrained assembly line balancing problem. Chica et al. (2010) presented two new 

multi-objective constructive heuristics for the 1/3 (which means time and space) variant 

of the time and space constrained assembly line balancing problem. Proposed 

approaches were based on ACO technique and random greedy search method. The 

algorithms aimed at minimising number and area of stations in order to reflect a more 

realistic version of classical assembly line balancing problems. The first approach was a 

Pareto based multi-objective ACO algorithm which aims to find a set of best solutions, 

according to several conflicting objectives. The second one was a multi-objective 

random greedy search algorithm, based on the first stage of the greedy randomised 

adaptive search procedure. They also applied different configurations and parameter 

settings and compared them. The procedures of opening a new workstation and 

selection of a task were based on random priority rule to provide diversity. Two types of 
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heuristic information values were employed; namely task operation time and required 

area.  

Chica et al. (2011) handled time and space constrained assembly line balancing problem 

whilst entertaining the influence of user preferences. They proposed a multi-objective 

ACO algorithm incorporated with user preferences based on domain knowledge of a 

well-known automotive company. They also used six real scenarios around the world to 

include user preferences in the objective space. An evolutionary multi-objective 

optimisation based scheme was used, and two types of operational costs were 

considered: (i) labour cost, and (ii) space cost. While constructing the algorithm, a new 

mechanism was introduced to close a station, according to a probabilistic distribution. 

This mechanism provided more diverse solutions.  

One of the first attempts to solve U-shaped assembly line balancing problem with an 

ACO based algorithm was carried out by Baykasoglu and Dereli  (2009). They 

addressed the so-called simple and U-shaped assembly line balancing problem with the 

objective of maximising the performance of the line (which is equivalent to minimising 

the number of workstations). The developed method integrates COMSOAL algorithm 

(Arcus, 1966) and ranked positional weight heuristic (Helgeson and Birnie, 1961) to 

enhance the efficiency of the applications.  

Khaw and Ponnambalam (2009) presented a hybrid algorithm, multi-rule multi-

objective ACO approach, to address straight and U-shaped assembly line balancing 

problem. They adopted the multi-rule multi-objective concept of Baykasoglu (2006) 

into ACO algorithm. So, proposed algorithm made use of 15 different task assignment 

rules. The main aim of the research was to optimise the line efficiency in conjunction 

with smoothness index.  

Another ant colony algorithm with random search was proposed by Sabuncuoglu et al. 

(2009) to solve single-model U-type assembly line balancing problem. They applied 

secondary pheromone trail mechanism, not to loss information gained by pheromone 

accumulation after too many loops. Local and global pheromone trails were updated 

after each solution generated by each ant, and best solutions achieved by an ant, 

respectively.  
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Parallel line balancing problem was also considered to be solved with ACO algorithms 

developed by Baykasoglu et al. (2009), and Ozbakir et al. (2011). These researches 

were already examined in Section 2.3. 

Fattahi et al. (2011) dealt with assembly line balancing problem with multi-manned 

workstations. They presented a mixed integer mathematical programming model which 

aims to minimise the total number of workers as a primary objective, and the number of 

opened multi-manned workstations, as a secondary objective. Additionally, a heuristic 

approach based on the ACO approach was presented to solve the medium and large-

sized versions of this problem. The line manager determines the maximum number of 

workers that can be assigned to each workstation by considering required equipment, 

product size, and line design. In the proposed algorithm, a stochastic mechanism called 

‘temperature’ has been built for the aim of reinforcing ants to escape from trapping local 

optima while searching. In other words, each colony has a temperature which helps ants 

to decide on accept or reject the workloads of poor quality solutions for a multi-manned 

workstation. 

Aside from assembly line balancing problems, Chehade et al. (2008) used hybrid ACO 

algorithm to select machines for stations and to determine the capacity of buffers 

located between stations. Agrawal and Tiwari (2008) applied ACO to mixed-model U-

shaped disassembly line balancing and sequencing problem. 

 

 Multi-agent Systems Applications on Assembly Line Balancing 

Problems 

A multi-agent system is a distributed artificial intelligence system that includes multiple 

autonomous entities (Lim and Zhang, 2003). Multi-agent systems have a wide 

application domain from shop floor controls to air-traffic controls (Lim and Zhang, 

2004, Lim and Zhang, 2012).  

In the literature, several solution approaches were proposed to solve various kinds of 

assembly line balancing problems. However, the number of studies that apply multi-

agent systems into assembly line balancing problems is extremely scarce. Only a few 

papers considered agent-based approaches to balance assembly lines.  
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Praca and Ramos (1999) proposed a multi-agent simulation based architecture to help 

the decision of distributing human resources in assembly lines. The proposed 

architecture consisted of four different kinds of agents, which communicate and 

cooperate with each other to reach a common goal. These agent types were (i) 

supervisor agents, (ii) production agents, (iii) resources agents, and (iv) an observer 

agent. Supervisor agents decide how many production agents are needed and distribute 

the operations between production agents. Production agent communicates to resources 

agent and if it is not possible to perform operations, production agent notifies supervisor 

agent to change the distribution. Observer agent is responsible for controlling the 

system and prepare a final report to the user. 

Yokoyama et al. (2006) denoted a worker as an agent and developed a multi-agent 

system to solve SALBP. They incorporated tabu list and cooling control from tabu 

search and simulated annealing meta-heuristics, respectively. Then, Yokoyama et al. 

(2008) extended their previous work and proposed a multi-agent system to solve mixed-

model assembly line balancing problems in a relatively short time period by distributed 

calculation. To have a balancing solution, agents exchange tasks between each other. 

An agent (𝑎𝑡) can only be communicating with its adjacent agents (𝑎𝑡 − 1 and 𝑎𝑡 + 1). 

If an agent receives only one proposal message, the request is always accepted. 

Nevertheless, if an agent receives two proposal messages, then agent selects one of 

them by calculating the variance of total task time of both proposals. Tabu list and 

cooling parameter were also utilised to provide diversity in solutions, and to avoid from 

local minima. The reason was that agents would always decide on the exchanges having 

minimum variance in total task time.  

Liao et al. (2010) proposed a multi-agent based algorithm with two-level agent 

architecture. To ensure communication between machines agents, a tabu search 

algorithm was applied. The main objective was to minimise the number of workstations 

and the secondary objective was to obtain a smooth workload distribution among 

workstations. In the first level, a planning agent determines the ideal number of 

workstations for calculated cycle time based on customer demand. A balancing agent 

and multiple machine agents collaborate to balance the line, in the second level. A 

workstation presents a machine agent. If a feasible solution cannot be found by 

balancing agent, a message that states the need of increasing station number is sent to 

planning agent.  
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Yokoyama et al. (2010) modified the agent-based system proposed for SALBP in 

Yokoyama et al. (2008). They argued that the new multi-agent system was independent 

of the problems and the algorithmic parameters. Task exchange procedure was similar 

to the approach of Yokoyama et al. (2008). However, in the proposed approach, agents 

were unaware of the cycle time of production system but aware of the cycle time of 

immediately neighbour workers. A dynamic tabu list and a cooling parameter were also 

employed in this research to avoid local minima and cyclic searches. They investigated 

the effectiveness of the modified system by solving problems under different 

conditions.  

A relatively different agent-based study was carried out by Kong et al. (2006). They 

proposed a new process planning method; an agent-based collaborative assembly 

process planning system that runs in an internet environment, to reduce the building 

time of an assembly line. The roles of the agents were described in the paper. The 

computer-based collaborative system encourages coordination and cooperation of two 

or more people to solve a problem. In the system, a coordinator is responsible for the 

smooth information flow between agents. Process planners are human experts who 

negotiate through a negotiator. To verify the proposed system, an internet-based 

application that allows geographically dispersed process planners to assign tasks on the 

same assembly line was experienced. 

 

 Chapter Summary 

Since the conveyor belt system had been put into practice by Henry Ford and his 

colleagues in one of the leading automobile manufacturing companies, flow oriented 

production systems have been used in effective mass production systems of 

homogeneous standardised products, frequently. However, traditional assembly line 

configurations come up short in adapting to real-world conditions and responding to 

diversified market demands. So, new flexible line configurations are needed to model 

and solve real line balancing problems in the rapidly changing business environment. 

Additionally, cost efficiency should be considered while modelling such systems.  

This chapter completed the survey of the literature, which was initialised in the previous 

chapter, on the sub-problems of mixed-model parallel two-sided assembly line 

balancing problem. Summary tables were composed to figure out the existing 
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researches on concerned problem types along with ACO and multi-agent systems based 

approaches in the relevant literature. The main contributions have been searched and 

reported in tables. These tables represented the studies on divided sub-problems with 

proposed methodologies and their specific features. As can be understood from the 

tables, MPTALB/S problem has not been studied by any researcher in the literature so 

far. Indeed, no studies addressed balancing and sequencing problems simultaneously in 

the mixed-model parallel two-sided assembly line environment. That is why literature 

review of this research has been carried out by dividing the MPTALB/S problem into its 

sub-problems. The existing solution approaches for these sub-problems and key issues 

were investigated in detail. ACO and multi-agent system applications in assembly line 

balancing problems were also examined in this chapter.  

Briefly, the conclusion that can be drawn from this literature review is that mixed-

model parallel two-sided assembly line system is a new research domain. Although 

there are many studies on different types of line balancing problems, there is a gap in 

the literature about modelling and optimisation of mixed-model parallel two-sided 

assembly lines. To the best knowledge of the author, this thesis is the first study which 

addresses balancing and sequencing problems simultaneously in mixed-model parallel 

two-sided assembly lines. 

The next chapter provides definition and detailed information on MPTALB/S problem 

and explores the main characteristics of the problem using illustrations and numerical 

examples. 
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 Chapter Introduction 

This chapter is considered to be the core of this thesis along with the next three 

chapters. Section 4.2 contextualises the need for this research by expressing the 

requirement of considering the line balancing problem together with the model 

sequencing problem. Section 4.3 describes the MPTALB/S problem and explains key 

benefits of the proposed mixed-model parallel two-sided assembly line layout along 

with its working principle. This is followed by Section 4.4 which identifies assumptions 

considered while describing the problem. An explanatory example is given in Section 

4.5 to highlight the importance of constructing multi-line stations and necessity of 

taking the model-sequencing problem into consideration as well as the line balancing 

problem. The developed notation and mathematical model of the problem are provided 

with key concepts in Section 4.6 and the summary of the chapter is presented in Section 

4.7.  

 

 Fundamentals of Simultaneous Balancing and Sequencing in Mixed-

model Lines 

Model sequencing is another type of most encountered problem in conjunction with the 

line balancing problem in mixed-model lines. Mixed-model sequencing problem is 

identifying sequence of order in which product models are produced on the line to meet 

customer demand by optimising a performance measure such as (Kara et al., 2007b): 

 smoothing part usage 

 minimising setup costs 

 maximising workload smoothness across workstations. 

Among the aforementioned goals, while the first is related to obtaining a uniform 

distribution of the usage rate of each part required by the assembly line in a just-in-time 

environment, the second goal aims at minimising cost of setups that may be needed 

while passing from one product model to another (Kara et al., 2007b). Setup is needed 

when there are considerable amount of differences between the product variants 

produced on the same line.  

Although the first two goals have been considered in many studies, the third one has not 

received much attention by scholars. Maximising workload smoothness across stations 
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minimises the deviation of operation times required by each product model. Please refer 

to Boysen et al. (2009) for a comprehensive literature review on mixed-model 

sequencing problem. 

On mixed-model lines, while task assignment procedure is affected by the sequence of 

product models, the optimality of a product model sequence tightly depends on the 

assignment of tasks. So, there is a strong relationship between line balancing and model 

sequencing problems and these two problems are tightly interrelated with each other.  

As will be shown in the following chapters, considering model sequencing procedure 

along with the line balancing problem also plays a critical role in the mixed-model 

parallel two-sided assembly line system proposed in this thesis. The reason is that the 

workloads and availability of the multi-line stations strictly depend on the product 

model mix being produced at these workstations. Moreover, due to the improved 

flexibility of producing more than one product model on a line, various combinations of 

the product models may exist on the lines at different times. Each of these different 

phases of the lines in terms of the combinations of product models across the lines is 

called production cycle. This will be explained in Section 4.5 in details with a numerical 

example.  

Despite the fact above, line balancing and model sequencing problems have been 

considered separately in the majority of studies in the literature (Kim et al., 2000a). To 

the best knowledge of the author, the studies that consider balancing and sequencing 

problems simultaneously in the literature can be divided into three groups in terms of 

the transport system utilised: (i) moving lines, (ii) paced lines, and (iii) un-paced lines. 

According to Merengo et al. (1999), the essential characteristic of a moving line that 

makes it different from a paced line, which is studied in this thesis, is that a transport 

system moves at a constant speed and transfers the items evenly distributed along the 

line. However, in a paced line, which is the basis of the mostly used type of conveyor 

systems in the automotive industry, the transport system moves periodically. Delivered 

items remain at the station during the cycle time, and are passed to the upstream 

(following) station. Different from paced lines, in un-paced lines, the operator pulls one 

unit from the downstream buffer located between the workstations and then moves to 

the upstream buffer after performing all required jobs on it. Table 4-1 exhibits the main 
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contributions in the mixed-model assembly line balancing and sequencing literature 

together with methodologies/approaches and performance measures used. 

Table 4-1. Overview on balancing and sequencing mixed-model lines research 

B/S: Balancing and sequencing, MAL: Mixed-model line, MMS: Mixed-model sequencing, JIT: Just-in-

time, NS: Number of stations, C: Cycle time, LE: Line efficiency (minimising idle time), WLS: Workload 

smoothness (=absolute deviations of workloads across workstations), RI: Rate of incomplete jobs, WIP: 

Work in process, PUR: Part usage rate, TUW: Total utility work, CoS: Cost of setups, BC: Buffer 

capacity, LBT: Last best time, GA: Genetic algorithm. 

 

The studies of Merengo et al. (1999), Kim et al. (2000a), and Mosadegh et al. (2012) 

assumes a continuously moving transport line with a constant speed. Merengo et al. 

(1999) considered balancing and sequencing problems in manual mixed-model moving 

assembly lines. Minimising the rate of incomplete jobs, and reducing work in progress 

were common objectives for both balancing and sequencing algorithms. Moreover, the 

3-phase methodology proposed considered minimising the number of stations as an 

additional performance measure while sequencing algorithm also provided a uniform 

parts usage. 

Research Problem Method/approach 

Performance measure(s) 
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Merengo et al. 

(1999) 

B/S manual MALs 3-phase methodology & 

simulation 
●    ● ● ●     

Kim et al. (2000a) B/S MAL Co-evolutionary 

algorithm 
       ●    

Kim et al. (2000b) B/S U-shaped MALs Co-evolutionary 

algorithm 
  ●         

Karabati and Sayin 

(2003) 

B/S MAL New mathematical model 

+ heuristic 
 ●          

Kim et al. (2006) B/S U-shaped MAL Endosymbiotic 

evolutionary algorithm 
   ●        

Kara et al. (2007a) B/S JIT U-shaped MAL Simulated annealing ●   ●        

Kara et al. (2007b) B/S JIT U-shaped MAL Simulated annealing    ●   ●  ●   

Battini et al. (2009) B/S MALs with finite 

buffer capacity 

Branch and bound based 

step-by-step procedure 
  ●       ●  

Boysen et al. (2009) MMS, car sequencing, 

level scheduling 

Survey            

Hwang and 

Katayama (2010) 

B/S straight and U-

shaped MALs 

Multi-objective 

evolutionary algorithm 
●   ●        

Ozcan et al. (2010a) B/S parallel MALs Simulated annealing   ● ●        

Ozcan et al. (2011) B/S stochastic U-shaped 

MAL 

GA  ●          

Mosadegh et al. 

(2012) 

B/S MALs Evolutionary strategies 

algorithm 
       ●   ● 

Hamzadayi and 

Yildiz (2012) 

B/S U-shaped MALs GA-based approach ●   ●        
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Kim et al. (2000a) proposed a co-evolutionary algorithm to minimise the total amount 

of utility work in simultaneous balancing and sequencing of mixed-model assembly 

lines. The deviation of workload was minimised in balancing problem and the solution 

of the balancing problem was used as a parameter in the sequencing problem, where 

total utility work was considered as a performance parameter.  

Mosadegh et al. (2012) proposed a mixed integer linear programme and an evolutionary 

strategies algorithm to tackle simultaneous balancing and sequencing of mixed-model 

assembly lines where uncompleted tasks are passed to the utility workers. Total utility 

work was minimised in a predetermined constant number of workstations environment, 

and obtained results from the proposed algorithm have been compared with the results 

of existing methodologies in the literature. However, one disadvantage of the algorithm 

was that the flexibility of assigning common tasks to different workstations would lead 

to extra cost of establishing special equipment. 

The majority of studies in the literature, which tackle balancing and sequencing 

problems simultaneously, focus on paced mixed-model U-lines. Because, in the mixed-

model U-lines, the tasks assigned to a station can be performed on the front and back of 

the line. In this situation, the product models produced at a station may vary in each 

cycle depending on the product model sequence. In other words, various product model 

mixes may be encountered in the stations that utilised on both front and back sides of 

the line. Hence, the workload of the station is strictly interrelated with the line balance 

and the product model sequence.  

In one of the preliminary works, Kim et al. (2000b) applied the co-evolutionary 

algorithm for balancing and sequencing of mixed-model U-lines. The algorithm adopted 

strategies of localised interactions and steady-state reproduction and employed methods 

to select environmental individuals and evaluate fitness to increase diversity in the 

population while providing more efficient solutions. The performance measure taken 

into consideration in that study was workload smoothness among stations.  

Karabati and Sayin (2003) addressed line balancing problem in a mixed-model 

sequencing environment. An exact representation of the interaction between task 

assignments and product model sequence has been represented with a heuristic 

procedure. The objective of the proposed mathematical model and the heuristic 
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procedure was to minimise the maximum sub-cycle time for a given product model 

sequence. 

The first study which aimed to minimise the number of stations ensuring a smooth 

workload across stations for just-in-time mixed-model U-line balancing and sequencing 

problem was carried out by Kara et al. (2007a). A mathematical model was proposed 

and a simulated annealing algorithm was developed to optimise these objectives. The 

ANOVA (Analysis of Variance) test that was performed within the scope of the study 

showed that the total number of required stations and workload smoothness index are 

significantly influenced by the length of the product model sequence.  

In another work, Kara et al. (2007b) dealt with balancing and sequencing problems 

simultaneously for mixed-model just-in-time U-lines considering multiple objectives. 

The proposed multi-objective approach aimed at minimising absolute deviations of 

workloads across workstations, the cost of setups, and part usage rate. The proposed 

simulated annealing algorithm endeavoured to optimise balance dependent performance 

measure (absolute deviations of workloads across workstations), and sequence 

dependent performance measures (the cost of setups and part usage rate) in a timely 

manner. 

Hwang and Katayama (2010) have also dealt with the line balancing and model 

sequencing problems in straight and U-shaped mixed-model assembly lines. For this 

purpose a multi-objective evolutionary algorithm with a newly developed priority based 

chromosome (in multi-structure), which represents not only task sequence but also 

sequencing of product models, was proposed. The two major performance measures of 

the proposed method were the number of workstations (or line efficiency) and workload 

variance. The results of experiments showed that, due to the increased possibilities of 

task combinations in U-shaped lines, results obtained for U-shaped lines outperform the 

results obtained for simple assembly lines. 

Ozcan et al. (2011) introduced and characterised stochastic mixed-model U-line 

balancing and sequencing problem and proposed a GA approach to coping with the 

problem. The objective was maximising the production rate by minimising cycle time 

for a given number of operators (type-II).  

Hamzadayi and Yildiz (2012) proposed a GA-based approach to tackling balancing and 

sequencing problems in mixed-model U-lines with the flexibility of constructing 
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parallel workstations. The primary goal of the newly proposed fitness function (with 

simulated annealing based fitness evaluation approach) was to minimise the total 

number of workstations while seeking a balanced workload between/within stations as a 

secondary goal. It was proven in their study that product model sequence in which 

different product models are produced affects the objective function value and cannot be 

set independently of the line balance.  

It can be comprehended from this review that in many cases in the literature, balancing 

and sequencing problems have been considered together for mixed-model U-lines, but 

not for mixed-model parallel two-sided assembly lines. As it has already been extracted 

in Section 3.2.2, the study of Ozcan et al. (2010a) is unique in the literature which 

integrates balancing and sequencing issues in parallel mixed-model lines (where the 

lines are considered as one-sided, not two-sided). No more information about this study 

will be given here since it has already been explored in details above. 

As mentioned before, un-paced lines have also been of interest by researchers for 

simultaneous balancing and sequencing. A genetic approach was proposed by Kim et al. 

(2006) for mixed-model U-line balancing and sequencing problem. This study proposed 

an endosymbiotic evolutionary algorithm that constructs two populations, balancing 

population and sequencing population. In symbiotic algorithms, the individuals (called 

symbionts) in these populations represent task assignments and product model 

sequences, respectively, and are part of the entire solution. However, in their study, a 

new population (called balancing-sequencing population) was maintained and each 

endosymbiont in this population corresponded to an entire solution, which was a 

combination of task assignment and product model sequence. The optimal balanced 

workload among workstations was sought for asynchronous mixed-model U-lines. 

Balancing and sequencing problem has also been adapted to un-paced lines which 

include buffers between workstations. Battini et al. (2009) proposed a branch and bound 

based step-by-step methodology that aimed at minimising both idle time and overload 

time across workstations while reducing buffer capacity requirements. The applicative 

case carried out within the scope of the study demonstrated the significance of 

considering sequencing issue in reducing downtime caused by a blockage in the buffers. 
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 Definition of MPTALB/S Problem 

In today’s highly competitive business environment, mixed-model assembly lines 

provide more flexibility and capability of responding to different market demands to 

satisfy customised customer demands on time and to reach global markets. However, 

companies need to construct their production systems in an intelligent way to deal with 

undesirable costs caused by customisation of products. 

With the solution of producing more than one product model on each adjacent line of 

parallel two-sided lines, a new competitive line system called mixed-model parallel 

two-sided assembly lines can be obtained. The problem of balancing these lines can be 

called mixed-model parallel two-sided assembly line balancing problem.  

The mixed-model parallel two-sided assembly line balancing problem is balancing more 

than one mixed-model two-sided assembly line constructed in parallel to each other. 

The main objective is allocating tasks to the workstations optimally by considering 

technological priorities, capacity constraints and some other constraints like zoning or 

positional constraints. As will be explained in this chapter, with the integration of 

simultaneous model sequencing procedure with mixed-model parallel two-sided 

assembly line balancing problem, the problem becomes more complex to solve and 

turns into MPTALB/S problem. 

The idea of constructing mixed-model parallel two-sided assembly lines is a completely 

new topic. It provides the flexibility of producing similar large-sized product models on 

parallel lines. This new type of configuration carries the combined practical advantages 

of mixed-model assembly lines, parallel assembly lines and two-sided assembly lines. 

These advantages include but are not limited to: 

 shorter line lengths than traditional assembly lines 

 shared use of common tools 

 the flexibility of producing different product models with different throughput 

rates 

 less material handling costs and operator movement requirements 

 improved line efficiency with reduced operator requirement 

 increased motivation of operators due to operation enrichment at combined 

workstations between two lines 
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 increased skill levels of operators 

 improved communication skills among operators. 

The precedence relationships among tasks should be considered carefully since tasks, 

which have precedence relationships with each other and are performed on both sides of 

each line, must be assigned with the consideration of completion time of previously 

assigned tasks. Let us consider 𝑃1𝐴9 as the set of predecessors of task 9 on Line I for 

product model A. If the precedence relationships among tasks are assumed as task 4 ∈

𝑃1𝐴9 and task 8 ∈ 𝑃1𝐴9; task 9 can be initialised after the completion of tasks 4 and 8, 

which may be performed on the other side of the line. As mentioned earlier this 

phenomenon, which is called interference in the literature, must be handled carefully as 

the violation of this rule yields infeasible solutions. 

The workstations can be utilised either on only one or on both adjacent two-sided lines. 

The common stations constructed for both adjacent lines are called ‘multi-line stations’, 

as mentioned by Battaïa and Dolgui (2013) for traditional parallel lines. A similar 

version of this structure, split workplaces, has been used by Scholl and Boysen (2009) 

in defining common stations on parallel assembly lines as given in Section 2.3. The 

utilisation of multi-line stations is one of the basic advantages of parallel assembly lines 

since multi-line stations help minimise the total number of required operators and thus 

minimise idle times. Figure 4-1 shows a typical configuration of two adjacent mixed-

model parallel two-sided assembly lines with regular and multi-line workstations.  

 

Figure 4-1. Representation of regular stations and multi-line stations on mixed-model parallel 

two-sided assembly lines 
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As can be seen from the figure, seven operators are allocated to perform tasks for all 

product models (A, B, C and D) in two queues. The operator allocated at the multi-line 

station, which is utilised between two adjacent lines in queue 2, works on both right side 

of Line I and left side of Line II.  

More than one different product model, 𝑚ℎ𝑗 (𝑗 = 1, … , 𝑀ℎ), is produced on each two-

sided assembly line, represented with 𝐿ℎ (ℎ = 1, … , 𝐻). In the example given in Figure 

4-1, product models A and B are assembled on Line I while C and D are assembled on 

Line II. Each product model has its own set of tasks, 𝑡ℎ𝑗𝑖 (𝑖 = 1, … , 𝑇ℎ𝑗), performed 

according to predefined precedence relationships. 𝑃ℎ𝑗𝑖 represents the set of predecessor 

tasks of task 𝑡ℎ𝑗𝑖 for product model 𝑚ℎ𝑗 on line 𝐿ℎ. Each task (𝑡ℎ𝑗𝑖) for product model 

𝑚ℎ𝑗 on line 𝐿ℎ requires a certain amount of processing time (𝑝𝑡ℎ𝑗𝑖) to be processed and 

each line consists of a series of workstations, 𝑊ℎ𝑘𝑥 (𝑘 = 1, … , 𝐾ℎ;  𝑥 = 0, 1) ; where 𝑥 

is a binary variable and ‘0’ and ‘1’ symbolise left side and right side of the line, 

respectively.  

Another advantage of establishing mixed-model parallel two-sided lines is the 

opportunity of having different throughput rates for the lines. In other words, the cycle 

time (𝐶ℎ) of each line may be different from each other. 𝐶ℎ is calculated according to 

demand over the planning horizon for each line:  

𝐶ℎ =
𝑃

∑ 𝐷ℎ𝑗
𝑀ℎ

𝑗=1

;        ℎ = 1, … , 𝐻;                                        (4.1) 

where 𝐷ℎ𝑗 represents the demand for product model 𝑚ℎ𝑗 on line 𝐿ℎ over a planning 

period (𝑃).  

As explained, parallel two-sided assembly lines consist of a number of two-sided serial 

assembly lines arranged in a parallel form. It is known that running parallel lines under 

different cycle time conditions (and so different throughput rates) improves the 

flexibility of the overall assembly system. On the other hand, this situation yields a 

more sophisticated balancing and model sequencing problem. To tackle the complex 

task assignment procedure affected by the product model changes, a common cycle time 

should be used when different cycle times are subject to balancing and sequencing 

procedure. For this aim, least common multiple (LCM) of cycle times (Gökçen et al., 

2006) is adopted as common cycle time and task times are normalised according to the 
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ratio of original cycle time to common cycle time. Common cycle time of two lines 

with different cycle times is calculated as follows (Gökçen et al., 2006): 

 LCM of the cycle times is found. 

 The integers 𝑙𝑑1 and 𝑙𝑑2 are calculated via dividing the LCM value by the cycle 

times of Line I and Line II (𝐶1 and 𝐶2), respectively. 

 Task times of the product models produced on Line I and Line II are multiplied 

by 𝑙𝑑1 and 𝑙𝑑2, separately. 

 LCM is determined as the common cycle time (𝐶) of the lines and the lines are 

balanced together. 

The product model sequences of lines are important in determining the available times 

of operators that are allocated to multi-line stations, as the availability of an operator 

allocated between two adjacent lines depends on the sequence of product models being 

assembled on the lines. This issue will be exemplified in the following subsections.  

The minimum part set (MPS) principle (Bard et al., 1992), which is widely accepted in 

mixed-model assembly line domain, is used in this study to consider the model 

sequencing problem integrated with the line balancing problem (Ozcan et al., 2010a). 

The 𝑀𝑃𝑆ℎ (or 𝑑ℎ) is a vector which represents the smallest set having the same 

proportions of different product models as the demands. In other words, it is a vector 

which represents the mix of product models on line 𝐿ℎ, such that 𝑑ℎ = (𝑑ℎ1, … , 𝑑ℎ𝑀ℎ
), 

where 𝑑ℎ𝑗 is calculated as follows: 

𝑑ℎ𝑗 =
𝐷ℎ𝑗

𝑐𝑑ℎ
;       𝑗 = 1, … , 𝑀ℎ;      ℎ = 1, … , 𝐻.                               (4.2) 

where 𝑐𝑑ℎ (ℎ = 1, … , 𝐻) is the greatest common divisor of the demands of the product 

models assembled on the same line (𝐿ℎ). 𝐷ℎ𝑗  (𝑗 = 1, … , 𝑀ℎ;  ℎ = 1, … , 𝐻) is the 

demand for product model 𝑚ℎ𝑗 on line 𝐿ℎ in a planning horizon. Obviously, the total 

demand is met by 𝑐𝑑ℎ times repetition of producing the 𝑀𝑃𝑆ℎ. 

𝑀𝑆ℎ represents the product model sequence of line 𝐿ℎ which is independent from the 

sequence of other lines. 𝑆ℎ is the length of 𝑀𝑆ℎ and is calculated as follows: 

𝑆ℎ = ∑ 𝑑ℎ𝑗

𝑀ℎ

𝑗=1

;      ℎ = 1, … , 𝐻.                                            (4.3) 
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For example, let us assume two product models, A and B, are assembled on the same 

line (𝐿1) and the demands for product models are assumed 10 and 20 units, respectively 

(𝐷1𝐴 = 10, 𝐷1𝐵 = 20). The greatest common divisor of the demands (10 and 20) is 

calculated as 10 (𝑐𝑑ℎ = 10) and the minimum part set on 𝐿1 is determined as 𝑑1 =

(𝐷1𝐴/𝑐𝑑1, 𝐷1𝐵/𝑐𝑑1) = (1,2). Thus, product model A is represented one time in the 

product model sequence of 𝐿1, 𝑀𝑆1, while B is represented two times. 𝑀𝑆1 can be any 

combination of product models A and B in terms of the minimum part set, e.g. 𝑀𝑆1 =

𝐴𝐵𝐵, 𝑀𝑆1 = 𝐵𝐴𝐵 or 𝑀𝑆1 = 𝐵𝐵𝐴, and 𝑆1 = 1 + 2 = 3.  

Given a determined product model sequence, the number of different product model 

combinations that can be seen in a multi-line station depends on the lengths of the 

product model sequences on the lines (𝑆ℎ, where ℎ = 1, … , 𝐻). This also regulates how 

many different production cycles (where a production cycle is represented with 𝜑 and 

𝜑 = 1, … , 𝜙) the system should be split into. As will be illustrated comprehensively 

through a numerical example in Section 4.5, a production cycle is a different phase of 

the line system in terms of the configuration of product models being assembled in the 

workstations. For example, let us assume product models B and D are assembled in a 

multi-line station at a specific time. When the tasks are completed on these product 

models, it is possible that a new combination of product models (e.g. B and C) will be 

assembled in the same multi-line station, depending on the product model sequence 

previously determined. Each of these different product model combinations correspond 

to a different production cycle. However, these combinations will repeat in a cyclical 

manner. 𝜙 represents the maximum number of production cycles (𝜙 = 𝑀𝑆𝑚𝑎𝑥) and is 

calculated as follows (Ozcan et al., 2010a): 

𝑀𝑆𝑚𝑎𝑥 = max{𝑆ℎ × 𝑆(ℎ+1)} ;         ℎ = 1, … , 𝐻 − 1 .                    (4.4) 

Total number of possible product model sequences for a mixed-model assembly line is 

computed using the equation (Manavizadeh et al., 2013b):  

𝑇𝑆ℎ =
(∑ 𝑑ℎ𝑗

𝑀ℎ
𝑗=1 )!

∏ (𝑑ℎ𝑗!)
𝑀ℎ

𝑗=1

 .                                                     (4.5) 

When two mixed-model lines are taken into account (as in the numerical examples and 

experimental tests presented in the forthcoming sections and/or chapters), the number of 

sequences emerging for the system could be computed by multiplying the total number 
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of sequences belonging to the lines (𝑇𝑆1 × 𝑇𝑆2). An example of these calculations will 

be provided with a numerical example in Section 4.5.  

 

 Assumptions 

The assumptions considered in this thesis are as follows: 

 More than one similar product model (𝑗 = 1, … , 𝑀ℎ) is assembled on each of the 

two parallel two-sided assembly lines. 

 Task times (𝑝𝑡ℎ𝑗𝑖) of each product model are known and deterministic. 

 The cycle time of a line is calculated according to demand over the planning 

horizon and can be different for different lines. 

 Demand is known and deterministic for product models assembled on each line. 

 Each product model has its own precedence relationships diagram, which is 

known.  

 Common tasks between similar product models must be allocated to the same 

workstation. Some tasks may have different processing times for different 

product models. Sometimes, it is possible that the processing time of a task may 

equal to zero for specific product models. 

 Tasks can be assigned to only a predetermined side (Left-L or Right-R) or either 

(E) side. 

 Each task must be assigned to exactly one workstation (𝑊ℎ𝑘𝑥); in other words 

tasks cannot be split into more than one workstation. 

 The sum of all task times assigned to a workstation constitutes its workload, and 

workload of a workstation cannot exceed the predetermined cycle time of the 

relevant line. 

 A task can only be assigned if all of its predecessors (𝑃ℎ𝑗𝑖) have been 

completed. That can be achieved in two alternative ways:  

- all predecessors are completed before the current queue, or 

- if some of the predecessor tasks are assigned to the current queue, then all 

predecessors are completed before the initialisation of the task in the same 

queue. 

 Operators are multi-skilled and can work on any side of a line. 
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 Only one operator is assigned to a workstation. 

 Operator travel times are ignored. 

 No work in process inventory is allowed. 

 Lines are paced, and starting and finishing times are same for all lines. 

Relaxation of any of these assumptions may lead to an increased balancing solution 

which is more flexible and efficient in terms of idle times. For example, common tasks 

can be assigned to different workstations with considering separate precedence 

diagrams instead of a combined precedence diagram for different product models on the 

same line. However, assigning common tasks for different product models to different 

workstations may cause additional equipment costs. Dynamic demand is also another 

challenging point which manufacturers face with in real world applications. Though, it 

is obvious that such a relaxation makes the problem, which is already very complex, 

even harder to solve. 

 

 An Explanatory Example for MPTALB/S Problem 

In this section, an illustrative example is provided to illustrate different production 

cycles and explain the MPTALB/S problem in detail. Another reason to give this 

example is to show how line balance and sequence of the product models affect the 

workload of a station in a cycle, caused by different product model mixes which may 

exist at multi-line stations utilised on two adjacent lines.  

Let us assume that there is a line system, which consists of two mixed-model parallel 

two-sided assembly lines, as depicted in Figure 4-2. As can be seen from the figure, two 

product models (A and B) are executed on Line I while remaining two product models 

(C and D) are produced on Line II, simultaneously. Eleven workstations are utilised as 

illustrated in the figure, where one of the operators performs on both adjacent lines. 

Operator 6 performs tasks on Line I and on Line II consecutively.  

The demands are considered as 10, 30, 20, and 20 for the product models A, B, C and 

D, respectively (𝐷1𝐴 = 10, 𝐷1𝐵 = 30, 𝐷2𝐶 = 20 and 𝐷2𝐷 = 20) over the specified 

planning horizon, 480 time units. The cycle times of the lines are calculated easily using 

Equation (4.1) above (𝐶1 = 𝐶2 = 480 time units 40 items⁄ = 12 time unit item⁄ ). 
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Figure 4-2. A schematic view of mixed-model parallel two-sided assembly lines 

As described above, 𝑀𝑃𝑆 of each line (𝑀𝑃𝑆ℎ) is calculated by dividing total demands 

(10, 30, 20 and 20) of product models (A, B, C and D) by the greatest common divisor 

of these demands for each line. While the greatest common divisor (𝑐𝑑1) of 𝐷1𝐴 and 

𝐷1𝐵 (10 and 30) is 10 for Line I, 𝑐𝑑2 is calculated as 20 for Line II. So, the product 

model mix of Line I (𝑀𝑃𝑆1 = 𝑑1) can be expressed as 𝑑1 = (𝐷1𝐴/𝑐𝑑1, 𝐷1𝐵/𝑐𝑑1) =

(1, 3). Similarly, the product model mix of Line II is obtained as 𝑑2 = (1, 1). 

Consequently, the total number of product models on the lines are: 𝑆1 = 4 for 𝐿1 and 

𝑆2 = 2 for 𝐿2. 

If the product model sequences are considered as 𝑀𝑆1 = 𝐴𝐵𝐵𝐵 and 𝑀𝑆2 = 𝐶𝐷 for Line 

I and Line II, respectively, possible product model mixes of the given example can be 

represented as in Table 4-2. Three different product model mixes appear at multi-line 

station, station 6, and same combinations are repeated by cycle 5. Therefore, there exist 

four different product model mixes for the sequence of product models on two adjacent 

lines. This situation can be illustrated as in Figure 4-3 for four production cycles. 

Based on this illustration, it is obvious that product model combinations will change in 

workstation 6 in case of considering different product model mixes on the lines rather 

than 𝑀𝑆1 = 𝐴𝐵𝐵𝐵 and 𝑀𝑆2 = 𝐶𝐷. Accordingly, workload and availability of the 

operator who performs at this station will be affected by that change. Consequently, the 

model sequencing problem on the lines must also be taken into account simultaneously 

with the line balancing problem. 
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Figure 4-3. Product model mixes of the problem in the case 𝑀𝑆1 = 𝐴𝐵𝐵𝐵 and 𝑀𝑆2 = 𝐶𝐷 
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Table 4-2. Possible mixes of product models for given example (𝑀𝑆1 = 𝐴𝐵𝐵𝐵 and 𝑀𝑆2 = 𝐶𝐷) 

Station no 1 2 3 4 5 6 7 8 9 10 11 

Cycle/Line 𝛼1,1
𝜑

 𝛼1,2
𝜑

 𝛼2,3
𝜑

 𝛼2,4
𝜑

 𝛼1,5
𝜑

 𝛼1,6
𝜑

 𝛼2,6
𝜑

 𝛼2,7
𝜑

 𝛼1,8
𝜑

 𝛼1,9
𝜑

 𝛼2,10
𝜑

 𝛼2,11
𝜑

 

1 B B C C B B D D A A C C 

2 B B D D B B C C B B D D 

3 A A C C B B D D B B C C 

4 B B D D A A C C B B D D 

5 B B C C B B D D A A C C 

6 B B D D B B C C B B D D 

7 A A C C B B D D B B C C 

8 B B D D A A C C B B D D 

𝛼ℎ,𝑘
𝜑

: The product model that is produced on line 𝐿ℎ at station index 𝑘 in production cycle 𝜑. 

If the product model sequences are considered as 𝑀𝑆1 = 𝐵𝐵𝐴𝐵 and 𝑀𝑆2 = 𝐷𝐶, then all 

possible product model mixes that may appear on the lines can be represented as in 

Table 4-3. As seen, the same pattern repeats in every four cycle. Furthermore, Figure 

4-4 simulates the possible production cycles based on the new product model sequence 

considered. 

Table 4-3. Possible mixes of product models for the new combination (𝑀𝑆1 = 𝐵𝐵𝐴𝐵 and 

𝑀𝑆2 = 𝐷𝐶) 

Station no 1 2 3 4 5 6 7 8 9 10 11 

Cycle/Line 𝛼1,1
𝜑

 𝛼1,2
𝜑

 𝛼2,3
𝜑

 𝛼2,4
𝜑

 𝛼1,5
𝜑

 𝛼1,6
𝜑

 𝛼2,6
𝜑

 𝛼2,7
𝜑

 𝛼1,8
𝜑

 𝛼1,9
𝜑

 𝛼2,10
𝜑

 𝛼2,11
𝜑

 

1 A A D D B B C C B B D D 

2 B B C C A A D D B B C C 

3 B B D D B B C C A A D D 

4 B B C C B B D D B B C C 

5 A A D D B B C C B B D D 

6 B B C C A A D D B B C C 

7 B B D D B B C C A A D D 

8 B B C C B B D D B B C C 

𝛼ℎ,𝑘
𝜑

: The product model that is produced on line 𝐿ℎ at station index 𝑘 in production cycle 𝜑. 
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Figure 4-4. Product model mixes of the example in the case 𝑀𝑆1 = 𝐵𝐵𝐴𝐵 and 𝑀𝑆2 = 𝐷𝐶 
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 The Mathematical Model of MPTALB/S Problem 

The problem stated above is formulated as a mixed integer programming model that 

also takes into account product model sequences with the objectives of minimising 

weighted idle times of the lines (and so number of utilised workstations), minimising 

length of the lines, while maximising workload smoothness. 

 Nomenclature  

The notation introduced in this chapter and used in the mathematical model is 

summarised below. Please note that some of the notations/parameters used in this study 

are similar with the study of Ozcan et al. (2010a) to provide a coherent context to the 

readers. In the following chapters, the additional notation will be introduced as the need 

arises. 

4.6.1.1. Indices  

𝐿ℎ : The ℎ𝑡ℎ line (ℎ = 1, … , 𝐻), 

𝑚ℎ𝑗 : The 𝑗𝑡ℎ product model on line 𝐿ℎ  (𝑗 = 1, … , 𝑀ℎ), where 𝑀ℎ is the number of 

product models made on line 𝐿ℎ, 

𝑡ℎ𝑗𝑖 : The 𝑖𝑡ℎ task for product model 𝑚ℎ𝑗 on line 𝐿ℎ (𝑖 = 1, … , 𝑇ℎ𝑗), where 𝑇ℎ𝑗 is total 

number of tasks for product model 𝑚ℎ𝑗 on line 𝐿ℎ, 

𝑊ℎ𝑘𝑥 : The 𝑘𝑡ℎ workstation on line 𝐿ℎ (𝑘 = 1, … , 𝐾ℎ;  𝑥 = 0, 1), where 𝐾ℎ is total 

number of workstations on line 𝐿ℎ, 

𝑥 : Side of the line, 𝑥 = {
0 indicates the left side of the relevant line

1 indicates the right side of the relevant line
 , 

𝜑 : Production cycle (𝜑 = 1, … , 𝜙), where  𝜙 = 𝑚𝑎𝑥{𝑆ℎ × 𝑆(ℎ+1)}, ℎ = 1, … , 𝐻 −

1. The definition of 𝑆ℎ is given below. 

4.6.1.2. Parameters 

𝑝𝑡ℎ𝑗𝑖 : Processing time of task 𝑡ℎ𝑗𝑖 of product model 𝑚ℎ𝑗 on line 𝐿ℎ, 

𝑃 : A pre-specified planning period, 

𝑃ℎ𝑗𝑖 : Set of predecessors of task 𝑡ℎ𝑗𝑖 for product model 𝑚ℎ𝑗 on line 𝐿ℎ, 

𝐷ℎ𝑗 : Demand, over the planning period, for product model 𝑚ℎ𝑗 produced on line 𝐿ℎ, 
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𝐶ℎ : Cycle time of line 𝐿ℎ; 𝐶ℎ =
𝑃

∑ 𝐷ℎ𝑗
𝑀ℎ
𝑗=1

, 

𝐶 : Common cycle time for all lines (𝐶 = 𝐿𝐶𝑀(𝐶1, … , 𝐶𝐻);  ℎ = 1, … , 𝐻), 

𝑐𝑑ℎ : Greatest common divisor of product model demands (𝐷ℎ𝑗) for line 𝐿ℎ, 

𝑑ℎ𝑗 : Normalised demand for product model 𝑚ℎ𝑗 in product model mix of line 𝐿ℎ, 

where a normalised demand for a product model is defined as the demand in 

terms of greatest common divisor of the relevant line, 

𝑀𝑃𝑆ℎ : Minimum part set or product model mix of line 𝐿ℎ (which is equivalent to 𝑑ℎ 

vector where 𝑑ℎ = 𝑑ℎ1, … , 𝑑ℎ𝑀ℎ
), 

𝑀𝑆ℎ : Product model sequence of line 𝐿ℎ, 

𝑆ℎ : Total number of product models on line 𝐿ℎ for one 𝑀𝑃𝑆ℎ (the length of 𝑀𝑆ℎ for 

one 𝑀𝑃𝑆ℎ), (𝑆ℎ = ∑ 𝑑ℎ𝑗
𝑀ℎ
𝑗=1 ), 

𝑜𝑝ℎ𝑗 : Overall proportion of assembled product model 𝑚ℎ𝑗 on line 𝐿ℎ;  

𝑜𝑝ℎ𝑗 =
𝐷ℎ𝑗

∑ 𝐷ℎ𝑗
𝑀ℎ
𝑗=1

, (ℎ = 1, … , 𝐻), 

𝛾1, 𝛾2, 𝛾3: User defined weighting factors to determine the significance of performance 

measures, i.e. the weight associated with each objective function, 

𝑃𝑍ℎ𝑗 : Set of pairs of tasks that must be assigned to the same workstation for product 

model 𝑚ℎ𝑗 on line 𝐿ℎ (positive zoning), 

𝑁𝑍ℎ𝑗 : Set of pairs of tasks that must be assigned to different workstations for product 

model 𝑚ℎ𝑗 on line 𝐿ℎ (negative zoning), 

𝐷𝐿ℎ𝑗 : Set of left direction tasks for product model 𝑚ℎ𝑗 on line 𝐿ℎ, 

𝐷𝑅ℎ𝑗  : Set of right direction tasks for product model 𝑚ℎ𝑗 on line 𝐿ℎ. 

4.6.1.3. Decision variables 

𝑌ℎ𝑗𝑖𝑘𝑥
𝜑

=

{
1 if task 𝑡ℎ𝑗𝑖  of 𝑚ℎ𝑗  is assigned to station 𝑊ℎ𝑘𝑥 on side 𝑥 of line 𝐿ℎ in cycle 𝜑 

0 otherwise
, 

𝜏ℎ𝑗𝑞
𝜑

= {
1 if  𝑚ℎ𝑗  is produced in queue 𝑞 on line 𝐿ℎ in production cycle 𝜑

0 otherwise
, 
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𝑠𝑡ℎ𝑗𝑖
𝜑

 : Starting time of task 𝑡ℎ𝑗𝑖 of product model 𝑚ℎ𝑗 on line 𝐿ℎ in production cycle 𝜑, 

𝑈ℎ𝑘𝑥
𝜑

= {
1 if station 𝑊ℎ𝑘𝑥 is utilised on side 𝑥 of line 𝐿ℎ in production cycle 𝜑
0 otherwise

. 

4.6.1.4. Intermediate variables 

𝑞ℎ𝑘𝑥 : Queue number in which station 𝑊ℎ𝑘𝑥 is utilised, 

𝐿𝐿 : Line length, which is equivalent to maximum number of queues (𝐿𝐿 =
∑ 𝐾ℎ

𝐻
ℎ=1

2𝐻
), 

𝐿𝑆ℎ𝑘𝑥 =

{
0 if station 𝑊ℎ𝑘𝑥 is utilised on left side of the first line in production cycle 𝜑
1 otherwise

, 

𝐾ℎ𝑞
𝜑

 : Set of workstations located in queue 𝑞 on line 𝐿ℎ in production cycle 𝜑, 

𝜎 : Integer variable (𝜎 = ℎ + 1, … , 𝐻), 

𝛽 : Integer variable (𝛽 = 0, 1), 

𝑐 = {
1 if  𝑥 = 1 and 𝛽 = 1
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

, 

𝜇 = {
1 if (𝜎 − ℎ) = 1 𝑎𝑛𝑑 𝛽 = 1
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

, 

𝑅ℎ𝑗𝑟𝑣
𝜑

=

{
1 if tasks 𝑟 and 𝑣 for 𝑚ℎ𝑗  on line 𝐿ℎ are assigned in the same queue in cycle φ

0 otherwise
. 

 Objective function 

In the literature, a large number of studies on parallel assembly line balancing problems 

and two-sided assembly line balancing problems consider only minimisation of total 

number of required workstations as the main objective while just a limited number of 

studies consider the minimisation of the line length (or number of mated workstations) 

as an additional objective. However, the line length should also be considered in 

MPTALB/S problem since different configurations of the lines are possible with the 

same number of workstations due to the nature of the parallel two-sided assembly lines. 

Utilisation of a multi-line station will influence the objective function as equally as a 

regular station as only one operator is allocated to each of those workstations. 
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Workload smoothness is another criterion that shows whether the lines are well 

balanced, especially to make a distinction between two different solutions that needs the 

same number of workstations. Based on this idea, Ozcan et al. (2010b) constructed their 

objective function for parallel two-sided assembly line balancing problem as in 

Equation (4.6) (please note that mixed-models have not been considered in their 

research). 

𝑚𝑎𝑥 ∑ ( ∑ 𝑝𝑡ℎ𝑖

𝑖∈𝐴𝑘∧𝑖∈ℎ

)

2
𝐾

𝑘=1

,                                             (4.6)  

where, 𝑖 is the task index (𝑖 = 1, … , 𝑇ℎ), 𝑝𝑡ℎ𝑖 is the processing time of task 𝑖 in line ℎ, 𝑘 

is the station number (𝑘 = 1, … , 𝐾), and 𝐴𝑘 is the set of tasks which are assigned to 

station 𝑘. Please note that the notation is changed to provide conformity with the 

notation used in this thesis. 

Equation (4.6) represents the sum of squares of each workstation’s workload. Therefore, 

maximising this objective function helps to reduce the number of stations. However, the 

mixed-model situation is not considered in that function. 

Another objective function (see Equation (4.7)) developed by Ozcan et al. (2010a) for 

mixed-model parallel assembly line balancing and sequencing problem aims to 

maximise weighted line efficiency (WLE) and minimise weighted workload difference 

(EW) between stations.  

𝑀𝑖𝑛𝑖𝑚𝑖𝑠𝑒 𝐸 =
𝑓1

𝑚𝑎𝑥(𝑊𝐿𝐸) − 𝑓1(𝑊𝐿𝐸)

𝑓1
𝑚𝑎𝑥(𝑊𝐿𝐸) − 𝑓1

0(𝑊𝐿𝐸)
+

𝑓2
𝑚𝑖𝑛(𝐸𝑊) − 𝑓2(𝐸𝑊)

𝑓2
𝑚𝑖𝑛(𝐸𝑊) − 𝑓2

0(𝐸𝑊)
,             (4.7) 

where 𝑓1
0(𝑊𝐿𝐸) and 𝑓2

0(𝐸𝑊) are obtained from the initial solution and are the least 

desirable objective values of 𝑓1(𝑊𝐿𝐸) and 𝑓2(𝐸𝑊); and 𝑓1
𝑚𝑎𝑥(𝑊𝐿𝐸) and 𝑓2

𝑚𝑖𝑛(𝐸𝑊) 

are the target values of 𝑊𝐿𝐸 and 𝐸𝑊, respectively. The target values for 𝑊𝐿𝐸 and 𝐸𝑊 

are 1 and 0 respectively since the aim is the maximisation of line efficiency and 

minimisation of workload difference among workstations. 

They calculated weighted line efficiency and weighted workload balance respectively as 

in Equation (4.8) and Equation (4.9) to obtain a single objective function using 

minimum deviation method, which is applicable when partial information of the 

objectives is owned. “The aim was to find the best compromise solution which 

minimises the sum of individual objective’s fractional deviations” (Ozcan et al., 2010a) 
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– please note that the notation used in these equations is also changed to provide 

conformity with the notation used in this thesis. 

𝑀𝑎𝑥𝑖𝑚𝑖𝑠𝑒 𝑓1(𝑊𝐿𝐸) =
∑ ∑ ∑

𝑑ℎ𝑗

𝑆ℎ

𝑇ℎ
𝑖=1

𝑀ℎ
𝑗=1

𝐻
ℎ=1 × 𝑝𝑡ℎ𝑗𝑖

𝑛𝑜𝑟𝑚

𝐾 × 𝐶
 ,                        (4.8) 

where ℎ is the index of each straight line (ℎ = 1, … , 𝐻), 𝑗 is the product model for a 

specified line (𝑗 = 1, … , 𝑀ℎ), 𝑖 is the task index for specified line (𝑖 = 1, … , 𝑇ℎ), 𝑝𝑡ℎ𝑗𝑖 

is the processing time of task 𝑖 for product model 𝑗 on line ℎ, 𝑘 is the station index (𝑘 =

1, … , 𝐾), and 𝑝𝑡ℎ𝑗𝑖
𝑛𝑜𝑟𝑚 is the normalised task time of task 𝑖 for product model 𝑗 on line ℎ. 

Cycle times (𝐶ℎ) are calculated for each line and transformed to common cycle time 

(𝐶) based on the least common multiple approach proposed by Gökçen et al. (2006); 

(Ozcan et al., 2010a). 

𝑀𝑖𝑛𝑖𝑚𝑖𝑠𝑒 𝑓2(𝐸𝑊) = √
∑ ∑ (𝑆𝑇𝑘

𝜑
− 𝑆𝑇𝑚𝑎𝑥)2𝜙

𝜑=1
𝐾
𝑘=1

𝐾 × 𝜙
 ,                           (4.9) 

where 𝜙 is the maximum number of product model mixes which may appear at a station 

on two neighbouring lines, 𝑆𝑇𝑘
𝜑

 is the workload of station 𝑘 at cycle 𝜑, and 𝑆𝑇𝑚𝑎𝑥 is the 

maximum station time. Please refer to (Ozcan et al., 2010a) for more detailed 

explanations and calculations of some expressions. 

A modified version of the objective function developed by Ozcan et al. (2010a) could 

be used to solve MPTALB/S problems as well. However, further problem specific 

objectives and constraints are necessary to obtain a feasible as well as efficient 

assignment, for example, product models are sequenced in production cycles 

appropriately, demand is satisfied for each product model on each line, multi-line 

stations are utilised with no violation of technological constraints, and tasks are 

assigned to preferred operation side of the lines. For this aim, a new mixed integer 

mathematical programming model has been proposed and presented below in this 

thesis. A new objective function is developed considering weighted idle times (WIT) of 

the stations (which is also equivalent to taking total number of utilised workstations into 

account), workload smoothness (WLS), and line length (LL). The objective function 

developed for modelling the MPTALB/S problem is given in Equations (4.10) – (4.13).  

𝑀𝑖𝑛 𝑍 = 𝛾1𝑊𝐼𝑇 + 𝛾2𝑊𝐿𝑆 + 𝛾3𝐿𝐿 ,                                    (4.10) 
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𝑊𝐼𝑇 = ∑ ∑ ∑ ∑ (𝐶 − ∑ ∑ 𝑜𝑝ℎ𝑗𝑝𝑡ℎ𝑗𝑖 𝑌ℎ𝑗𝑖𝑘𝑥
𝜑

𝑇ℎ𝑗

𝑖=1

𝑀ℎ

𝑗=1

)

𝑥∈{0,1}

𝐾ℎ

𝑘=1

𝐻

ℎ=1

𝜙

𝜑=1

 ,               (4.11) 

𝑊𝐿𝑆 = ∑ ∑ ∑
∑ (∑ ∑ 𝑜𝑝ℎ𝑗𝑝𝑡ℎ𝑗𝑖 𝑌ℎ𝑗𝑖𝑘𝑥

𝜑𝑇ℎ𝑗

𝑖=1
𝑀ℎ
𝑗=1 − 𝐶)𝐻

ℎ=1

2

∑ 𝐾ℎ
𝐻
ℎ=1𝑥∈{0,1}

𝐾ℎ

𝑘=1

𝜙

𝜑=1

,           (4.12) 

𝐿𝐿 =
∑ 𝐾ℎ

𝐻
ℎ=1

2𝐻
 .                                                      (4.13) 

The main objective of the model is to minimise weighted idle times, which is also 

equivalent to minimise the total number of utilised workstations, as well as to ensure a 

smooth workload among stations from one production cycle to another. As known, the 

length of the assembly lines could also be of subject to consideration based on the 

limitations on available space at manufacturing plants. For that reason, line length is 

also considered as an additional objective in the proposed model. 𝛾1, 𝛾2, and 𝛾3 are user 

defined weighting factors which allow the decision maker to decide the significance 

levels of the objectives. 

 Constraints 

4.6.3.1. Product model occurrence constraint  

Only up to one product model 𝑚ℎ𝑗 can be produced in each queue (𝑞), on each line 

(𝐿ℎ), in each production cycle (𝜑) at a time. In other words, the total number of product 

models produced in a queue (𝑞) on line (𝐿ℎ) in each production cycle (𝜑) at a time is 

smaller than or equal to 1. 

∑ 𝜏ℎ𝑗𝑞
𝜑

𝑀ℎ

𝑗=1

≤ 1;      𝜑 = 1, . . , 𝜙;  ℎ = 1, . . , 𝐻;  𝑞 = 1, . . , 𝐿𝐿.                     (4.14) 

4.6.3.2. Task occurrence constraint 

In a production cycle (𝜑), each task (𝑡ℎ𝑗𝑖) belonging to each product model (𝑚ℎ𝑗) can 

be assigned at most once to all queues (𝑞), sides (𝑥), and stations (𝑊ℎ𝑘𝑥).  

∑ ∑  ∑ 𝜏ℎ𝑗𝑞
𝜑

 𝑌ℎ𝑗𝑖𝑘𝑥
𝜑

𝐾ℎ

𝑘=1𝑥∈{0,1}

𝐿𝐿

𝑞=1

≤ 1;      𝑖 = 1, . . , 𝑇ℎ𝑗;  𝑗 = 1, . . , 𝑀ℎ;  ℎ = 1, . . , 𝐻;  
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𝜑 = 1, . . , 𝜙.                                                        (4.15) 

4.6.3.3. Task assignment constraint for demand satisfaction 

Each task must be assigned exactly 𝑑ℎ𝑗 times in all production cycles. In other words, 

each task (𝑡ℎ𝑗𝑖) for each product model (𝑚ℎ𝑗) must be assigned exactly 𝑑ℎ𝑗 times; in all 

production cycles (𝜑), queues (𝑞), sides (𝑥), and stations (𝑊ℎ𝑘𝑥). It is ensured that all 

tasks are assigned to a station exactly once. 

∑ ∑ ∑  ∑ 𝜏ℎ𝑗𝑞
𝜑

 𝑌ℎ𝑗𝑖𝑘𝑥
𝜑

𝑘∈𝐾ℎ𝑞
𝜑𝑥∈{0,1}

𝐿𝐿

𝑞=1

𝜙

𝜑=1

= 𝑑ℎ𝑗;      𝑖 = 1, . . , 𝑇ℎ𝑗;  𝑗 = 1, . . , 𝑀ℎ;  

ℎ = 1, . . , 𝐻.                                                        (4.16) 

4.6.3.4. Operation direction constraints 

A left side task (𝑡ℎ𝑗𝑖 ∈ 𝐷𝐿ℎ𝑗) for each product model (𝑚ℎ𝑗) on line (𝐿ℎ) must be 

assigned to left side stations (𝑥 = 0) exactly 𝑑ℎ𝑗 times; in all production cycles (𝜑), 

queues (𝑞), and stations (𝑊ℎ𝑘𝑥). 

∑ ∑ ∑ 𝜏ℎ𝑗𝑞
𝜑

 𝑌ℎ𝑗𝑖𝑘0
𝜑

𝐾ℎ

𝑘=1

𝐿𝐿

𝑞=1

𝜙

𝜑=1

= 𝑑ℎ𝑗;      ∀𝑡ℎ𝑗𝑖 ∈ 𝐷𝐿ℎ𝑗;  𝑗 = 1, . . , 𝑀ℎ;  ℎ = 1, . . , 𝐻.   (4.17𝑎) 

A right side task (𝑡ℎ𝑗𝑖 ∈ 𝐷𝑅ℎ𝑗) for each product model (𝑚ℎ𝑗) on line (𝐿ℎ) must be 

assigned to right side stations (𝑥 = 1) exactly 𝑑ℎ𝑗 times; in all production cycles (𝜑), 

queues (𝑞), and stations (𝑊ℎ𝑘𝑥). 

∑ ∑ ∑ 𝜏ℎ𝑗𝑞
𝜑

 𝑌ℎ𝑗𝑖𝑘1
𝜑

𝐾ℎ

𝑘=1

𝐿𝐿

𝑞=1

𝜙

𝜑=1

= 𝑑ℎ𝑗;      ∀𝑡ℎ𝑗𝑖 ∈ 𝐷𝑅ℎ𝑗;  𝑗 = 1, . . , 𝑀ℎ;  ℎ = 1, . . , 𝐻.   (4.17𝑏) 

4.6.3.5. Precedence relationship constraints 

Precedence relationship constraints ensure that the precedence relationships are not 

violated on the line 𝐿ℎ precedence diagram and completion time of tasks are considered 

to avoid interference. These constraints must be considered for each predecessor of a 

task (𝑟 ∈ 𝑃ℎ𝑗𝑣), where 𝑣 ∈ 𝑇ℎ𝑗, in each production cycle (𝜑) on each line (𝐿ℎ), for each 

product model (𝑚ℎ𝑗). 
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Two different situations may occur during the balancing procedure: (i) tasks 𝑟 and 𝑣 are 

assigned to different queues and (ii) tasks 𝑟 and 𝑣 are assigned to the same queue. The 

following equation is active if tasks 𝑟 and 𝑣 are assigned to different queues in a 

production cycle (𝜑) (on each line, 𝐿ℎ, for each product model, 𝑚ℎ𝑗, for each 

predecessor of 𝑣): 

∑ ∑ 𝑞ℎ𝑘𝑥(𝑌ℎ𝑗𝑟𝑘𝑥
𝜑

− 𝑌ℎ𝑗𝑣𝑘𝑥
𝜑

) ≤ 0

𝐾ℎ

𝑘=1𝑥∈{0,1}

;      ∀𝑟 ∈ 𝑃ℎ𝑗𝑣;  𝜑 = 1, . . , 𝜙;  ℎ = 1, . . , 𝐻;  

𝑗 = 1, . . , 𝑀ℎ.                                                   (4.18𝑎) 

Following equation is active if tasks 𝑟 and 𝑣 are assigned to the same queue in the same 

production cycle (𝜑) (on each line, 𝐿ℎ, for each product model, 𝑚ℎ𝑗, for each 

predecessor of 𝑣): 

𝑅ℎ𝑗𝑟𝑣
𝜑

(𝑠𝑡ℎ𝑗𝑟
𝜑

+ 𝑝𝑡ℎ𝑗𝑟 − 𝑠𝑡ℎ𝑗𝑣
𝜑

) ≤ 0;     ∀𝑟 ∈ 𝑃ℎ𝑗𝑣;  𝜑 = 1, . . , 𝜙;  ℎ = 1, . . , 𝐻;  

𝑗 = 1, . . , 𝑀ℎ.                                                   (4.18𝑏) 

4.6.3.6. Capacity constraint for regular stations 

The capacity constraint ensures that the total workload of a workstation does not exceed 

the pre-determined cycle time. In other words, capacity constraint assures each task is 

executed within the cycle time. 

𝑌ℎ𝑗𝑖𝑘𝑥
𝜑

(𝑠𝑡ℎ𝑗𝑖
𝜑

+ 𝑝𝑡ℎ𝑗𝑖) ≤ 𝐶;      𝜑 = 1, . . , 𝜙;   ℎ = 1, . . , 𝐻;  ∀𝑥 ∈ {0,1};   𝑘 = 1, . . , 𝐾ℎ;  

𝑖 = 1, . . , 𝑇ℎ𝑗;   𝑗 = 1, . . , 𝑀ℎ.                                          (4.19) 

4.6.3.7. Capacity constraint for multi-line stations 

If some tasks are assigned to a right side station of line 𝐿ℎ from left side station of its 

adjacent line, the total workload of this multi-line station cannot exceed its capacity. 

∑ ∑ 𝑝𝑡ℎ𝑗𝑖  𝑌ℎ𝑗𝑖𝑘𝑥
𝜑

𝑇ℎ𝑗

𝑖=1

𝑀ℎ

𝑗=1

+ 𝐿𝑆ℎ𝑘𝑥 (∑ ∑ 𝑝𝑡(ℎ+1)𝑗𝑖  𝑌(ℎ+1)𝑗𝑖𝑘(𝑥−1)
𝜑

𝑇ℎ𝑗

𝑖=1

𝑀ℎ

𝑗=1

) ≤ 𝐶 𝑈ℎ𝑘𝑥
𝜑

; 

𝜑 = 1, . . , 𝜙;   ℎ = 1, … , 𝐻 − 1;   𝑘 = 1, . . , 𝐾ℎ;   ∀𝑥 ∈ {0,1}.                (4.20) 
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4.6.3.8. Assigning to multi-line stations constraints 

This constraint defines whether any task is assigned to workstation 𝑊ℎ𝑘𝑥 from its 

adjacent line. 

∑ 𝑌ℎ𝑗𝑖𝑘𝑥
𝜑

− 𝑇ℎ𝑗𝑈ℎ𝑘𝑥
𝜑

≤ 0

𝑇ℎ𝑗

𝑖=1

;      𝜑 = 1, . . , 𝜙;   ℎ = 1, . . , 𝐻;   𝑗 = 1, . . , 𝑀ℎ; 

𝑘 = 1, . . , 𝐾ℎ;  ∀𝑥 ∈ {0,1}.                                          (4.21) 

4.6.3.9. Valid zone constraints for multi-line stations 

A multi-line station can only perform tasks from its adjacent line and side. Following 

constraints ensure that an operator working at station 𝑊ℎ𝑘𝑥 can only perform task(s) 

additionally from only one adjacent line and side; unless station 𝑊ℎ𝑘𝑥 is utilised on left 

side of the first line or on right side of the last line. For example, if an operator is 

located on right side of the first line (𝐿ℎ = 1, 𝑥 = 1), that operator can perform 

additional tasks from only left side of the second line (𝐿ℎ = 2, 𝑥 = 0) along with 

his/her main job. The operator cannot perform any job from left side of the first line 

(𝐿ℎ = 1, 𝑥 = 0), or right side of the second line (𝐿ℎ = 2, 𝑥 = 1), since it is not possible 

a direct communication with those tasks assigned to these stations.  

Following constraint controls utilising multi-line station for the lines from 1 to 𝐻 − 1 

(ℎ = 1, … , 𝐻 − 1).  

(1 − 𝑥) (𝑈ℎ𝑘𝛽
𝜑

+ 𝑈(𝜎−𝜇)𝑘𝑥
𝜑

) + 𝑥(𝑈ℎ𝑘𝑐
𝜑

+ 𝑈𝜎𝑘𝑥
𝜑

) = 1;      𝜑 = 1, . . , 𝜙;   𝑘 = 1, … , 𝐾ℎ; 

ℎ = 1, … , 𝐻 − 1;  ∀𝑥 ∈ {0,1};   𝜎 = ℎ + 1, … , 𝐻;  ∀𝛽 ∈ {0,1}.          (4.22𝑎) 

Following constraint restricts utilising multi-line station for the right side of the last line 

(ℎ = 𝐻).  

𝑈𝐻𝑘0
𝜑

+ 𝑈𝐻𝑘1
𝜑

= 1;      𝜑 = 1, . . , 𝜙;   𝑘 = 1, . . , 𝐾ℎ.                     (4.22𝑏) 

4.6.3.10. Positive and negative zoning constraints 

Some tasks may need to be processed in the same workstation for some specific reasons 

that may originate from the work environment or tool requirements. In the literature, 

this condition is called positive zoning constraint and it is ensured that those tasks are 
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assigned to the same workstation. 𝑃𝑍ℎ𝑗 is the set of pairs of tasks that must be assigned 

to the same workstation for product model 𝑚ℎ𝑗 on line 𝐿ℎ. 

∑ ∑ 𝑘(𝑌ℎ𝑗𝑎𝑘𝑥
𝜑

− 𝑌ℎ𝑗𝑏𝑘𝑥
𝜑

)

𝐾ℎ

𝑘=1𝑥∈{0,1}

= 0;     ∀(𝑎, 𝑏) ∈ 𝑃𝑍ℎ𝑗;   𝜑 = 1, . . , 𝜙;   ℎ = 1, . . , 𝐻;  

𝑗 = 1, . . , 𝑀ℎ.                                                   (4.23𝑎) 

On the other hand, some tasks must be performed in different workstations due to safety 

reasons or processing obligations. This is controlled by negative zoning constraint, 

which ensures that those tasks are assigned to different workstations. 𝑁𝑍ℎ𝑗 is the set of 

pairs of tasks that must be assigned to different workstations for product model 𝑚ℎ𝑗 on 

line 𝐿ℎ. 

∑ ∑ 𝑘(𝑌ℎ𝑗𝑎𝑘𝑥
𝜑

− 𝑌ℎ𝑗𝑏𝑘𝑥
𝜑

)

𝐾ℎ

𝑘=1𝑥∈{0,1}

≠ 0;     ∀(𝑎, 𝑏) ∈ 𝑁𝑍ℎ𝑗;   𝜑 = 1, . . , 𝜙;   ℎ = 1, . . , 𝐻; 

𝑗 = 1, . . , 𝑀ℎ.                                                   (4.23𝑏) 

4.6.3.11. Variable constraints 

Decision variable and indicator variable constraints are as follows: 

𝑌ℎ𝑗𝑖𝑘𝑥
𝜑

∈ {0,1},     𝜑 = 1, . . , 𝜙;   ℎ = 1, . . , 𝐻;   𝑗 = 1, . . , 𝑀ℎ;   𝑖 = 1, . . , 𝑇ℎ𝑗;   𝑘 = 1, . . , 𝐾ℎ; 

∀𝑥 ∈ {0,1}.                                                       (4.24) 

𝑈ℎ𝑘𝑥
𝜑

∈ {0,1},     𝜑 = 1, . . , 𝜙;   ℎ = 1, . . , 𝐻;   𝑘 = 1, . . , 𝐾ℎ;   ∀𝑥 ∈ {0,1}.       (4.25) 

𝜏ℎ𝑗𝑞
𝜑 ∈ {0,1},     𝜑 = 1, . . , 𝜙;   ℎ = 1, . . , 𝐻;   𝑗 = 1, . . , 𝑀ℎ;   𝑞 = 1, . . , 𝐿𝐿.        (4.26) 

𝑠𝑡ℎ𝑗𝑖
𝜑

≥ 0,     𝜑 = 1, . . , 𝜙;   ℎ = 1, . . , 𝐻;   𝑗 = 1, . . , 𝑀ℎ;   𝑖 = 1, . . , 𝑇ℎ𝑗 .        (4.27) 

𝐿𝑆ℎ𝑘𝑥 ∈ {0,1},     ℎ = 1, . . , 𝐻;   𝑘 = 1, . . , 𝐾ℎ;   ∀𝑥 ∈ {0,1}.                   (4.28) 

𝑞ℎ𝑘𝑥 ≥ 0,     ℎ = 1, . . , 𝐻;   𝑘 = 1, . . , 𝐾ℎ;   ∀𝑥 ∈ {0,1}.                     (4.29) 

𝑅ℎ𝑗𝑟𝑣
𝜑

∈ {0,1},     𝜑 = 1, . . , 𝜙;  ∀𝑟 ∈ 𝑃ℎ𝑗𝑣 .                               (4.30) 

𝜎 = ℎ + 1, … , 𝐻.                                                       (4.31) 

𝛽, 𝑐, 𝜇 ∈ {0,1}.                                                          (4.32) 

LL > 0.                                                                 (4.33) 
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 Complete model 

The complete mathematical model of MPTALB/S problem is given as follows. 

 

Objective Function:   

𝑀𝑖𝑛 𝑍 = 𝛾1𝑊𝐼𝑇 + 𝛾2𝑊𝐿𝑆 + 𝛾3𝐿𝐿;    

𝑊𝐼𝑇 = ∑ ∑ ∑ ∑ (𝐶 − ∑ ∑ 𝑜𝑝ℎ𝑗𝑝𝑡ℎ𝑗𝑖 𝑌ℎ𝑗𝑖𝑘𝑥
𝜑

𝑇ℎ𝑗

𝑖=1

𝑀ℎ

𝑗=1

)

𝑥∈{0,1}

𝐾ℎ

𝑘=1

𝐻

ℎ=1

𝜙

𝜑=1

; 

𝑊𝐿𝑆 = ∑ ∑ ∑
∑ (∑ ∑ 𝑜𝑝ℎ𝑗𝑝𝑡ℎ𝑗𝑖 𝑌ℎ𝑗𝑖𝑘𝑥

𝜑𝑇ℎ𝑗

𝑖=1
𝑀ℎ
𝑗=1 − 𝐶)𝐻

ℎ=1

2

∑ 𝐾ℎ
𝐻
ℎ=1𝑥∈{0,1}

𝐾ℎ

𝑘=1

𝜙

𝜑=1

;    

𝐿𝐿 =
∑ 𝐾ℎ

𝐻
ℎ=1

2𝐻
 . 

 

Subject to: 

∑ 𝜏ℎ𝑗𝑞
𝜑

𝑀ℎ

𝑗=1

≤ 1;      𝜑 = 1, . . , 𝜙;  ℎ = 1, . . , 𝐻;  𝑞 = 1, . . , 𝐿𝐿. 

∑ ∑  ∑ 𝜏ℎ𝑗𝑞
𝜑

 𝑌ℎ𝑗𝑖𝑘𝑥
𝜑

𝐾ℎ

𝑘=1𝑥∈{0,1}

𝐿𝐿

𝑞=1

≤ 1;      𝑖 = 1, . . , 𝑇ℎ𝑗;  𝑗 = 1, . . , 𝑀ℎ;  ℎ = 1, . . , 𝐻;  

𝜑 = 1, . . , 𝜙. 

∑ ∑ ∑  ∑ 𝜏ℎ𝑗𝑞
𝜑

 𝑌ℎ𝑗𝑖𝑘𝑥
𝜑

𝑘∈𝐾ℎ𝑞
𝜑𝑥∈{0,1}

𝐿𝐿

𝑞=1

𝜙

𝜑=1

= 𝑑ℎ𝑗;      𝑖 = 1, . . , 𝑇ℎ𝑗;  𝑗 = 1, . . , 𝑀ℎ;  

ℎ = 1, . . , 𝐻. 

∑ ∑ ∑ 𝜏ℎ𝑗𝑞
𝜑

 𝑌ℎ𝑗𝑖𝑘0
𝜑

𝐾ℎ

𝑘=1

𝐿𝐿

𝑞=1

𝜙

𝜑=1

= 𝑑ℎ𝑗;      ∀𝑡ℎ𝑗𝑖 ∈ 𝐷𝐿ℎ𝑗;  𝑗 = 1, . . , 𝑀ℎ;  ℎ = 1, . . , 𝐻. 

∑ ∑ ∑ 𝜏ℎ𝑗𝑞
𝜑

 𝑌ℎ𝑗𝑖𝑘1
𝜑

𝐾ℎ

𝑘=1

𝐿𝐿

𝑞=1

𝜙

𝜑=1

= 𝑑ℎ𝑗;      ∀𝑡ℎ𝑗𝑖 ∈ 𝐷𝑅ℎ𝑗;  𝑗 = 1, . . , 𝑀ℎ;  ℎ = 1, . . , 𝐻. 
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Subject to (continued): 

∑ ∑ 𝑞ℎ𝑘𝑥(𝑌ℎ𝑗𝑟𝑘𝑥
𝜑

− 𝑌ℎ𝑗𝑣𝑘𝑥
𝜑

) ≤ 0

𝐾ℎ

𝑘=1𝑥∈{0,1}

;      ∀𝑟 ∈ 𝑃ℎ𝑗𝑣;  𝜑 = 1, . . , 𝜙;  ℎ = 1, . . , 𝐻;  

𝑗 = 1, . . , 𝑀ℎ. 

𝑅ℎ𝑗𝑟𝑣
𝜑

(𝑠𝑡ℎ𝑗𝑟
𝜑

+ 𝑝𝑡ℎ𝑗𝑟 − 𝑠𝑡ℎ𝑗𝑣
𝜑

) ≤ 0;     ∀𝑟 ∈ 𝑃ℎ𝑗𝑣;  𝜑 = 1, . . , 𝜙;  ℎ = 1, . . , 𝐻;  

𝑗 = 1, . . , 𝑀ℎ. 

𝑌ℎ𝑗𝑖𝑘𝑥
𝜑

(𝑠𝑡ℎ𝑗𝑖
𝜑

+ 𝑝𝑡ℎ𝑗𝑖) ≤ 𝐶;      𝜑 = 1, . . , 𝜙;   ℎ = 1, . . , 𝐻;  ∀𝑥 ∈ {0,1};   𝑘 = 1, . . , 𝐾ℎ;  

𝑖 = 1, . . , 𝑇ℎ𝑗;   𝑗 = 1, . . , 𝑀ℎ. 

∑ ∑ 𝑝𝑡ℎ𝑗𝑖  𝑌ℎ𝑗𝑖𝑘𝑥
𝜑

𝑇ℎ𝑗

𝑖=1

𝑀ℎ

𝑗=1

+ 𝐿𝑆ℎ𝑘𝑥 (∑ ∑ 𝑝𝑡(ℎ+1)𝑗𝑖 𝑌(ℎ+1)𝑗𝑖𝑘(𝑥−1)
𝜑

𝑇ℎ𝑗

𝑖=1

𝑀ℎ

𝑗=1

) ≤ 𝐶 𝑈ℎ𝑘𝑥
𝜑

; 

𝜑 = 1, . . , 𝜙;   ℎ = 1, … , 𝐻 − 1;   𝑘 = 1, . . , 𝐾ℎ;   ∀𝑥 ∈ {0,1}. 

∑ 𝑌ℎ𝑗𝑖𝑘𝑥
𝜑

− 𝑇ℎ𝑗𝑈ℎ𝑘𝑥
𝜑

≤ 0

𝑇ℎ𝑗

𝑖=1

;      𝜑 = 1, . . , 𝜙;   ℎ = 1, . . , 𝐻;   𝑗 = 1, . . , 𝑀ℎ; 

𝑘 = 1, . . , 𝐾ℎ;  ∀𝑥 ∈ {0,1}. 

(1 − 𝑥) (𝑈ℎ𝑘𝛽
𝜑

+ 𝑈(𝜎−𝜇)𝑘𝑥
𝜑

) + 𝑥(𝑈ℎ𝑘𝑐
𝜑

+ 𝑈𝜎𝑘𝑥
𝜑

) = 1;      𝜑 = 1, . . , 𝜙;   𝑘 = 1, … , 𝐾ℎ; 

ℎ = 1, … , 𝐻 − 1;  ∀𝑥 ∈ {0,1};   𝜎 = ℎ + 1, … , 𝐻;  ∀𝛽 ∈ {0,1}. 

𝑈𝐻𝑘0
𝜑

+ 𝑈𝐻𝑘1
𝜑

= 1;      𝜑 = 1, . . , 𝜙;   𝑘 = 1, . . , 𝐾ℎ.  

∑ ∑ 𝑘(𝑌ℎ𝑗𝑎𝑘𝑥
𝜑

− 𝑌ℎ𝑗𝑏𝑘𝑥
𝜑

)

𝐾ℎ

𝑘=1𝑥∈{0,1}

= 0;     ∀(𝑎, 𝑏) ∈ 𝑃𝑍ℎ𝑗;   𝜑 = 1, . . , 𝜙;   ℎ = 1, . . , 𝐻;  

𝑗 = 1, . . , 𝑀ℎ. 

∑ ∑ 𝑘(𝑌ℎ𝑗𝑎𝑘𝑥
𝜑

− 𝑌ℎ𝑗𝑏𝑘𝑥
𝜑

)

𝐾ℎ

𝑘=1𝑥∈{0,1}

≠ 0;     ∀(𝑎, 𝑏) ∈ 𝑁𝑍ℎ𝑗;   𝜑 = 1, . . , 𝜙;   ℎ = 1, . . , 𝐻; 

𝑗 = 1, . . , 𝑀ℎ. 
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 Chapter Summary 

Growing interests from customers in customised products and increasing competitions 

among peers necessitate companies to configure their manufacturing systems more 

effectively than ever before. In this concept, mixed-model lines are replacing single-

model lines in an industrial inquiry.  

In mixed-model production lines, line balancing and model sequencing problems are 

reciprocally connected with each other and cannot be handled independently. This 

chapter commences with providing some evidence from the literature to support this 

argument. However, the number of studies, which consider balancing and sequencing 

problems simultaneously, is limited. Furthermore, extracted studies do not cover a wide 

range of line types; instead, the majority of them focus on mixed-model U-shaped lines. 

Interestingly, no studies addressed balancing and sequencing issues simultaneously in 

mixed-model parallel two-sided assembly lines.  

Subject to (continued): 

𝑌ℎ𝑗𝑖𝑘𝑥
𝜑

∈ {0,1},     𝜑 = 1, . . , 𝜙;   ℎ = 1, . . , 𝐻;   𝑗 = 1, . . , 𝑀ℎ;   𝑖 = 1, . . , 𝑇ℎ𝑗;   

𝑘 = 1, . . , 𝐾ℎ;   ∀𝑥 ∈ {0,1}.  

𝑈ℎ𝑘𝑥
𝜑

∈ {0,1},     𝜑 = 1, . . , 𝜙;   ℎ = 1, . . , 𝐻;   𝑘 = 1, . . , 𝐾ℎ;   ∀𝑥 ∈ {0,1}.  

𝜏ℎ𝑗𝑞
𝜑 ∈ {0,1},     𝜑 = 1, . . , 𝜙;   ℎ = 1, . . , 𝐻;   𝑗 = 1, . . , 𝑀ℎ;   𝑞 = 1, . . , 𝐿𝐿. 

𝑠𝑡ℎ𝑗𝑖
𝜑

≥ 0,     𝜑 = 1, . . , 𝜙;   ℎ = 1, . . , 𝐻;   𝑗 = 1, . . , 𝑀ℎ;   𝑖 = 1, . . , 𝑇ℎ𝑗. 

𝐿𝑆ℎ𝑘𝑥 ∈ {0,1},     ℎ = 1, . . , 𝐻;   𝑘 = 1, . . , 𝐾ℎ;   ∀𝑥 ∈ {0,1}. 

𝑞ℎ𝑘𝑥 ≥ 0,     ℎ = 1, . . , 𝐻;   𝑘 = 1, . . , 𝐾ℎ;   ∀𝑥 ∈ {0,1}. 

𝑅ℎ𝑗𝑟𝑣
𝜑

∈ {0,1},     𝜑 = 1, . . , 𝜙;  ∀𝑟 ∈ 𝑃ℎ𝑗𝑣 . 

𝜎 = ℎ + 1, … , 𝐻 − 1. 

𝛽, 𝑐, 𝜇 ∈ {0,1}. 

LL > 0. 
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The core of this chapter was characterised by the introduction of the simultaneous 

balancing and sequencing of mixed-model parallel two-sided assembly lines problem 

studied in this thesis. Thus, the MPTALB/S problem, which has yet been studied 

academically so far, has been defined comprehensively. Assumptions of the studied 

problem have been explained first, followed by an explanatory example which shows 

changing product model combinations across the lines through different production 

cycles. A new mathematical model has been developed to simultaneously sequence 

product models and balance operations on the mixed-model parallel two-sided assembly 

lines considering all possible production cycles. The proposed mathematical model 

aimed at minimising key performance measures: (i) weighted idle times (and so the total 

number of workstations utilised), (ii) workload variations among workstations, and (iii) 

length of the lines. 

It is obvious that considering model sequencing problem simultaneously with line 

balancing problem makes the entire problem more complex and requires substantially 

efficient solution techniques to produce optimal or approximate (near-optimal) solutions 

in a reasonable amount of time. For that purpose, novel solution techniques will be 

developed based on the characteristics of the MPTALB/S problem and described with 

illustrations in the following chapters. The running mechanisms of the three variants of 

the agent-based ACO techniques developed will be explained with flowcharts and 

illustrated through examples in Chapters 5, 6, and 7 respectively. Also, some test results 

will be reported to measure the performances of the algorithms proposed. 

 

 

 

 

 

 



 

 

 

5 

5. GENERALISED SOLUTION OF THE MIXED-MODEL 

PARALLEL TWO-SIDED ASSEMBLY LINE BALANCING 

PROBLEMS 

 

 

 

 

 

Contents 

 Chapter Introduction 

 Brief Background 

 Description of the Proposed ABACO Approach 

 Illustrative Example 

 Computational Tests 

 Chapter Summary 

 

 

 

 

 

 

 



134 | Chapter 5 

 

 

 Chapter Introduction 

This chapter proposes an agent-based ACO approach (referred to as ABACO hereafter), 

which produces general solutions convenient for any product model sequence being 

launched. To start with, Section 5.2 briefly addresses how natural ant systems work and 

why an agent-based ACO algorithm is developed. Section 5.3 describes the developed 

ABACO approach for the generalised solution of the MPTALB/S problem, which was 

defined in the previous chapter. To show the solution building mechanism of ABACO, 

a numerical example is given in Section 5.4. Computational tests are conducted in 

Section 5.5 to make a comparison between the proposed system and traditional one, and 

the chapter is concluded with a summary given in Section 5.6. 

 

 Brief Background 

As shown by Wee and Magazine (1982), SALBP is an NP-hard class of combinatorial 

optimisation problem. Since many complex characteristics of line configurations are 

involved in MPTALB/S problem along with the model sequencing problem, it is clear 

that the MPTALB/S problem is a much more sophisticated version of the SALBP and is 

a very complex NP-hard problem. In the literature, researchers usually utilise heuristic, 

meta-heuristic, and other approaches to find approximate solutions for such complex 

problems.  

The ACO technique is one of those meta-heuristics consulted to solve complex 

engineering problems. It is inspired from the collective behaviour of ants and is one of 

the most efficient meta-heuristics in solving combinatorial optimisation problems. The 

idea underlying behind the ACO algorithms have already been explained in details in 

Section 3.3. Ant algorithms, initially proposed by Dorigo et al. (1996), belong to the 

category of nature-inspired algorithms. The initial form of ACO techniques, called the 

ant system, was developed to solve small-sized travelling salesman problem with up to 

75 cities. Since then, several researchers have carried out a substantial amount of 

research in ACO and have developed algorithms which demonstrate better performance 

than the original ant system. Different variants of ACO have been developed and 

applied in many fields, especially for the combinatorial optimisation problems (i.e. see 

Dorigo and Blum (2005),  Yu et al. (2009), Deng and Lin (2011), Mavrovouniotis and 

Yang (2013), Venkata Narasimha et al. (2013), and Thepphakorn (2013)). Dorigo and 
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Stützle (2004) described all available ACO algorithms and the review of the literature 

(Ting and Chen, 2013). 

Aside from meta-heuristics, agent-based solution techniques have become popular in 

this context recently and have been used in many fields of engineering optimisation 

problems; such as manufacturing operations, production planning and scheduling 

problems. For example, Anussornnitisarn et al. (2005), Mes et al. (2007), Anosike and 

Zhang (2009), Bearzotti et al. (2012), Amini et al. (2012), and He et al. (2014) 

developed agent-based techniques to solve problems in modelling, management, and 

optimisation of manufacturing and transportation processes. Nevertheless, the 

applications of agent-based systems on the manufacturing and industrial scheduling 

problems are still very scarce in the literature. In the agent-based systems, a network of 

problem solvers collaborate with each other to find solutions for problems that are 

beyond their individual capabilities (Goh and Zhang, 2003). 

The procedures of the developed agent-based ACO technique, called ABACO, are 

explained with flowcharts and illustrated through examples in the following sub-

sections. 

 

 Description of the Proposed ABACO Approach 

In ABACO, the ant colony solution algorithm is built over an agent-based platform. The 

platform consists of different agents with different tasks and one of the agents uses 

ACO algorithm to build solutions benefiting from success principle of collaborative ants 

in nature. The algorithm developed here does not include a sequencing procedure since 

the model sequencing problem is not considered along with the line balancing problem 

in this method. 

The three-level ABACO system constructed for MPTALB/S problem is outlined in 

Figure 5-1. As can be seen from the figure, it has three agents, which are Facilitator 

Agent (FA), Planning Agent (PA), and Balancing Agent (BA). These agents are 

programme scripts interacting with each other to obtain a complete balancing solution 

and constitute the three levels of the computational system. Facilitator agent is the first 

level and fulfils the initialisation steps of the ABACO. FA reads input data including 

task times, precedence relationships, and product model demands and normalises it to 

be accessed easily and be used by other agents. 
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Figure 5-1. Outline of the proposed ABACO approach 

PA is invoked by FA to perform planning and computing of parameter values. The 

cycle times of lines are determined according to the product model demands produced 

on each line and a common cycle time is designated for the lines. For this aim, the LCM 

based approach proposed by Gökçen et al. (2006) is used (as explained in the previous 

chapter) and task times are revised for each line according to the ratio of designated 

common cycle time to the original one.   

Afterwards, BA is appointed to obtain a balancing solution using ACO algorithm built 

over the 2-ANTBAL algorithm proposed by Simaria and Vilarinho (2009). The ACO 

algorithm used in this thesis is enhanced by the following 10 heuristics, which are 

mostly popular in the line balancing literature, to search the solution space more 

effectively: 

 Computer Method of Sequencing Operations for Assembly Lines - COMSOAL 

(Arcus, 1966): COMSOAL is a heuristic technique run by a computer to 

generate random solutions to the assembly line balancing problem. A list of 
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available tasks which are feasible to be assigned is generated and the next task to 

be assigned is chosen, at random, from this list. Tasks are not prioritised and all 

tasks in the available tasks list have the same probability to be selected. To 

appear on the available tasks list, a task must have all predecessor activities 

completed and there must be enough capacity to perform the job (DePuy and 

Whitehouse, 2000). New stations are opened when required. A new balancing 

solution is obtained when all tasks are assigned to exactly one workstation. This 

procedure is repeated until the predefined number of iterations is exceeded and 

solutions which are worse than the current best solution are discarded. 

 Ranked Positional Weight Method – RPWM (Helgeson and Birnie, 1961): The 

positional weights of each task is computed through taking the cumulative 

processing time of the associated task and its successors. In the mixed-model 

lines, the average processing times of tasks are used and average processing time 

of a task is considered as the sum of processing times of task for each product 

model weighted by the respective production share (Akpinar and Bayhan, 2011). 

Tasks with higher positional weights will have more chance to be assigned to the 

lowest numbered feasible workstation.  

 Reverse Ranked Positional Weight Method – RRPWM (produced from 

RPWM): The positional weights of tasks are computed as in RPWM but 

different from RPWM, tasks with lower positional weights will be most likely 

assigned to the lowest numbered feasible workstation, if possible. 

 Longest Processing Time – LPT (Talbot and Patterson, 1984): When a task will 

be assigned, available tasks are listed in a decreasing order in terms of their 

average processing times and tasks with the larger average processing time are 

most likely selected to be assigned first.  

 Shortest Processing Time – SPT (Baykasoglu, 2006): As contrary to the LPT, 

tasks are listed in an increasing order based on their average processing times 

and tasks with lower average processing times have more chance to be selected 

and assigned to the lowest numbered stations. 

 Smallest Task Number – STN (Arcus, 1963): Tasks are listed in an increasing 

order based on their task numbers, and tasks with the smallest number are made 

more favourable to be assigned to the lowest numbered stations when this 

technique is used. 
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 Maximum Number of Predecessors – MNP (produced from Maximum Number 

of Immediate Predecessors technique proposed by Baykasoglu (2006)): This 

technique applies a rule based on the total number of preceding tasks of a task. 

Tasks with the maximum number of predecessors have more chance to be 

assigned to the earliest stations. 

 Least Number of Predecessors – LNP, (produced from Maximum Number of 

Immediate Predecessors technique proposed by Baykasoglu (2006)): As reverse 

to the MNP, tasks with the least number of predecessors have more chance to be 

assigned to the earliest stations. 

 Maximum Number of Successors – MNS (produced from Maximum Number of 

Immediate Successors technique proposed by Tonge (1960)): Tasks are 

prioritised based on their total number of successors. Tasks which have more 

successors are more favourable to be assigned to the lowest numbered stations. 

 Least Number of Successors – LNS (produced from Maximum Number of 

Immediate Successors technique proposed by Tonge (1960)): As contrary to the 

MNS, tasks which have less number of successors are more favourable to be 

assigned to the lowest numbered stations. 

A new colony is released upon receiving a request from FA or PA and each ant in the 

colony picks up a random heuristic from the list of heuristics (which are given with 

detailed explanations above) to build a balancing solution. Ants start building individual 

balancing solution from any line or side randomly. Available tasks are determined very 

carefully through a set of procedures to make sure: 

 The task has not already been assigned before. 

 Precedence relationship constraints are not violated. 

 Remaining capacity of the current workstation is enough to perform the largest 

processing time of associated task among all product models. 

 Operation side constraints are satisfied. 

Afterwards, an ant selects a task among the available ones in probability. The selection 

probability of a task is calculated using Equation (5.1). 

𝑝𝑖𝑘 =
[𝜏𝑖𝑘]𝛼[𝜂𝑖]𝛽

∑ [𝜏𝑖𝑦]
𝛼

[𝜂𝑖]𝛽
𝑦𝜖𝑍𝑖

 ,                                                   (5.1) 
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where 𝑖, 𝑘, and 𝑍𝑖 indicate task, current workstation, and the list of candidate tasks 

when task 𝑖 is selected, respectively. 𝜏𝑖𝑘 is the amount of virtual pheromone between 

task – workstation, 𝜂𝑖 is the heuristic information of task 𝑖 that comes from the 

randomly selected heuristic by each ant and 𝛼 and 𝛽 are user determined parameters. 

This probability is calculated by each ant and every time when a new task is being 

selected, and tasks with more probability will be favourable to be selected by ants. 

Upon all ants in the colony completes their tour, in the pheromone matrix, an amount of 

pheromone is deposited between tasks and workstations that the tasks are assigned in. 

Then, results are sent to FA through PA and a proportional amount of pheromone is 

evaporated from all task-workstation pairs in the matrix using Equation (5.2). 

𝜏𝑖𝑘 ← (1 − 𝜌)𝜏𝑖𝑘 + ∑ ∆𝜏𝑖𝑘
𝑎𝑛𝑡

𝐶𝑆 

𝑎𝑛𝑡=1

 ,                                         (5.2) 

where 𝐶𝑆 is colony size, ∆𝜏𝑖𝑘
𝑎𝑛𝑡 =

𝑄

𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑚𝑒𝑎𝑠𝑢𝑟𝑒
 and is calculated based on the 

quality of the solution found by each ant; 𝜌 is evaporation rate, and 𝑄 is a user 

determined parameter. 

 

Figure 5-2. Building a balancing solution procedure of ABACO algorithm 

If the solution obtained from the colony is better than the current best, then the current 

best solution is updated and double amount of pheromone is laid on the path of the new 

best solution referred to as global best. A new solution request is sent to BA and this 
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cycle continues until a predetermined maximum iteration number is exceeded. The 

procedure of building a balancing solution is outlined in Figure 5-2. 

The total number of utilised workstations (𝑁𝑆) is usually considered as the unique 

performance measure for most of the line balancing problems. However, the length of 

the lines (𝐿𝐿) is another key factor as well as the number of workstations while 

balancing two-sided lines. This is especially important if the manufacturing space is 

limited in the manufacturing plant. So, line length is also considered in the objective 

function given in Equation (5.3) – Equation (5.5) and importance of these two factors 

could be controlled by the user via assigning values to weighting parameters 𝛾1 and 𝛾2. 

𝑀𝑖𝑛 𝑍 = 𝛾1𝐿𝐿 + 𝛾2𝑁𝑆;                                                (5.3) 

𝑁𝑆 = ∑ ∑ ∑ 𝑈ℎ𝑘𝑥

𝑥∈{0,1}

𝐾ℎ

𝑘=1

𝐻

ℎ=1

;                                              (5.4) 

𝐿𝐿 = 𝑚𝑎𝑥{𝑞ℎ𝑘𝑥};          𝑘 = 1, … , 𝐾ℎ;    ℎ = 1, … , 𝐻;    𝑥 ∈ {0,1};               (5.5) 

where 𝑈ℎ𝑘𝑥 equals 1 if workstation 𝑊ℎ𝑘𝑥 is utilised on side 𝑥 of line 𝐿ℎ, 0 otherwise; 

and 𝑞ℎ𝑘𝑘 indicates the queue number in which workstation 𝑊ℎ𝑘𝑥 is utilised in. 

 

 Illustrative Example 

A numerical example is given here to show the solution building procedure used in 

ABACO algorithm. For this aim, two precedence relationship diagrams are taken from 

the two well-known test problems P16 (Lee et al., 2001) and P24 (Kim et al., 2000c) for 

Line I and Line II, respectively. Then, task times are generated between zero and the 

maximum task time of the original problem, as given in Table 5-1. In the table, Side 

column presents the preferred operation direction of each task; where L, R and E denote 

left, right and either side, respectively. 

As ABACO generates more flexible solutions regardless from the sequences of product 

models being assembled on the lines, individual product model demands are not 

important. However, cumulative demands of individual product models on each line 

determine the cycle time of each line, which are assumed 16 and 18 time units for Line I 

and Line II, respectively. As the cycle times of the lines are different, the LCM based 

approach (Gökçen et al., 2006, Ozcan et al., 2010b) explained in Chapter 2 is used to 

maintain a common cycle time.  
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Table 5-1. Data for the numerical example 

Line I  Line II 

Task 

no 
Side A B C 

Immediate 

predecessors  
Task 

no 
Side D E F 

Immediate 

predecessors 

1 E 6 7 6 -  1 L 3 3 0 - 

2 E 5 2 0 -  2 L 7 0 2 - 

3 L 2 5 9 1  3 R 7 1 1 - 

4 E 9 2 8 1  4 R 5 0 0 - 

5 R 8 9 5 2  5 L 4 6 1 2 

6 L 4 8 0 3  6 E 3 5 1 2, 3 

7 E 7 8 9 4, 5  7 R 4 8 5 3 

8 E 4 6 3 6, 7  8 E 3 0 7 5 

9 R 5 0 8 7  9 E 6 4 4 6 

10 R 4 4 7 7  10 E 4 2 9 7 

11 E 6 5 7 8  11 L 4 8 3 1 

12 L 5 6 6 9  12 L 3 1 1 8, 9 

13 E 6 4 9 9, 10  13 E 3 5 3 9 

14 E 4 2 7 11  14 R 9 4 3 9, 10 

15 E 3 6 9 11, 12  15 R 5 1 4 4 

16 E 4 8 8 13  16 L 9 1 2 11 

- - - - - -  17 E 2 7 3 12 

- - - - - -  18 E 7 4 4 13 

- - - - - -  19 E 9 2 1 13, 14 

- - - - - -  20 R 9 1 1 15 

- - - - - -  21 L 8 9 7 16, 17 

- - - - - -  22 E 8 7 9 18 

- - - - - -  23 R 9 9 5 19, 20 

- - - - - -  24 E 9 3 5 20 

 

For this aim, line divisors (𝑙𝑑ℎ) are calculated as 𝑙𝑑1 = 𝐿𝐶𝑀(𝐶1, 𝐶2)/𝐶1 = 144/16 =

9 and 𝑙𝑑2 = 𝐿𝐶𝑀(𝐶1, 𝐶2)/𝐶2 = 144/18 = 8. Then, processing time of each task for 

product models on Line I and Line II are multiplied by 𝑙𝑑1 and 𝑙𝑑2, respectively. 

𝐿𝐶𝑀(𝐶1, 𝐶2) = 144 is accepted as the common cycle time (𝐶). These normalised task 

times (presented in Table 5-2) and common cycle time are used while balancing the 

lines. 

A simple example solution building procedure of ABACO is shown in Figure 5-3. The 

balancing procedure starts from a randomly selected line and a randomly selected side 

(right side of Line I in this example). Then, available tasks are determined and assigned 

to the workstations one-by-one using the procedure explained in the previous section. 

Arrows show the task assignment order for this example using ABACO. 
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Table 5-2. Data with normalised task processing times  

Line I  Line II 

Task 

no 
Side A B C 

Immediate 

predecessors  
Task 

no 
Side A B C 

Immediate 

predecessors 

1 E 54 63 54 -  1 L 24 24 0 - 

2 E 45 18 0 -  2 L 56 0 16 - 

3 L 18 45 81 1  3 R 56 8 8 - 

4 E 81 18 72 1  4 R 40 0 0 - 

5 R 72 81 45 2  5 L 32 48 8 2 

6 L 36 72 0 3  6 E 24 40 8 2, 3 

7 E 63 72 81 4, 5  7 R 32 64 40 3 

8 E 36 54 27 6, 7  8 E 24 0 56 5 

9 R 45 0 72 7  9 E 48 32 32 6 

10 R 36 36 63 7  10 E 32 16 72 7 

11 E 54 45 63 8  11 L 32 64 24 1 

12 L 45 54 54 9  12 L 24 8 8 8, 9 

13 E 54 36 81 9, 10  13 E 24 40 24 9 

14 E 36 18 63 11  14 R 72 32 24 9, 10 

15 E 27 54 81 11, 12  15 R 40 8 32 4 

16 E 36 72 72 13  16 L 72 8 16 11 

- - - - - -  17 E 16 56 24 12 

- - - - - -  18 E 56 32 32 13 

- - - - - -  19 E 72 16 8 13, 14 

- - - - - -  20 R 72 8 8 15 

- - - - - -  21 L 64 72 56 16, 17 

- - - - - -  22 E 64 56 72 18 

- - - - - -  23 R 72 72 40 19, 20 

- - - - - -  24 E 72 24 40 20 

 

 

Figure 5-3. An example for the solution building procedure 

Figure 5-4 presents the detailed balancing solution obtained for the numerical example 

problem. Assignment configuration of tasks to the workstations can be clearly seen 

from this figure where lengths of the bars correspond to the processing times of tasks 

given in those bars. By this way, the workload of each workstation can be easily seen 
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Figure 5-4. Detailed balancing solution and assignment of tasks for the given example 
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Figure 5-5. Convergence of the performance measures for the example problem 

for each particular product model and line. As mentioned earlier, the maximum 

processing times of tasks among three product models (given in bold in Table 5-2) are 

considered to ensure the capacity constraint is satisfied for any product model being 

assembled in the system. To give an example about this, let us assume that we are 

assigning tasks to the right side workstation with a remaining capacity of 63 time units 

on Line I in queue 2 and all predecessors of tasks 9 and 10 have already been assigned. 

Only task 10 will be available to be assigned to the current position since processing 

time of task 9 for product model C (72 time units) exceeds the remaining capacity of the 

workstation, which is 63 time units. 
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The convergence of the objective value, which is calculated using the total number of 

workstations utilised and the line length, is depicted in Figure 5-5. In accordance with 

the weighting parameters used, the change in the length of the line affects the objective 

function value as double of that of the total number of utilised workstations (𝛾1 = 2,

𝛾2 = 1). 

 

 Computational Tests 

In order to analyse the efficiency of the proposed approach, 24 test cases are solved 

using ABACO and the obtained results are compared. Since there is no related study 

and so published results in the literature to make comparison, the same test cases are 

solved using six common heuristic approaches (COMSOAL, RPWM, RRPWM, LPT, 

LNP, and MNS) given in Section 5.3 and the results of the developed ABACO are 

compared with those obtained from six heuristics. The original versions of these 

conventional heuristics address only the SALBP, where only one product model of a 

product is assembled on a one-sided line and no parallel lines are considered. Whereas, 

the addressed problem here (MPTALB/S problem) is a much more complex version of 

the SALBP. Therefore, these techniques are adapted to solve the MPTALB/S problem 

and the same procedure is used with the ABACO when determining available tasks. 

The heuristics and the proposed ABACO algorithm are coded in JavaTM Standard 

Edition 7u4 and run on a 3.1 GHz Intel Core i5-2400 CPU computer. For the heuristics, 

the algorithm is terminated after 100 iterations and the best solution is taken after one 

run for each test case. That means, each test case is solved by each heuristic 100 times 

and the final heuristic solution for each test case represents the best among those results 

obtained. For ABACO, parameters are chosen experimentally as shown in Table 5-3 to 

acquire a high-quality solution in an acceptable period of time. As could be seen from 

the table, parameters may differ from one test case to another. That is to increase the 

capacity of the algorithm as search space enlarges with the increasing number of tasks. 

Two parallel two-sided lines are assumed to be balanced with three product models on 

each of the lines. Required data was generated using the seven original test problems 

from the literature; namely, P9, P12 and P24 from Kim et al. (2000c); P16, A65, and 

A205 from Lee et al. (2001); and B148 from Bartholdi (1993). B148 was then modified 

by Lee et al. (2001). Also, processing times of tasks 1, 131, 132, and 133 for the 
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problem A205 were modified to fit the rest of the data. Precedence relationship 

diagrams taken from these studies are considered as the common diagram for all three 

product models on the same line, but new task times are generated randomly (between 

zero and maximum task time of the original problem) for the missing product models. 

Table 5-4 provides the data used for test cases in this research. Detailed data on task 

times and precedence relationship diagrams of test problems used for experimental 

purposes are provided in Appendices. 

Table 5-3. Parameters of the ABACO 

Problem no Alpha Beta 
Evaporation 

rate 

Initial 

pheromone 
Colony size 

Number of 

iterations 

1-6 0.1 0.2 0.1 10 10 10 

7-14 0.1 0.2 0.1 15 20 30 

15-24 0.1 0.2 0.1 20 30 60 

 

Table 5-4. Data for test cases 

Problem  

scale 

Test  

case 

Problem  Cycle time  Minimum part set (MPS) 

Line I Line II 
 

Line I Line II 
 Line I  Line II 

  A B C  D E F 

S
m

al
l 

1 P9 P9  4 7  4 2 1  2 1 1 

2 P9 P9  6 5  2 2 1  1 2 1 

3 P9 P12  5 8  2 1 1  2 2 1 

4 P9 P12  7 6  1 1 2  2 1 4 

5 P12 P12  4 5  2 1 2  1 2 1 

6 P12 P12  6 5  2 1 2  2 1 1 

M
ed

iu
m

 

7 P12 P16  9 12  1 2 1  1 1 1 

8 P12 P16  10 12  1 1 1  1 2 2 

9 P16 P16  12 15  1 2 2  2 1 1 

10 P16 P16  16 14  1 4 2  2 1 1 

11 P16 P24  14 16  2 1 1  4 2 1 

12 P16 P24  16 18  1 3 2  1 2 1 

13 P24 P24  15 20  2 1 1  1 1 1 

14 P24 P24  25 20  1 2 1  1 2 2 

L
ar

g
e 

15 A65 A65  300 480  2 1 1  2 1 2 

16 A65 A65  420 360  1 1 2  2 4 1 

17 A65 B148  405 810  2 1 1  2 2 1 

18 A65 B148  675 540  2 1 1  1 2 2 

19 B148 B148  255 510  1 2 1  1 2 2 

20 B148 B148  425 340  2 1 1  2 2 1 

21 B148 A205  510 1020  2 1 3  1 2 2 

22 B148 A205  600 1200  2 1 1  1 1 1 

23 A205 A205  1200 1200  1 1 1  1 1 1 

24 A205 A205  1000 2000  3 1 2  1 1 1 
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Table 5-5. Computational results when lines are balanced separately (𝛾1 = 2, 𝛾2 = 1) 

Test  

case 

COMSOAL  RPWM RRPWM LPT LNP MNS ABACO 

LL NS OBJ LL NS OBJ LL NS OBJ LL NS OBJ LL NS OBJ LL NS OBJ LL NS OBJ 

1 4 12 20 5 14 24 5 13 23 6 12 24 4 12 20 5 13 23 4 12 20 

2 3 11 17 4 11 19 4 11 19 4 11 19 4 12 20 3 11 17 3 11 17 

3 3 10 16 4 10 18 4 10 18 4 11 19 3 11 17 3 10 16 3 10 16 

4 3 10 16 3 10 16 3 10 16 3 10 16 3 10 16 3 10 16 3 10 16 

5 5 16 26 5 16 26 5 15 25 5 15 25 4 15 23 5 15 25 4 15 23 

6 4 12 20 4 13 21 4 12 20 4 12 20 4 13 21 3 12 18 3 12 18 

7 8 18 34 8 18 34 10 19 39 9 19 37 9 19 37 8 18 34 8 18 34 

8 8 18 34 8 18 34 10 19 39 9 18 36 9 19 37 8 18 34 8 17 33 

9 8 25 41 8 25 41 8 26 42 8 25 41 9 26 44 8 25 41 8 25 41 

10 7 22 36 7 21 35 8 23 39 7 23 37 7 24 38 7 22 36 7 21 35 

11 7 26 40 7 26 40 7 26 40 7 26 40 7 26 40 7 26 40 7 25 39 

12 6 21 33 5 20 30 6 21 33 6 21 33 6 22 34 5 20 30 5 20 30 

13 8 25 41 8 25 41 8 25 41 8 25 41 8 25 41 8 25 41 7 24 38 

14 5 18 28 5 18 28 5 18 28 5 18 28 5 18 28 5 18 28 5 17 27 

15 16 54 86 16 51 83 16 51 83 16 51 83 17 53 87 16 51 83 16 51 83 

16 14 52 80 13 48 74 14 51 79 13 49 75 14 50 78 13 49 75 13 47 73 

17 12 44 68 12 42 66 12 46 70 12 44 68 12 43 67 12 42 66 11 41 63 

18 15 44 74 14 42 70 15 46 76 15 44 74 14 42 70 14 43 71 14 41 69 

19 31 92 154 27 89 143 32 92 156 31 93 155 30 90 150 29 87 145 26 86 142 

20 23 82 128 21 77 121 23 85 131 23 84 130 23 81 127 22 79 123 21 76 118 

21 25 81 131 25 78 128 27 85 139 27 85 139 26 81 133 25 80 130 24 77 125 

22 23 71 117 21 67 109 23 74 120 22 71 115 22 69 113 22 69 113 21 66 108 

23 23 89 135 21 83 125 24 92 140 23 90 136 23 87 133 22 87 131 21 83 125 

24 27 82 136 26 79 131 27 87 141 27 84 138 26 81 133 26 79 131 25 76 126 

 

Test cases with generated data are solved under various cycle time constraints and 

obtained results are compared with respect to line length (LL), number of workstations 

(NS), and objective function value (OBJ). Table 5-5 and Table 5-6 present the 

computational results when the lines are balanced separately and together, respectively. 

In together balancing, the utilisation of multi-line stations is allowed between two lines. 

As can be seen from Table 5-5, where the experimental results are reported for separate 

balancing condition, ABACO finds better solutions than all of the six test heuristics 

(namely COMSOAL, RPWM, RRPWM, LPT, LNP, and MNS) for 12 out of 24 test 

cases, i.e. test cases #8, #11, #13, #14, #16–#22 and #24 (please see italicised OBJ 

values given in ABACO column). 
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Table 5-6. Computational results when lines are balanced together (𝛾1 = 2, 𝛾2 = 1) 

Test  

case 

COMSOAL RPWM RRPWM LPT LNP MNS ABACO 

LL NS OBJ LL NS OBJ LL NS OBJ LL NS OBJ LL NS OBJ LL NS OBJ LL NS OBJ 

1 4 12 20 5 13 23 4 12 20 6 12 24 4 12 20 4 14 22 4 12 20 

2 3 11 17 4 11 19 4 12 20 4 11 19 4 12 20 3 12 18 3 11 17 

3 3 10 16 4 10 18 3 11 17 4 10 18 3 11 17 3 10 16 3 10 16 

4 3 10 16 3 10 16 3 10 16 3 10 16 3 10 16 3 10 16 3 10 16 

5 4 16 24 5 16 26 4 16 24 5 15 25 4 15 23 5 15 25 4 14 22 

6 4 12 20 4 13 21 4 12 20 4 12 20 4 12 20 3 12 18 3 11 17 

7 8 18 34 8 18 34 7 19 33 7 18 32 8 18 34 8 18 34 7 18 32 

8 7 19 33 8 18 34 8 19 35 8 19 35 8 19 35 8 18 34 7 18 32 

9 8 25 41 8 25 41 8 26 42 8 25 41 8 27 43 8 25 41 7 25 39 

10 7 22 36 7 21 35 7 23 37 7 22 36 7 23 37 7 21 35 7 21 35 

11 7 26 40 7 25 39 7 27 41 7 26 40 7 26 40 7 26 40 7 25 39 

12 6 20 32 5 20 30 6 20 32 6 21 33 6 22 34 5 20 30 5 19 29 

13 7 25 39 7 25 39 8 25 41 7 25 39 7 25 39 7 25 39 7 24 38 

14 5 18 28 5 18 28 5 18 28 5 17 27 5 17 27 5 17 27 5 17 27 

15 15 54 84 14 49 77 14 52 80 15 51 81 15 52 82 14 50 78 14 49 77 

16 14 50 78 13 48 74 13 51 77 13 49 75 13 49 75 13 49 75 13 46 72 

17 12 43 67 11 41 63 12 44 68 12 44 68 12 43 67 11 41 63 11 40 62 

18 14 45 73 12 41 65 13 46 72 14 45 73 13 43 69 12 41 65 12 41 65 

19 28 93 149 26 89 141 28 93 149 29 90 148 29 91 149 25 86 136 24 85 133 

20 22 81 125 20 78 118 23 83 129 22 83 127 21 79 121 21 77 119 20 77 117 

21 24 83 131 23 81 127 25 87 137 24 85 133 24 81 129 23 80 126 22 79 123 

22 21 71 113 20 68 108 21 75 117 21 73 115 20 70 110 20 68 108 19 67 105 

23 23 87 133 21 82 124 23 89 135 22 87 131 22 87 131 21 82 124 21 81 123 

24 25 83 133 22 77 121 25 83 133 26 82 134 25 79 129 22 77 121 22 76 120 

 

For the remaining ones (i.e. #1–#7, #9–#10, #12, #15 and #23), the results obtained by 

ABACO are either the same with or better than some of the other approaches. The 

solution building capacities of the heuristics get worse when the problem size gets 

bigger with the increasing number of tasks. Although no test heuristic finds any better 

solutions than ABACO for any of the test cases, MNS and RPWM find the same 

solutions as ABACO for eight and seven out of 24 test cases, respectively; i.e. see the 

results of test cases #2–#4, #6, #7, #9, #12 and #15 in MNS column and see the results 

of test cases #4, #7, #9, #10, #12, #15 and #23 in RPWM column. For better 

understanding, best results for each test problem are given in bold font in the table. 

While the COMSOAL heuristic finds the same solutions as ABACO for six test cases 
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(i.e. #1–#4, #7, #9), RRPWM performs the worst as it finds for only two test cases (i.e. 

#4 and #15). The LPT and LNP heuristics also find the same solutions as ABACO for 

only three test cases.  

The solution building capability of ABACO over six test heuristics improves in together 

balancing condition, for which the experimental test results are presented in Table 5-6. 

ABACO performs better than those test heuristics for 14 test cases out of 24, i.e. see the 

test cases #5, #6, #8, #9, #12, #13, #16, #17 and 19–#24. To increase readability, 

ABACO results for these test cases are given in italic font in Table 5-6. Among six test 

heuristics, RPWM and MNS are the two heuristics, which find closer results to the same 

test cases solved by ABACO (i.e. see test cases #4, #10, #11, #15 and #18 for RPWM 

and #3, #4, #10, #14 and #18 for MNS. The COMSOAL, LPT, LNP and RRPWM find 

four, three, three and two same results as ABACO, respectively. Although RPWM and 

MNS show modest advantage over other four heuristics (namely COMSOAL, 

RRPWM, LPT and LNP), all of six test heuristics fail to investigate good-quality 

solutions when the problem size grows. 

Overall, these results indicate that ABACO outperforms all other test heuristics in terms 

of the sought performance measures while balancing lines either separately or together. 

However, another significant outcome of the experimental tests performed in this 

section is that the objective function value is improved when the lines are balanced 

together. If the ABACO results presented in Table 5-5 are compared to ABACO results 

provided in Table 5-6, the advantage of balancing lines together can be observed 

clearly. The positive effect of allowance to establish multi-line stations between two 

adjacent lines on minimising objective function can be distinguished easily in majority 

of the test cases, i.e. see OBJ values of test cases #5–#9, 12 and #15–#24 in both tables. 

As the number of tasks increases, the difference between the obtained objective function 

values of separate balancing and together balancing conditions increases. A set of 

statistical tests will be conducted in Chapter 8 for a more comprehensive analysis of the 

results reported in this chapter. 

 

 Chapter Summary 

The main benefit of the proposed assembly line system is its flexibility to produce more 

than one product model on the same line with less workforce. This is because 
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constructing multi-line stations on more than one assembly line minimises operator 

requirements. However, the complexity of the problem increases dramatically with the 

consideration of various product models, which have different precedence relationships, 

task times, and sequences on the lines. Moreover, obtaining an optimal solution 

becomes more difficult when the problem size increases. The reason is that the solution 

space grows exponentially as the number of tasks increases due to the nature of the NP-

hard problems. It is the major reason why; (i) a considerable amount of researches in the 

literature strives to develop heuristics and meta-heuristics instead of exact algorithms to 

solve assembly line balancing problems, and (ii) an agent-based ACO algorithm is 

developed in this study for the MPTALB/S problem. 

Obviously, considering different cycle times for each of the parallel lines contributes to 

the complexity of the problem as the product models produced on the lines will change 

at different production cycles. This situation yields requirement of a comprehensive 

study to determine the availability of operators working in multi-line stations and to 

assign tasks by fulfilling all other associated constraints. 

The developed agent-based technique in this chapter, called ABACO, dealt with such a 

complex problem and built acceptable solutions in a considerable amount of time. In the 

proposed approach, agents interact with each other to build feasible and efficient line 

balancing solutions and use ACO algorithm enhanced with several heuristics. 

With the ABACO algorithm, it was aimed at minimising the total number of utilised 

workstations as well as the length of the line, as different from the common tendency in 

the literature. So that the user can easily define the importance of these two performance 

measures via the novel user interface of the algorithm. Also, the ACO related 

parameters (i.e. 𝛼 𝛽, 𝑄, initial pheromone, evaporation rate, colony size, and maximum 

number of iterations), the problem-specific parameters (i.e. demands for the product 

models, planning horizon, and the names of input data files), and preferences about 

utilising multi-line stations (or merging stations, in other words) could be easily tuned 

thanks to the developed interface. Please note that this interface also includes some 

other features related to model sequencing options and GA parameters which will be 

explained in the following chapters. 

Different numerical examples were generated using the test problems available in the 

literature, and solution building steps of the algorithm and related calculations were 

explained through these examples. The convergence of the objective value across the 
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number of ants created was exhibited along with the total number of workstations and 

line length.  

To check the performance of the proposed approach, 24 test cases were generated by 

modifying the existing test problems and solved with ABACO and other six heuristics. 

ABACO generated high-quality solutions in comparison with other six heuristics. In 

accordance with the results obtained, ABACO outperformed all heuristics for the 

majority of the problems solved. For the rest of the problems, ABACO found the same 

solution with other(s). Even more importantly, it is obvious that balancing lines together 

reduced the number of required operators at first glance. These results will be analysed 

and discussed comprehensively in Chapter 8. As an alternative to the given method in 

this chapter, a new algorithm which employs different model sequencing procedures is 

proposed for the solution of the problem in the next chapter. 
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 Chapter Introduction 

The solutions obtained using the proposed ABACO approach in the previous chapter 

were independent of launched product model and convenient for any product model 

sequence. However, it is possible to have more powerful solutions for the same problem 

by taking product model changes at each production cycle into account and seeking 

balancing solutions which satisfy those product model sequences. For that purpose, an 

improved version of ABACO, called ABACO/S (where ‘S’ refers to the inclusion of 

model sequencing procedure), is developed and presented in this chapter. Procedures of 

the developed ABACO/S approach and the running principle of agents and other 

programme components are given in detail in Section 6.2. The multi-agent architecture 

of the agents is also presented in this section while a comprehensive numerical example 

is provided in Section 6.3. In Section 6.4, the performance of the developed algorithm is 

tested through a set of test problems and comparisons are made with the heuristic 

solutions of the same problems. The chapter is concluded with a summary in Section 

6.5. 

 

 Procedures of the Developed ABACO/S Approach 

This section describes the ABACO/S approach to solving the MPTALB/S problem. It 

starts explaining ABACO/S from the outermost level and continues with the basic 

programming components level-by-level.  

In the previous chapter, the framework proposed to solve the MPTALB/S problem was 

used. However, in the algorithm developed in the previous chapter, the model 

sequencing problem, i.e. product model variation in each different production cycle, 

was ignored. Instead, a balancing solution, which would be feasible for any sequence or 

combination of the product models, was sought. For this aim, the processing time of a 

task was assumed to be the maximum time among the product models on the same line 

and the lines were balanced using maximum task times, like single-model lines. There is 

no doubt that such an approach is faster in terms of computational time but yields weak 

solutions as a generalised solution, which is independent of the launched sequence and 

product model combinations in production cycles, is obtained.  
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Different from the procedures and solution building mechanism presented in the 

previous chapter, this chapter takes the launched product model sequences and product 

model combinations in each production cycle into account. Therefore, line balancing 

problem is dealt with according to which product model is assembled on the 

workstation at a particular time. Moreover, the algorithm has a capability of sequencing 

product models through two different procedures; (i) combinatorial model sequencing, 

and (ii) random model sequencing (this will be explained later). 

ABACO/S consists of four-level agents: facilitator agent (FA), planning agent (PA), 

sequencing agent (SA), and balancing agent (BA). These agents are programme scripts 

interacting with each other to solve the problem collectively. The outline and multi-

agent architecture of the ABACO/S are displayed in Figure 6-1 and Figure 6-2, 

respectively. 

 

Figure 6-1. The outline of the ABACO/S algorithm 

The algorithm starts with reading input data and related parameters by the FA. Then, 

FA invokes PA to process data and calculate initial parameters (e.g. normalising task 
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times, calculating MPSs, etc.). Afterwards, PA stimulates FA and FA asks SA to 

generate product model sequences. SA generates all possible product model sequences 

and sends a product model sequence to BA to build a balancing solution based on the 

product model sequence sent. BA employs a colony of ants to find solutions, and ants in 

the colony build solutions until the maximum number of iterations is exceeded. Results 

are returned to FA and the global best solution is updated if a solution which is better 

than the current best solution is found. BA is sent another product model sequence and 

another colony find solutions for the launched product model sequence. This cycle 

continues until a pre-defined number of product model sequences are tried. When this is 

achieved, the programme shows the best product model sequence and the balancing 

solution found.  

 

Figure 6-2. The multi-agent architecture of the ABACO/S algorithm 

It should be mentioned here that the algorithm has the capability of using combinatorial 

model sequencing and random model sequencing procedures. If the user prefers 

combinatorial model sequencing, the algorithm tries all possible product model 

sequences generated by the SA. If random model sequencing is preferred, the algorithm 

tries random product model sequences from possible product model sequences 

generated by the SA until a user defined number of trials are achieved. Additionally, it 

is also supported to find a balancing solution for a given product model sequence by the 

user. 
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The procedures of the ACO algorithm are exhibited in Figure 6-3. Each ant in the 

colony comes up with a solution and the performance measures are evaluated according 

to the quality of the obtained solution. Then, an amount of pheromone is laid on the 

edges of the path drawn (between task and workstation) in accordance with the 

performance measures. If a solution is better than the best solution in the colony, double 

amount of pheromone is laid on the edges of the solution to make the path favourable to 

be selected by other ants. A constant amount of pheromone is evaporated from all edges 

and the cycle continues until the colony is completed.  

 

Figure 6-3. Procedures of the ACO 

The same pheromone update rule with ABACO is used for ABACO/S: 

𝜏𝑖𝑘 ← (1 − 𝜌)𝜏𝑖𝑘 + ∑ ∆𝜏𝑖𝑘
𝑎𝑛𝑡

𝐶𝑆 

𝑎𝑛𝑡=1

 ,                                         (6.1) 

where 𝐶𝑆 is colony size, ∆𝜏𝑖𝑘
𝑎𝑛𝑡 =

𝑄

𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑚𝑒𝑎𝑠𝑢𝑟𝑒
 and is calculated based on the 

quality of the solution found by each ant; 𝜌 is evaporation rate, and 𝑄 is a user 

determined parameter that affects the amount of pheromone deposited. 

To find better solutions for the complex problem defined in Chapter 4, ABACO/S is 

enhanced with 10 different heuristics, most of them are commonly used in the literature. 

These heuristics will not be repeated here as they have already been explained in 

Chapter 5. 
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The topology of the proposed ant colony and the procedure of building a balancing 

solution are illustrated in Figure 6-4 and Figure 6-5. To provide a lean representation, 

only the first layer of paths and possible choices after task 1 are illustrated in Figure 6-4. 

 

Figure 6-4. The topology of the proposed ACO algorithm 

 

 

Figure 6-5. Building a balancing solution procedure of ABACO/S algorithm 

Each ant in the colony builds a balancing solution according to the procedure given in 
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mated-station, respectively). Each ant starts from a random line and side and forwards 

by assigning tasks from the available tasks list to the current position. The selection 

probability of a task by an ant is calculated using the following equation: 

𝑝𝑖𝑘 =
[𝜏𝑖𝑘]𝛼[𝜂𝑖]𝛽

∑ [𝜏𝑖𝑦]
𝛼

[𝜂𝑖]𝛽
𝑦𝜖𝑍𝑖

 ,                                                (6.2) 

where 𝑖, 𝑘, and 𝑍𝑖 indicate task, current workstation, and the list of candidate tasks 

when task 𝑖 is selected, respectively. 𝜏𝑖𝑘 and 𝜂𝑖 are the amount of virtual pheromone 

between task – workstation, and the heuristic information of task 𝑖 that comes from the 

randomly selected heuristic by each ant. This probability is calculated by each ant every 

time when a new task will be selected, and tasks having higher probability will most 

likely be selected and assigned by ants, primarily.  

To increase the possibility of obtaining well-balanced solutions, ants can change their 

sides at any time. But, it is not allowed to forward to another line or queue without 

filling the capacity of current mated-stations as long as there are available tasks. Also, it 

is allowed to assign tasks from the contrary side of the adjacent line if the station lies 

between two lines. If there is not any available task (caused by the inadequate capacity, 

interference, etc.), a solution is sought depending on the reason as seen in Figure 6-5. 

The flowchart of determining available tasks procedure is given in Figure 6-6. This 

process plays a critical role in the overall balancing and sequencing system. The reason 

is that the solution that will be obtained at the end of the balancing and sequencing 

procedure must be feasible in terms of different product model sequences, which change 

at every production cycle. That is why workloads of workstations and earliest starting 

times of tasks (caused by precedence relationships) must be recorded for every single 

production cycle. This data is used when determining whether a task is available or not, 

and processing time of a candidate task is considered according to the actual product 

model at the relevant cycle. Therefore, the processing time of a task for the relevant 

product model must be equal to or less than the remaining capacity at every production 

cycle. Also, earliest starting times of tasks must be considered carefully as they may 

differ from one cycle to another caused by the tasks’ processing time differences 

depending on the assembled product model on the line. 
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Figure 6-6. The procedure of determining available tasks 
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a task equals ‘0’ time units, it means that this task is not required to be performed for 

this product model. 

Table 6-1. Task times (before normalisation) and relevant data for the numerical example 

Task 

no 

Line I (P12)   Line II (P16)  

A B C Side 
Immediate 

predecessors 
 D E F Side 

Immediate 

predecessors 

1 4 2 6 L -  5 7 4 E - 

2 8 10 7 R -  0 4 0 E - 

3 3 5 3 E -  5 10 7 L 1 

4 4 2 0 L 1  4 8 2 E 1 

5 3 1 2 E 2  3 4 8 R 2 

6 1 6 0 L 3  1 2 3 L 3 

7 2 0 2 E 4, 5  7 1 6 E 4, 5 

8 5 6 6 R 5  4 4 5 E 6, 7 

9 4 4 2 E 5, 6  2 2 1 R 7 

10 2 5 0 E 7, 8  3 3 4 R 7 

11 2 9 5 E 9  5 7 4 E 8 

12 3 5 1 R 11  1 6 5 L 9 

13 - - - - -  4 4 6 E 9, 10 

14 - - - - -  5 2 3 E 11 

15 - - - - -  0 4 1 E 11, 12 

16 - - - - -  5 3 5 E 13 

 

Product models A, B and C are assembled on Line I while product models D, E and F 

are assembled on Line II. If demands are assumed 𝐷1𝐴 = 8, 𝐷1𝐵 = 8, 𝐷1𝐶 = 16, 𝐷2𝐷 =

8, 𝐷2𝐸 = 8 and 𝐷2𝐹 = 8  for a planning horizon of 480 time units; cycle times are 

calculated as 𝐶1 = 480/(8 + 8 + 16) = 15 and 𝐶2 = 480/(8 + 8 + 8) = 20 time 

units; and minimum part sets are calculated as 𝑀𝑃𝑆1 = (8/8, 8/8, 16/8) = (1, 1, 2) 

and 𝑀𝑃𝑆2 = (8/8, 8/8, 8/8) = (1, 1, 1) for Line I and Line II, respectively. This 

means 12 different production cycles are subject to consideration for each product 

model sequence. The number of possible product model sequences for Line I is 

4!
(1! × 1! × 2!)⁄ = 12 and for Line II is 3!

(1! × 1! × 1!)⁄ = 6. Thus, 12 × 6 = 72 

different combinations of product model sequences must be tried in the case of 

combinatorial sequencing being selected. If random model sequencing is selected by the 

user, assuming that the number of sequences is determined as 18, 18 arbitrarily selected 

product model sequences will be tried out of 72 different combinations. 
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As the cycle times of the lines are different, the LCM based approach (Gökçen et al., 

2006, Ozcan et al., 2010b) addressed in Chapter 2 is used. Line divisors (𝑙𝑑ℎ) are 

obtained as 𝑙𝑑1 = 𝐿𝐶𝑀(𝐶1, 𝐶2)/𝐶1 = 4 and 𝑙𝑑2 = 𝐿𝐶𝑀(𝐶1, 𝐶2)/𝐶2 = 3. Then, task 

times of product models on Line I and Line II are multiplied by 𝑙𝑑1 and 𝑙𝑑2, 

respectively, and 𝐿𝐶𝑀(𝐶1, 𝐶2) is accepted as the common cycle time (𝐶). These 

normalised task times and common cycle time are used while balancing the lines. 

As in the previous chapter, to provide more compact and easily understandable results, 

the following objective function is used when solving the example problem in this 

section and the test cases in the following sub-section: 

𝑀𝑖𝑛 𝑍 = 𝛾1𝐿𝐿 + 𝛾2𝑁𝑆 ,                                                (6.3) 

where 𝐿𝐿 and 𝑁𝑆 indicate the length of the lines and the total number of workstations, 

respectively, for which the calculations have already been presented in Section 5.3. 

 

Figure 6-7. Interactions between agents on the multi-agent architecture of the proposed method 
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colony of the first product model sequence (𝐶𝐶𝐵𝐴 − 𝐹𝐷𝐸)  as it is not possible to show 

all of the steps of the solution procedure on a single figure. Facilitator agent invokes the 

SA until twenty product model sequences are completed and solution with the best 

performance measure is designated as the solution of the problem at the end of this 

process. 

Task assignment order of the algorithm is shown in Figure 6-8 for the best solution 

found with product model sequences of 𝑀𝑆1 = (𝐴𝐶𝐶𝐵) and 𝑀𝑆2 = (𝐸𝐹𝐷) on Line I 

and Line II, respectively. Arrows symbolise the assignment order of tasks across the 

lines. An ant starts assigning tasks from a randomly selected line and side (Line I side R 

in this example), and selects a task from the list of available tasks to assign to the 

current position. Then, the ant stays in the current side or changes side based on a 

random decision and selects another task from the updated list of available tasks for 

assignment. If the capacity is full or there is not any available task to assign for the 

current line, the line is changed and tasks are assigned to the new workstations on the 

new line using a similar procedure. As could be seen from the figure, task 12 

(highlighted with asterisk*) belonging to the product models assembled on Line I is 

assigned to a multi-line station on Line II in the given sample solution of the problem.  

 

Figure 6-8. Assignment order of tasks for the given example 
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could be investigated if the algorithm was run for more than 20 product model 

sequences. However, it was considered enough as this is just for an illustration. 

Table 6-2. Obtained solutions with different product model sequences for the given example 

# 
Product model sequences  Best solution Average 

objective 

Maximum 

objective Line I Line II  LL NS Objective 

1 CCBA FDE  3 9 15 17.85 23 

2 CACB FED  3 9 15 17.76 22 

3 ACBC DFE  3 9 15 17.62 22 

4 CCAB FDE  3 8 14 17.75 22 

5 CABC FED  3 9 15 18.00 22 

6 ABCC EFD  3 9 15 17.72 22 

7 CABC DFE  3 9 15 17.63 23 

8 CBCA FED  3 9 15 17.76 22 

9 CBCA FDE  3 9 15 17.73 24 

10 BACC DFE  3 9 15 17.75 22 

11 BACC FDE  3 9 15 17.72 23 

12 ABCC EDF  3 9 15 17.89 22 

13 CACB DEF  3 9 15 17.78 22 

14 CBAC FDE  3 9 15 17.73 23 

15 CBAC EDF  3 9 15 17.81 23 

16 CBCA DEF  3 9 15 17.73 23 

17 CCAB EFD  3 9 15 17.92 23 

18 CABC EFD  3 9 15 17.87 23 

19 CBCA EDF  3 9 15 17.82 22 

20 ACCB EFD  2 8 12 17.63 23 

 

Figure 6-9 depicts the convergence of the performance measures, i.e. the total number 

of utilised workstations, line length and objective value, for the given example (where 

𝛾1 = 2, and 𝛾2 = 1). As could be seen from Figure 6-9a, the total number of utilised 

workstations reduces from 12 to 9 dramatically with the first product model sequence 

(CCBA-FDE) given in Table 6-2, and reduces to 8 consequently. However, the line 

length remains the same (3 units) until the last as well as the best product model 

sequence (ACCB-EFD) among the obtained solutions when it reduces to 2 (Figure 

6-9b). The curve of the objective function is mainly affected by the total number of 

utilised workstations till the last product model sequence and reaches the minimum with 
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the reduction in the length of the line (Figure 6-9c). These graphs exhibit the effect of 

model sequencing on the quality of the obtained line balance, once again. 

 

Figure 6-9. The convergence of the performance measures for the given example 

 

 Computational Experiments 

The performance of the developed approach is compared against three heuristics 

gathered from the literature. Test cases are solved using the developed ABACO/S 

algorithm to evaluate the performance of the proposed approach. The test cases 
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generated in Chapter 5 from the combination of commonly used test problems are 

solved using ABACO/S in this chapter. Product model demands and cycle times of the 

lines, which were generated in accordance with the original problem data in the 

previous chapter, are given in Table 6-3. To remind, no change is made for the 

precedence relationships diagrams and they are considered as the same as the original 

problems (e.g. P9, P24, etc.). 

There is no comparable result available in the literature. Therefore, three heuristics 

(COMSOAL, Ranked Positional Weight Method - RPWM, and Maximum Number of 

Successors - MNS), which are commonly used in different formats in the literature to 

solve various line balancing problems, are also developed to solve the same test cases 

with ABACO/S. The heuristics designed here use the same balancing/sequencing 

procedures with ABACO/S. The only difference is that each heuristic applies its own 

rule to select and assign tasks to the workstations. 

Table 6-3. Data for test cases 

Test 

case 

Problem  Cycle time  Demands Line I   Demands Line II  

Line I Line II  Line I Line II  A B C  D E F 

1 P9 P9  4 7  40 20 10  20 10 10 

2 P9 P9  6 5  20 20 10  15 30 15 

3 P9 P12  5 8  40 20 20  20 20 10 

4 P9 P12  7 6  15 15 30  20 10 40 

5 P12 P12  4 5  20 10 20  10 20 10 

6 P12 P12  6 5  20 10 20  30 15 15 

7 P12 P16  9 12  10 20 10  10 10 10 

8 P12 P16  10 12  20 20 20  10 20 20 

9 P16 P16  12 15  10 20 20  20 10 10 

10 P16 P16  16 14  10 40 20  40 20 20 

11 P16 P24  14 16  40 20 20  40 20 10 

12 P16 P24  16 18  15 45 30  20 40 20 

13 P24 P24  15 20  20 10 10  10 10 10 

14 P24 P24  25 20  10 20 10  10 20 20 

15 A65 A65  300 480  40 20 20  20 10 20 

16 A65 A65  420 360  15 15 30  20 40 10 

17 A65 B148  405 810  10 5 5  4 4 2 

18 A65 B148  675 540  20 10 10  10 20 20 

19 B148 B148  255 510  5 10 5  2 4 4 

20 B148 B148  425 340  20 10 10  20 20 10 

21 B148 A205  510 1020  10 5 15  3 6 6 

22 B148 A205  600 1200  6 3 3  2 2 2 

23 A205 A205  1200 1200  10 10 10  10 10 10 

24 A205 A205  1000 2000  15 5 10  5 5 5 
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A 3.1 GHz Intel CoreTM i5-2400 CPU computer is used to run ABACO/S and three 

heuristics coded in JAVATM Standard Edition 7u4 environment. The parameters of 

ABACO/S are chosen through a set of experimental tests for a high-quality solution and 

may differ from one problem to another. This is why the search space grows 

exponentially and the complexity increases with the increasing number of tasks. For test 

heuristics (COMSOAL, RPWM and MNS), 15, 20 and 40 randomly selected product 

model combinations were tried for test cases #1–#6, #7–#14 and #15–#24, respectively. 

The best solution was taken after the algorithm was run 20 times for each product model 

sequence for the test cases #1–#10; and 30 times for each product model sequence for 

the test cases #11–#24. For ABACO/S, initial pheromone level, colony size, the number 

of iterations, the number of random product model sequences tried and other parameters 

were set in accordance with the increasing problem size (see Table 6-4). 

Table 6-4. Parameters of the ABACO/S 

Test 

case 
𝛼 𝛽 𝜌 𝑄 

Initial 

pheromone 

Colony 

size 

Number of 

iterations 

Number of 

sequences 

1-6 0.1 0.2 0.1 50 10 10 10 15 

7-14 0.1 0.2 0.1 50 15 20 20 20 

15-24 0.1 0.2 0.1 50 20 30 30 40 

 

Table 6-5 exhibits the results obtained by ABACO/S and three heuristics for test cases 

(the user defined parameters in the objective function are considered as 𝛾1 = 2, and 

𝛾2 = 1). Test cases are solved under various cycle time constraints with different 

product model demands and obtained results are compared with respect to line lengths 

(LL), number of workstations (NS), and objective values (OBJ). As can be seen from the 

results table, it is possible to have balancing solutions with the same performance 

measures for different product model sequences. For example, all four approaches find 

balancing solutions with the same performance measures (𝐿𝐿 = 3, 𝑁𝑆 = 9, and 𝑂𝐵𝐽 =

15) for different product model sequences in test case #2. 

According to the computational results, COMSOAL finds good solutions for small-

sized test cases but not large-sized ones. The overall performances of RPWM and MNS 

vary while MNS finds a better solution than others for the test case #17. The algorithms 

find similar solutions, even same for some cases such as #2 and #6–#9.   
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Table 6-5. Computational results 

 COMSOAL RPWM MNS ABACO/S 

# LL NS OBJ 
Model sequence  

Line I – Line II 
LL NS OBJ 

Model sequence  

Line I – Line II 
LL NS OBJ 

Model sequence  

Line I – Line II 
LL NS OBJ 

Model sequence  

Line I – Line II 

1 3 10 16 CBAAAAB-EDDF 4 11 19 BABACAA-EDFD 3 11 17 AAABCAB-EDDF 3 10 16 AABAABC-FDED 

2 3 9 15 AACBB-DEEF 3 9 15 BACAB-EDEF 3 9 15 BBAAC-EDFE 3 9 15 CAABB-EDFE 

3 3 8 14 BACA-EEDDF 3 9 15 BAAC-DEEFD 3 8 14 CBAA-DDFEE 3 8 14 AABC-DEFDE 

4 2 8 12 BCAC-FEDFDFF 3 9 15 CCAB-FFDEDFF 3 9 15 BACC-FDDFFEF 2 8 12 BCAC-DFFFFED 

5 4 13 21 BACAC-DFEE 4 13 21 CCABA-DEEF 4 13 21 CCAAB-FEED 4 12 20 CCAAB-EDEF 

6 3 10 16 ABACC-EDFD 3 10 16 CBCAA-FDDE 3 10 16 ACBAC-DFED 3 10 16 ABACC-DFDE 

7 7 17 31 BCAB-DEF 7 17 31 ABCB-DFE 7 17 31 CABB-FDE 7 17 31 ACBB-CBA 

8 7 17 31 ABC-FEEFD 7 17 31 CAB-EFDFE 7 17 31 BCA-FEFDE 7 17 31 BCA-DEFFE 

9 7 23 37 ACCBB-EDDF 7 23 37 ABBCC-FDED 7 23 37 ACCBB-FEDD 7 23 37 CABCB-EFDD 

10 7 21 35 ABBCCBB-EDDF 7 20 34 ABCBBCB-DEDF 7 21 35 ACBCBBB-DEDF 7 20 34 CCBBABB-DEFD 

11 7 22 36 BCAA-DEFDDED 6 24 36 BCAA-EEDFDDD 7 23 37 BACA-DDFDEDE 6 22 34 ABAC-EFDEDDD 

12 5 18 28 BCBACB-EDFE 5 18 28 CBABBC-FDEE 5 17 27 BCBCAB-FEDE 5 17 27 BBCCBA-FEDE 

13 6 20 32 ACAB-FED 6 21 33 AACB-DFE 6 20 32 CABA-DEF 5 19 29 ABCA-EFD 

14 4 15 23 BACB-FEFDE 4 15 23 CBBA-FFEDE 4 14 22 CABB-FDFEE 4 14 22 CABB-EFEFD 

15 12 43 67 ABAC-DFDFE 11 39 61 BACA-DFEFD 12 40 64 BCAA-DEDFF 11 38 60 BACA-EFFDD 

16 10 40 60 ACCB-FEEDDEE 10 38 58 CCAB-DEDEFEE 10 38 58 CABC-FEEEDDE 10 37 57 CBCA-FDEEDEE 

17 9 33 51 CAAB-DDFEE 9 32 50 AABC-EDEFD 9 31 49 BACA-FDEDE 9 32 50 AABC-EEDFD 

18 10 35 55 AACB-FDFEE 9 31 49 ABAC-EEFDF 10 32 52 AABC-FFEED 9 31 49 ACBA-EFFED 

19 23 72 118 CABB-EFEDF 21 69 111 ABBC-FEEFD 21 68 110 BABC-EFFED 18 65 101 ABCB-EEFDF 

20 17 62 96 ABAC-DEDFE 16 60 92 BCAA-DDEEF 16 59 91 ACBA-FDEED 15 58 88 BACA-DEDEF 

21 19 67 105 ABCCAC-EDEFF 18 61 97 CACACB-EEFFD 18 62 98 CCAABC-FEFED 17 61 95 BCAACC-EFEFD 

22 17 57 91 BACA-EFD 15 54 84 BAAC-FED 16 53 85 CAAB-FDE 15 53 83 AACB-FDE 

23 18 70 106 ABC-FED 16 63 95 BAC-EDF 16 63 95 CBA-EDF 16 62 94 ACB-FED 

24 19 64 102 ACCBAA-FDE 17 61 95 BACCAA-DEF 17 60 94 BACAAC-FED 17 59 93 CBCAAA-FED 
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 Table 6-6. Comparison of results obtained by ABACO and ABACO/S 

A
B

A
C

O
 

Test case 1 2 3 4 5 6 7 8 9 10 11 12 

LL 4 3 3 3 4 3 7 7 7 7 7 5 

NS 12 11 10 10 14 11 18 18 25 21 25 19 

OBJ 20 17 16 16 22 17 32 32 39 35 39 29 

Test case 13 14 15 16 17 18 19 20 21 22 23 24 

LL 7 5 14 13 11 12 24 20 22 19 21 22 

NS 24 17 49 46 40 41 85 77 79 67 81 76 

OBJ 38 27 77 72 62 65 133 117 123 105 123 120 

A
B

A
C

O
/S

 

Test case 1 2 3 4 5 6 7 8 9 10 11 12 

LL 3 3 3 2 4 3 7 7 7 7 6 5 

NS 10 9 8 8 12 10 17 17 23 20 22 17 

OBJ 16 15 14 12 20 16 31 31 37 34 34 27 

Test case 13 14 15 16 17 18 19 20 21 22 23 24 

LL 5 4 11 10 9 9 18 15 17 15 16 17 

NS 19 14 38 37 32 31 65 58 61 53 62 59 

OBJ 29 22 60 57 50 49 101 88 95 83 94 93 

 

With the increasing task numbers of the test cases, ABACO/S finds better solutions than 

others; see test cases #5, #11, #13, #15, #16 and #19–#24. Therefore, it is observed that 

ABACO/S finds solutions better than or equal to those found by the three heuristics 

except one test case (test case #17, in which the best solution is investigated by the 

MNS for).  

Consequently, the results indicate that the developed algorithm has a good solution 

capacity for the MPTALB/S problem and outperforms the three heuristics for the 

experimented test cases in this research. The effect of solving model sequencing and 

line balancing problems simultaneously could also be distinguished easily when the 

results obtained by ABACO/S in this chapter are compared to those obtained by 

ABACO in Chapter 5. 

Table 6-6 gives the comparison of situations when the model sequencing problem is 

simultaneously considered (see ABACO/S column) and when it is not considered (see 

ABACO column), for the same test cases. In the table, the ABACO row denotes the 

results obtained in the previous chapter where only the line balancing problem is solved 

by utilising multi-line stations. On the other hand, the ABACO/S row reports results 

from the ABACO/S where the model sequencing problem was integrated to the line 

balancing problem by considering multi-line stations. At first glance, there is no doubt 
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that the solutions found by ABACO/S are better than those obtained by ABACO for the 

same test cases. Although the solutions of ABACO have more flexibility and may suit 

any product model sequence launched, more efficiency is provided and operator 

requirements are minimised in the solutions of ABACO/S. Please note that a more 

comprehensive analysis and discussion of these results will be provided in Chapter 8. 

 

 Chapter Summary 

This chapter proposed a novel algorithm to cope with the changing product model 

sequences at every production cycle of the lines. For that purpose, a new agent was 

deployed to generate all possible product model sequences and to launch a new one 

among them when requested, unlike the method used in the previous chapter (for 

ABACO). Existing balancing agent was modified to carefully consider the processing 

time of the particular task which belongs to the product model being assembled on the 

line at that time. 

The performance of the algorithm was enhanced with the integrated heuristics, each of 

which is a commonly used individual technique in this domain. To build a complete 

solution, different programme scripts (called agents) collaborate with each other. 

Initialisation and associated calculations are carried out by facilitator agent and planning 

agents. The sequencing agent generates different model sequencing patterns and 

balancing agent releases ant colonies to build solutions in accordance with the generated 

patterns. A numerical example was given to explain the calculation of initial parameters 

and solution building procedures of the algorithm. A couple of results were provided 

with different product model sequences for the same example problem. The multi-agent 

architecture of the ABACO/S algorithm was also presented with an example. 

To compare the performance of the proposed algorithm in solving the MPTALB/S 

problem, 24 test problems were solved with ABACO/S and with three heuristics, 

respectively, and the results were reported. The results indicated that ABACO/S 

outperforms other heuristics in terms of the performance measures sought. 

Moreover, a comparison was provided between balancing the mixed-model parallel 

two-sided assembly lines with and without the simultaneous model sequencing problem. 

It was found that considering the model sequencing problem together with the line 

balancing problem provides advantages, such as minimising the required number of 
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operators and line length. Thus, it was demonstrated that the sequence of product 

models is a significant factor that affects the efficiency of the lines as well as task 

sequencing. As processing times of tasks may vary from one product model to another, 

the sequence of product models on the line influences the availability of operators, who 

perform their jobs in multi-line workstations. This is another practical finding of the 

research carried out within the scope of this research. 
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 Chapter Introduction 

This chapter proposes ways to robustly solve the MPTALB/S problem and to increase 

the quality of the solutions obtained further on the developed ABACO/S approach, 

which considers changing product model combinations from one production cycle to 

another. A GA-based model sequencing procedure is depicted to be integrated with the 

ABACO/S and to enhance its model sequencing mechanism. A brief background on the 

hybridisation of GA and ACO algorithms is given in Section 7.2. The proposed 

ABACO/S-GA solution method is depicted in Section 7.3 and Section 7.4 by 

illustrating its component architecture and the main module characteristics. A numerical 

example is given in Section 7.5 to simulate the solution building procedure of the 

algorithm and the evolution of chromosomes while the quantitative assessment of the 

performance of the developed algorithm through test problems is provided in Section 

7.6. Finally, Section 7.7 concludes the chapter with a brief summary. 

 

 Brief Background 

In the ABACO/S presented in Chapter 6, the user is allowed to choose between two 

different schemes provided for the determination of product model sequences: (i) 

combinatorial sequencing and (ii) random sequencing. If combinatorial sequencing is 

chosen, the algorithm generates all possible product model sequences for assembly lines 

and tries each product model sequence combination one-by-one. If the second option 

(random sequencing) is chosen by the user, the algorithm tries a user defined number of 

random product model sequences. While the former option increases the possibility of 

obtaining a well-balanced solution, the latter one returns solutions faster than the other. 

Therefore, a model sequencing mechanism is needed to find a balance between these 

two options and to obtain good quality solutions in a reasonable computational time. 

For this aim, a GA-based model sequencing procedure is integrated to the ABACO/S 

and a new hybrid agent based ant colony optimisation – genetic algorithm (ABACO/S-

GA) approach is proposed for the solution of MPTALB/S problem in this chapter.  

ACO and GA are well-known and widely applied meta-heuristics in solving 

combinatorial optimisation problems, and engineering optimisation problems in 

particular. While ACO mimics the foraging behaviour of real ant colonies in nature, GA 
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mimics the natural selection and evolution of individuals (Costa et al., 2014, Ugarte et 

al., 2011). The basic principles of ACO and GA are laid down by Dorigo et al. (1996) 

and Holland (1975), respectively. Since then, these two meta-heuristics attracted 

researchers and have been enhanced in terms of solution capacity and efficiency. Recent 

advances could be found from Cordon et al. (2002) and Blum (2005) for the ACO 

technique; and Srinivas and Patnaik (1994) and Li et al. (2011b) for the GA technique. 

Moreover, Tasan and Tunali (2008) reviewed current applications of GAs in assembly 

line balancing domain.  

ACO and GA have been hybridised successfully for a wide range of problems, such as 

Lee et al. (2008), Chen and Chien (2011), Li et al. (2011a), and Akpinar et al. (2013). 

Among these hybridisation attempts, the method of Akpinar et al. (2013) was used to 

solve mixed-model assembly line balancing problem with sequence dependent setup 

times between tasks. The algorithm proposed by Akpinar et al. (2013) aimed at 

enhancing the solution building procedure of ACO by incorporating GA as a local 

search strategy.  

Based on this motivation, GA is integrated to the ABACO/S to enhance the capability 

of the algorithm while decreasing the needed computational effort. In the following sub-

sections, the ABACO/S-GA approach developed in this research will be described.  

 

 The outline of Proposed Approach 

ABACO/S-GA consists of four-level agents: planning agent (PA), facilitator agent 

(FA), sequencing agent (SA), and balancing agent (BA), which interact with each other 

to solve the problem collectively. The algorithm systematically explores less number of 

workstations and shorter line length to find a balancing solution for different candidate 

product model sequences generated by the integrated GA mechanism in SA. For each 

candidate product model sequence, ACO algorithm attempts to find the best task 

assignment. The outline of the developed algorithm is depicted in Figure 7-1. 

The input data (e.g. task times, precedence relationships, product model demands, etc.), 

algorithmic parameters (e.g. ACO parameters such as 𝛼, 𝛽, 𝜌, etc.; GA parameters such 

as population size, crossover rate, mutation rate, etc.), and user preferences (such as 

objective function weights) are read by the FA and the algorithm is initialised. 
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Figure 7-1. The outline of the ABACO/S-GA approach 

Intermediate parameters (i.e. greatest common divisors of product model demands, least 

common multiple of cycle times) are calculated and data is processed (e.g. task times 

are normalised, common cycle time is calculated, minimum part sets are determined, 

etc.) to make it ready for using by other programme components. The initial population 

is generated by SA, where each chromosome represents a complete product model 

sequence. SA requests fitness evaluation of the chromosomes in the population from the 

BA. BA employs ACO to build balancing solutions for given chromosomes. The fitness 

value of each balancing solution, which corresponds to the objective function value of 

each individual, is calculated using Equation (5.3) – Equation (5.5) presented in Chapter 

5 and returned to SA. The best balancing solution which gives the best fitness value for 

each chromosome (or product model sequence) is selected as the best solution for this 

chromosome. Genetic operators perform crossover and mutation procedures for the 

selected chromosomes and the fitness values of the newly obtained children (formed 
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after crossover procedure) and mutants (formed after mutation procedure) are evaluated 

by the BA again. The new generation is shaped by replacing the worst chromosomes 

with the best ones among the children and mutants (if any). Genetic operations are 

performed again for the selected individuals in the population and the new generation is 

formed in accordance with their fitness values (or objective function values). This cycle 

is repeated until a predetermined number of iterations are exceeded. The best solution is 

updated if a better solution is found during this cycle and is shown when the algorithm 

stops. The procedures of the GA (for model sequencing) are explained in the following 

sub-sections in more detail. Please note that the procedures of ACO, building a 

balancing solution, and determining available tasks used for line balancing will not be 

repeated here as they were already presented comprehensively in Chapter 6. 

 

 GA for Model Sequencing 

The simulation of the employed GA is given in Figure 7-2. Initial population is 

generated by building up feasible chromosomes randomly, considering the number of 

chromosomes that the population must have (population size). A chromosome is made 

up with the ordered product model types according to the demand and minimum part 

sets calculated. To build a feasible chromosome, product model types that belong to 

Line I are located to the head of the chromosome while product model types for Line II 

are allocated to the tail of the chromosome. Each product model appears on the 

chromosome as the number of times it shows up in the product model sequence (𝑀𝑆ℎ). 

Thus, chromosome length equals to the sum of the length of the product model 

sequences produced on both of the lines. A chromosome sample for a given product 

model sequence of 𝑀𝑆1 = 𝐴𝐶𝐴𝐵 and 𝑀𝑆2 = 𝐸𝐷𝐷𝐹𝐸 is exhibited in Figure 7-3. 

For the evolution of the individuals, one-point crossover and two-gene mutation 

operators are applied on randomly selected chromosomes from the population. Figure 

7-4 represents the running principle of crossover procedure used in the algorithm. The 

place where the product models belonging to Line I finishes and the product models of 

Line II starts is determined as the cutting point of the chromosome and the head and tail 

parts of the parent chromosomes are matched crosswise to acquire new offspring. 
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Figure 7-2. Simulation of the employed GA 

 

 
 

Figure 7-3. Representation of a real-coded chromosome sample 

 

Mutation procedure is conducted by swapping two randomly selected genes within the 

same zone which is split by the cutting point. In other words, if a gene is selected before 

the cutting point, it is swapped by another randomly selected gene before the cutting 

point, or vice versa (see Figure 7-5). 
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Figure 7-4. Illustration of the single point crossover procedure 

 

 

Figure 7-5. Mutation with random two genes exchange; (a) before the border, and (b) after the 

border 

 

 Numerical Example 

A numerical example is given in this section to illustrate the model sequencing 

procedure of the developed approach in detail.  

 Problem data 

Problem data is taken from Section 6.3 but a different solution approach is applied on it 

and a different result is obtained. To remember, two different precedence relationship 

diagrams, P12 (Kim et al., 2000c) and P16 (Lee et al., 2001), have been taken into 

account for two parallel two-sided assembly lines (P12 for Line I and P16 for Line II). 

Each of these diagrams were assumed common among three different product models of 

a product on each line; i.e. product models A, B and C on Line I; and product models D, 

E and F on Line II. For a fixed planning horizon of 480 time units, demands were 
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assumed 𝐷1𝐴 = 8, 𝐷1𝐵 = 8, 𝐷1𝐶 = 16, 𝐷2𝐷 = 8, 𝐷2𝐸 = 8 and 𝐷2𝐹 = 8. The initial 

computations will not be repeated here in details as they have already been provided in 

Section 6.3. 

As explained in the previous chapter, cycle times could be computed as 𝐶1 = 15 and 

𝐶2 = 20 time units, for Line I and Line II, respectively. The LCM based approach, 

proposed by Gökçen et al. (2006), is used due to cycle time differences between the 

lines. 𝐿𝐶𝑀(𝐶1, 𝐶2) = 60 is considered as the common cycle time (𝐶 = 60) for both 

lines and line divisors of the lines (𝑙𝑑ℎ) are obtained as 𝑙𝑑1 = 𝐿𝐶𝑀(𝐶1, 𝐶2)/𝐶1 =

60/15 = 4 and 𝑙𝑑2 = 𝐿𝐶𝑀(𝐶1, 𝐶2)/𝐶2 = 60/20 = 3. Task times of product models on 

Line I and Line II are normalised by being multiplied with 𝑙𝑑1 and 𝑙𝑑2, respectively. 

Table 7-1 provides the problem data with normalised task times that will be used while 

balancing the lines. 

Table 7-1. Problem data with normalised task times 

 Line I (P12)   Line II (P16)  

Task 

no 

Processing time 
Side 

Immediate 

predecessor(s) 
 

Processing time 
Side 

Immediate 

predecessor(s) A B C D E F 

1 16 8 24 L -  15 21 12 E - 

2 32 40 28 R -  0 12 0 E - 

3 12 20 12 E -  15 30 21 L 1 

4 0 8 16 L 1  12 24 6 E 1 

5 12 4 8 E 2  9 12 24 R 2 

6 4 24 0 L 3  3 6 9 L 3 

7 8 0 8 E 4, 5  21 3 18 E 4, 5 

8 20 24 24 R 5  12 12 15 E 6, 7 

9 16 16 8 E 5, 6  6 6 3 R 7 

10 8 20 0 E 7, 8  9 9 12 R 7 

11 8 36 20 E 9  15 21 12 E 8 

12 12 8 4 R 11  3 18 15 L 9 

13 - - - - -  12 12 18 E 9, 10 

14 - - - - -  15 6 9 E 11 

15 - - - - -  0 12 3 E 11, 12 

16 - - - - -  15 9 15 E 13 

 

Based on the product model demands, minimum part sets are 𝑀𝑃𝑆1 = (1, 1, 2) and 

𝑀𝑃𝑆2 = (1, 1, 1) for Line I and Line II, respectively. According to the minimum part 

sets on the lines, the number of possible product model sequences for Line I and Line II 

are 𝑇𝑆1 = 4! (1! × 1! × 2!)⁄ = 12 and 𝑇𝑆2 = 3! (1! × 1! × 1!)⁄ = 6. This means that 

12 × 6 = 72 different combinations of product model sequences must be tried if 
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combinatorial sequencing is selected by the user. Finally, the number of different 

production cycles subject to consideration for each product model sequence is 12. 

 Simulation of the solution procedure and its interpretation 

The algorithm is run using the parameters given in Table 7-2. Initial population and 

evolution of the chromosomes for the first and the last generations of the population are 

briefly simulated in Table 7-3 and Table 7-4, respectively. 

Table 7-2. Parameters used to solve the example problem 

A
C

O
 

𝛼 𝛽 𝜌 𝑄 
Initial 

pheromone 

Colony 

size 

Number of 

colonies 

0.1 0.2 0.1 50 10 10 5 

        

G
A

 Population 

size 

Crossover 

rate 

Mutation 

rate 

Number of 

iterations 

10 0.4 0.1 10 

 

Table 7-3. Initial population 

Chromosome Obtained best line balance for the chromosome determined Fitness 

C A B C E F D [[1, 6, 4], [3, 2], [2, 1], [5, 4, 7], [5, 9, 10], [8, 7, 12], [3, 6, 8], [9, 10, 

13, 16], [], [11, 12], [11, 14, 15], []] 

16 

C A B C F E D [[1, 6, 4], [3, 2], [1, 4, 7], [2, 5, 9], [5, 11], [9, 7, 8], [3, 6, 12], [10, 13, 

16, 8],
[], [10, 12], [11, 15, 14], []] 

16 

C C A B D F E [[3, 1, 6, 4, 7], [2, 5], [2, 3, 6], [1, 4, 5, 7], [], [9, 11, 12], [8, 11, 13], 

[10, 14,
9], [], [8, 10], [16, 12, 15], []] 

15 

C C A B F D E [[1, 4, 3, 6], [2, 5, 7], [1, 4, 7], [2, 5, 10], [9, 11], [8, 10, 12], [3, 6, 8, 

16], [9, 13], [], [], [11, 14, 12, 15], []] 

15 

C A C B F D E [[6, 1, 4], [3, 2], [2, 3, 6], [1, 5, 4, 7], [9, 11], [5, 8, 7, 10, 15], [8, 12, 

16], [10, 9, 11, 13, 14], [], [12], [], []] 

15 

C B C A D E F [[1, 4, 3, 6, 7], [2, 5], [1, 3, 6], [2, 5, 4, 7, 10], [11], [9, 8, 10], [8, 12, 

14, 12],
[9, 11, 15, 13], [], [], [16], []] 

15 

C A B C F D E [[3, 1, 6, 4, 7], [2, 5], [4], [2, 1, 5, 7], [9, 11], [8, 10, 12], [3, 12, 6], [9, 

10, 13, 16], [], [], [8, 11, 15, 14], []] 

15 

C B A C D E F [[3, 6, 1, 4, 7], [2, 5, 9], [1, 3, 6, 7], [2, 4, 5], [11], [8, 10, 12], [8, 11, 

14, 12], [10, 9, 13, 16], [], [], [15], []] 

15 

C A B C E F D [[3, 1, 6, 4], [2, 5, 7], [1, 3, 6], [2, 4, 5, 7], [9, 10], [8, 11], [8, 12, 15, 

16], [9, 10, 11, 13, 14], [], [12], [], []] 

15 

C C A B E D F [[3, 6, 1, 4, 7], [2, 5, 9], [4], [1, 2, 5, 7, 9], [11, 10], [8, 12], [12, 3, 6], 

[10, 13,
16], [], [], [8, 15], [11, 14]] 

16 
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The importance of line length in computing the fitness value is considered as double of 

that of the total number of utilised workstations (𝛾1 = 2, 𝛾2 = 1). As could be seen 

from Table 7-3, the line balancing solutions are given only for the chromosomes in the 

initial population. However, the fitness values of the chromosomes in the first and the 

last populations and the ones emerging from the crossover and mutation procedures in 

the first and the last iterations are given in Table 7-4.  

Table 7-4. Evolution of the chromosomes through generations 

New chromosomes after 

crossover and mutation 
Fitness 

 
Generation 1 after replacement of the 

worst chromosomes in the population 
Fitness 

C B A C F E D 15  C C A B D E F   12* 

C A B C D E F 15  C B A C F E D 15 

C C A B D E F 12  C C A B D F E 15 

C B C A F D E 16  C C A B F D E 15 

C A C B E F D 15  C A B C F D E 15 

C A B C F D E 15  C B C A D E F 15 

C C A B F D E 16  C A B C F D E 15 

C A B C D F E 15  C B A C D E F 15 

- -  C A B C E F D 15 

- -  C A B C D E F 15 

… …  … … 

New chromosomes after 

crossover and mutation 
Fitness 

 Generation 10 after replacement of 

the worst chromosomes in the 

population 

Fitness 

C C A B F E D 16  C C A B D E F   12* 

C B A C D E F 15  C B A C F E D 15 

C A B C F E D 16  C C A B D E F 15 

C B A C F E D 15  C C A B D E F 15 

C A B C E F D 15  C A B C F D E 15 

A C B C F E D 15  A B C C D E F 15 

C C A B E D F 16  C A B C F E D 15 

- -  C B A C F E D 15 

- -  A C B C E F D 15 

- -  C A B C D E F 15 

*Best chromosome: C C A B D E F (product model sequences - Line I: CCAB, Line II: DEF) 

Best line balancing solution:  

[[3, 1, 4, 6], [2, 5, 7], [1, 3, 6], [2, 5, 4, 7, 9], [9, 11], [8, 10, 12], [12, 11, 15, 14], [8, 10, 13, 16]] 

Best fitness: 12 (LL=2, NS=8) 

 

Each ant starts assigning tasks from a randomly selected line and side (see Figure 7-6). 

For this example, ant starts by assigning tasks belonging to product models produced on 

Line I (A, B and C) from left side and selects task 3 to assign from the list of tasks 

available for this position. Then, tasks 1, 4, and 6 are assigned one by one to this side 

before ant changes the side.  
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Figure 7-6. The task assignment configuration of the obtained best solution 

 

Figure 7-7. Convergence of the algorithm for the example problem by means of (a) objective 

value (fitness), (b) line length, and (c) total number of utilised workstations 
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Tasks 2, 5, and 7 are assigned to right side of the Line I and ant moves forward to left 

side of Line II to assign tasks belonging to produced product models on this line (D, E 

and F). Available tasks list is updated every time when a new task is assigned and if the 

capacity is full or there is no available task to assign for the current line, line is changed 

and tasks are assigned to the new workstations on the new line. This process continues 

until all tasks are assigned. 

The convergence of the algorithm is exhibited in Figure 7-7 by means of objective 

value, line length and the total number of required workstations. The algorithm is run 

for 10 iterations but the change in the performance measures while generating the initial 

population is also recorded and represented between iterations #0 and #1 in the figure. 

The algorithm calculates fitness values of the chromosomes in the initial population 

while generating them in iteration #0 and the best fitness value decreases from 16 to 15 

at this stage. Then it converges quickly and finds the best solution after crossover and 

mutation operations in the first iteration. One offspring (CCABDEF) is designated as the 

best individual at this stage and this situation remains the same until the last iteration. 

Then the algorithm reaches the maximum number of iterations at iteration #10 and is 

terminated with the best fitness value of 12. These graphs exhibit the effect of model 

sequencing procedure on the quality of the obtained line balance, once again. 

 

 Computational Experiments 

To assess the effect of the proposed GA-based model sequencing approach on the 

quality of the found solution, test bed problems are solved and compared with results 

obtained in the previous chapter. This section provides the test problem data first, 

followed by a comparison of the solutions obtained. 

 Test problem data 

A total of 24 test cases were generated by combining well-known test problems in the 

literature for mixed-model parallel two-sided assembly line balancing problem and 

MPTALB/S problem in Section 5.5 and Section 6.4, respectively. In this section, the 

same test cases are considered and solved using the developed hybrid ABACO/S-GA 

algorithm to evaluate its performance and observe the effect of the generated GA-based 

model sequencing procedure on the performance of the developed approach. Considered 
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precedence relationship diagrams (shown in the ‘Problem’ column), cycle times and 

product model demands for each line of the test cases are presented in Table 7-5. 

Table 7-5. Data for test cases 

Test 

case 

Problem Cycle time  Demands Line I  Demands Line II 

Line I Line II Line I Line II  A B C  D E F 

1 P9 P9 4 7  40 20 10  20 10 10 

2 P9 P9 6 5  20 20 10  15 30 15 

3 P9 P12 5 8  40 20 20  20 20 10 

4 P9 P12 7 6  15 15 30  20 10 40 

5 P12 P12 4 5  20 10 20  10 20 10 

6 P12 P12 6 5  20 10 20  30 15 15 

7 P12 P16 9 12  10 20 10  10 10 10 

8 P12 P16 10 12  20 20 20  10 20 20 

9 P16 P16 12 15  10 20 20  20 10 10 

10 P16 P16 16 14  10 40 20  40 20 20 

11 P16 P24 14 16  40 20 20  40 20 10 

12 P16 P24 16 18  15 45 30  20 40 20 

13 P24 P24 15 20  20 10 10  10 10 10 

14 P24 P24 25 20  10 20 10  10 20 20 

15 A65 A65 300 480  40 20 20  20 10 20 

16 A65 A65 420 360  15 15 30  20 40 10 

17 A65 B148 405 810  10 5 5  4 4 2 

18 A65 B148 675 540  20 10 10  10 20 20 

19 B148 B148 255 510  5 10 5  2 4 4 

20 B148 B148 425 340  20 10 10  20 20 10 

21 B148 A205 510 1020  10 5 15  3 6 6 

22 B148 A205 600 1200  6 3 3  2 2 2 

23 A205 A205 1200 1200  10 10 10  10 10 10 

24 A205 A205 1000 2000  15 5 10  5 5 5 

 

The algorithm is coded in JavaTM Standard Edition 7u4 environment and all test cases 

are solved using a PC with 3.1 GHz Intel CoreTM i5-2400 CPU and 4GB of RAM. The 

parameters of the algorithm are chosen experimentally in accordance with the scale of 

the test cases for a high-quality solution and are given in Table 7-6.  

The table provides the values of parameters alpha (𝛼), beta (𝛽), pheromone evaporation 

rate (𝜌), pheromone deposition parameter (𝑄), initial pheromone, colony size, and the 

number of iterations for the ACO algorithm; and population size, crossover rate, and 

mutation rate for the GA algorithm. The values of these parameters may differ from one 
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test instance to another to search the exponentially growing search space (with the 

increasing number of tasks and complexity) more effectively. 

Table 7-6. Parameters of the hybrid ABACO/S-GA approach 

A
C

O
 

Test cases 𝛼 𝛽 𝜌 𝑄 
Initial 

pheromone 

Colony 

size 

Number of 

colonies 

1-6 0.1 0.2 0.1 50 10 10 5 

7-14 0.1 0.2 0.1 50 15 20 10 

15-20 0.1 0.2 0.1 50 20 30 15 

 21-24 0.1 0.2 0.1 50 25 40 20 

G
A

 

Test cases Population size Crossover rate Mutation rate 

1-6 8 0.2 0.1 

7-14 10 0.4 0.2 

15-20 16 0.6 0.3 

 21-24 20 0.6  0.35 

 

 Results and comparison 

The main objective of the computational tests is to investigate in how many iterations 

the proposed approach finds the same solution with the ABACO/S results presented in 

Chapter 6 for the same cases. For this aim, the algorithm is run for designated 

parameters and available problem data for each test case and terminated when the same 

fitness value with ABACO/S is found. Obtained results are reported in the ABACO/S-

GA column of Table 7-7 where ABACO/S column gives the results from Chapter 6 for 

the purpose of comparison. The abbreviations LL, NS, and OBJ in Table 7-7 correspond 

to line length, number of workstations, and objective value, respectively (where the user 

defined parameters in the objective function are considered as 𝛾1 = 2, and 𝛾2 = 1). NI 

columns exhibit the number of iterations that ABACO/S and ABACO/S-GA algorithms 

are run. Based on the coding structure of ABACO/S, the number of sequences that the 

algorithm tried to find the best solution is considered as the number of iterations and is 

shown in the table (see column NI). For the ABACO/S-GA, NI column shows the 

number of iterations that the GA algorithm is run. In this column, ‘𝐼𝑃 + 𝑋’ represents 

the best solution is found in the 𝑋𝑡ℎ iteration after generating initial population. If 𝑋 =

0, then it means that the best solution is found while generating the random 

chromosomes for the initial population. This issue (obtaining the best solution while 

generating the initial population) is observed only for the small-sized test cases. 
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As could be seen from the table, it is clear that the same objective values are obtained 

with the same LL and NS values except test case #11. In this test case, the objective 

value of 34 is obtained with 𝐿𝐿 = 7, and 𝑁𝑆 = 20, different from the solution obtained 

by ABACO/S. Also, the same objective values are obtained with different product 

model sequences except test cases #7 and #13, for which the product model sequences 

are found as ACBB-FDE and ABCA-EFD, respectively. 

Table 7-7. Computational results 

# 

ABACO/S  ABACO/S-GA 

LL NS OBJ 
Best sequence  

Line I - Line II 
NI  LL NS OBJ 

Best sequence  

Line I - Line II 
NI 

1 3 10 16 AABAABC-FDED 15  3 10 16 BAAACBA-DEFD IP + 0 

2 3 9 15 CAABB-EDFE 15  3 9 15 AABCB-EDEF IP + 0 

3 3 8 14 AABC-DEFDE 15  3 8 14 BAAC-EDEDF IP + 0 

4 2 8 12 BCAC-DFFFFED 15  2 8 12 BACC-FEDFDFF IP + 1 

5 4 12 20 CCAAB-EDEF 15  4 12 20 BCCAA-EFED IP + 1 

6 3 10 16 ABACC-DFDE 15  3 10 16 CBCAA-EDFD IP + 1 

7 7 17 31 ACBB-FDE 20  7 17 31 ACBB-FDE IP + 2 

8 7 17 31 BCA-DEFFE 20  7 17 31 ABC-EFDFE IP + 2 

9 7 23 37 CABCB-EFDD 20  7 23 37 BCCBA-EDDF IP + 2 

10 7 20 34 CCBBABB-DEFD 20  7 20 34 CCBBABB-DEDF IP + 1 

11 6 22 34 ABAC-EFDEDDD 20  7 20 34 CAAB-EDFDDDE IP + 3 

12 5 17 27 BBCCBA-FEDE 20  5 17 27 CBCBBA-DEFE IP + 2 

13 5 19 29 ABCA-EFD 20  5 19 29 ABCA-EFD IP + 4 

14 4 14 22 CABB-EFEFD 20  4 14 22 BCBA-FEDEF IP + 2 

15 11 38 60 BACA-EFFDD 40  11 38 60 ABCA-DDEFF IP + 2 

16 10 37 57 CBCA-FDEEDEE 40  10 37 57 BCAC-DDFEEEE IP + 2 

17 9 32 50 AABC-EEDFD 40  9 32 50 BACA-EDFDE IP + 3 

18 9 31 49 ACBA-EFFED 40  9 31 49 BAAC-FFEDE IP + 3 

19 18 65 101 ABCB-EEFDF 40  18 65 101 ABBC-FEEFD IP + 4 

20 15 58 88 BACA-DEDEF 40  15 58 88 ABAC-EDEDF IP + 3 

21 17 61 95 BCAACC-EFEFD 50  17 61 95 ABCACC-FEDEF IP + 3 

22 15 53 83 AACB-FDE 50  15 53 83 ACAB-FDE IP + 3 

23 16 62 94 ACB-FED 50  16 62 94 ABC-FDE IP + 5 

24 17 59 93 CBCAAA-FED 50  17 59 93 CBACAA-EFD IP + 4 

 

According to the computational results, the proposed algorithm finds the same fitness 

values with the ABACO/S in less number of iterations. For instance, if we consider test 

case #2, ABACO/S-GA finds the objective value 15 in ‘𝐼𝑃 + 0’ iteration. In this case, 8 

chromosomes are generated for the initial population and the same fitness value is found 
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with the ABACO/S at this stage. For test case #10, the proposed approach found the 

objective value of 34 in ‘𝐼𝑃 + 1’ iteration, which means that 10 chromosomes are 

generated for the initial population and the best solution is discovered in the first 

iteration of crossover and mutation operations. 

One could argue that the total number of evaluated chromosomes depends on the 

number of offspring created after crossover and mutation operations, but even the 

number of total chromosome evaluations is most likely less than the number of 

iterations considered by ABACO/S. Also, the robustness of the algorithm is another 

advantage gained. 

In terms of the performance of the proposed algorithm, it is clear that the algorithm 

needs higher numbers of iterations for large-sized test cases compared with the small-

sized test cases. However, this is naturally caused by the exponentially growing search 

space with the increasing number of tasks. 

In addition to the above tests, ABACO/S-GA algorithm is run again for the same test 

cases to observe whether the algorithm can find better solutions than the ABACO/S, 

without a target objective value. The algorithm is run for 15, 20, 30 and 40 iterations for 

test cases #1–#6, #7–#14, #15–#20, and #21-#24, respectively; and obtained better 

results are reported in Table 7-8. As could be seen from the table, better solutions than 

ABACO/S are found for some of the test cases (note that the same solutions have 

already been reported in Table 7-7 for the remaining problems). The objective function 

values obtained using the proposed algorithm for three test cases (#16, #19, and #20) 

are one lower than the solutions obtained by ABACO/S. Consequently, there is no 

doubt that the solutions found by ABACO/S-GA are better than those obtained by 

ABACO/S for the same test cases. 

Table 7-8. Better solutions obtained by ABACO/S-GA 

# 

ABACO/S  ABACO/S-GA 

LL NS OBJ 
Best sequence  
Line I - Line II 

 LL NS OBJ 
Best sequence  
Line I - Line II 

16 10 37 57 CBCA-FDEEDEE  10 36 56 CABC-EFDDEEE 

19 18 65 101 ABCB-EEFDF  18 64 100 BCBA-EFDFE 

20 15 58 88 BACA-DEDEF  15 57 87 BACA-DEEFD 
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 Chapter Summary 

In this chapter, a GA-based model sequencing procedure was developed and integrated 

to the ABACO/S approach for solving the problem of simultaneous balancing and 

sequencing of mixed-model parallel two-sided assembly lines effectively. The main aim 

was to improve the competence of the model sequencing procedure of the entire 

algorithm for obtaining good quality solutions by requiring less amount of 

computational effort than the ABACO/S for the same problem.  

This chapter contributes to knowledge in terms of its novel methodology which 

incorporates GA and agent-based ACO algorithm to solve one of the most complex and 

rarely studied manufacturing problems. Moreover, to the best knowledge of the author, 

this is the first attempt to hybridise GA and ACO algorithms to balance parallel two-

sided assembly lines in the literature.  

An example was given to illustrate the running mechanism of the proposed technique 

and evolution of the chromosomes through generations. To assess the performance of 

the developed technique, test cases were solved and the iteration numbers that the best 

solutions found were compared with the results found in the previous chapter. When the 

algorithm was run without a target objective value for the same test cases, better results 

were obtained for three test cases out of 24. The results indicated that the solution 

capacity of ABACO/S has increased with the improvements done in terms of solving 

the provided test cases. 

 

 

 

 

 

 

 

 

 



190 | Chapter 7 

 

 

 

 

 

 

 

 

 

 



 

 

 

8 

8. ANALYSIS AND DISCUSSION 

 

 

 

 

 

 

Contents 

 Chapter Introduction 

 Methodology and Test Data 

 Balancing Lines Together 

 Considering the Model Sequencing and Line Balancing Problems Together 

 The Performances of the Proposed Algorithms 

 Chapter Summary 

 

 

 

 

 

 

 



192 | Chapter 8 

 

 

 Chapter Introduction 

This chapter examines the results obtained using the developed algorithms within the 

scope of this thesis. Some brief background information on the used statistical test 

technique is provided and the data used for the statistical analysis is summarised in 

Section 8.2. The tests are conducted to measure the effect of balancing lines together 

(see Section 8.3) and considering the model sequencing problem together with the line 

balancing problem (see Section 8.4), on the objective function (which is a weighted 

summation of line length and the total number of workstations) values of the obtained 

solutions. The statistical analysis of the performances of proposed ABACO, ABACO/S 

and ABACO/S-GA algorithms are provided in Section 8.5 and a summary of the 

chapter is given in Section 8.6. Please note that the histograms, individual value plots 

and boxplots of differences for the statistical tests performed in the following sub-

sections are also reported in Appendices A.2. 

 

 Methodology and Test Data 

A set of paired sample t-tests (also known as paired two-sample t-test) is conducted in 

Minitab® 17.1.0 statistics software for the comprehensive statistical analyses of the 

results obtained in the previous chapters. The reason of selecting this particular test is 

that the paired sample t-test is accepted as a powerful and sensitive way to detect 

differences and used to analyse the effect of an application on the same individuals. 

Usually, the individuals are measured before and after some type of treatment and the 

results are analysed. Please refer to Stone and Ellis (2006) for more information on this 

test. 

The tests presented in the following sub-sections are one-tailed as we are looking for 

whether a proposed system or technique, such as balancing the lines together or 

considering the model sequencing problem as well as the line balancing problem, makes 

any improvement on the objective function sought. This can also be verified from the 

hypotheses that will be tested in the following sections and the test data that will be 

used for the purpose of statistical analysis. Thus, we are only interested in one side of 

the probability distribution, which is shown in Figure 8-1. In this distribution, the 

shaded region shows the area represented by the null hypothesis, 𝐻0: 𝜇 = 𝜇0, which 

actually implies 𝜇 ≤ 𝜇0, since the only unshaded region in the figure shows 𝜇 > 𝜇0.  
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One tailed tests are classified as left tailed and right tailed tests in accordance with the 

region unshaded. A left tailed test has an alternative hypothesis of 𝐻1 which uses a less 

than ‘<’ condition resulting in a critical value on left tail while a right tailed test uses a 

greater than ‘>’ operator in the alternative hypothesis resulting in a critical value on 

right tail. 

 

Figure 8-1. Probability distribution (Stone and Ellis, 2006) 

An extreme value on only one side of the sampling distribution would cause us to reject 

the null hypothesis. The decision to reject the null hypothesis (𝐻0) or fail to reject it can 

be based on the 𝑝-value and chosen significance level (𝑎 = 0.05). In accordance with 

this rule, 𝐻0 is rejected if the 𝑝-value is less than or equal to the considered significance 

level (𝑝 ≤ 0.05). This can be used regardless of whether the test is left tailed or right 

tailed (Stone and Ellis, 2006).  

The decision can also be based on the confidence interval (or bound) calculated using 

the same 𝑎 value. For this aim, test statistic (𝑡_𝑠𝑡𝑎𝑡) values will also be presented in the 

results tables of the statistical tests. The 𝑡_𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 values will be considered negative if 

the test is one tailed and positive if the test is right tailed. Thus, for a left tailed test, the 

null hypothesis is rejected if the test statistic (𝑡_𝑠𝑡𝑎𝑡) is less than critical value 

(𝑡_𝑠𝑡𝑎𝑡 < 𝑡_𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙); otherwise 𝐻0 is retained. For a right tailed test, 𝐻0 is rejected if 

𝑡_𝑠𝑡𝑎𝑡 is greater than critical value, 𝑡_𝑠𝑡𝑎𝑡 > 𝑡_𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 (Minitab, 2015). Table 8-1 

gives a summary of decision rules. 

 

Table 8-1. The summary of decision rules used for statistical tests 

Test type 
The condition for rejecting 𝐻0  

Based on 𝑝 -value Based on 𝑡_𝑠𝑡𝑎𝑡 value 

Left tailed 𝑝 ≤ 0.05  𝑡_𝑠𝑡𝑎𝑡 < 𝑡_𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙  

Right tailed 𝑝 ≤ 0.05  𝑡_𝑠𝑡𝑎𝑡 > 𝑡_𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙  

 

 

P = 0.95 

P = 0.05 
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As mentioned earlier, the statistical tests are conducted through the objective function 

values of the obtained solutions, where the objective function value of a particular 

solution is composed of the weighted summation of line length and the number of 

workstations required by this solution. The objective function values of the balancing 

solutions obtained for test cases under different conditions using the algorithms 

proposed in the previous chapters are summarised in Table 8-2. Also, Figure 8-2 depicts 

these values to provide a clear understanding. The ABACO Separate and ABACO 

Together columns represent the results investigated by ABACO algorithm (in Chapter 

5) when the lines are balanced independently and when the lines are balanced together, 

respectively. Apparently, ABACO/S and ABACO/S-GA columns present the results 

obtained by ABACO/S and ABACO/S-GA algorithms in Chapter 6 and Chapter 7, 

respectively. 

 

Table 8-2. Computed objective function values for the instances solved with ABACO Separate, 

ABACO Together, ABACO/S, and ABACO/S-GA 

Test case ABACO Separate ABACO Together ABACO/S ABACO/S GA 

1 20 20 16 16 

2 17 17 15 15 

3 16 16 14 14 

4 16 16 12 12 

5 23 22 20 20 

6 18 17 16 16 

7 34 32 31 31 

8 33 32 31 31 

9 41 39 37 37 

10 35 35 34 34 

11 39 39 34 34 

12 30 29 27 27 

13 38 38 29 29 

14 27 27 22 22 

15 83 77 60 60 

16 73 72 57 56 

17 63 62 50 50 

18 69 65 49 49 

19 142 133 101 100 

20 118 117 88 87 

21 125 123 95 95 

22 108 105 83 83 

23 125 123 94 94 

24 126 120 93 93 
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Figure 8-2. Comparison of the objective function values; (a) test cases #1–#14, and (b) test 

cases #15–#24 

 

 Balancing Lines Together 

A paired sample t-test is conducted to compare the objective function values in separate 

balancing and together balancing conditions. The test is performed for the ABACO 

Together and ABACO Separate results where multi-line stations are allowed and multi-

line stations are not allowed, respectively. Model sequencing problem is subject to 

consideration in neither of the cases. The null and alternative hypotheses stated at the 

𝑎 = 0.05 significance level (95% confidence interval) for means of objective function 

values obtained from ABACO Together (𝜇𝑇) and ABACO Separate (𝜇𝑆) are as follows: 

1 2 3 4 5 6 7 8 9 10 11 12 13 14

ABACO Sep. 20 17 16 16 23 18 34 33 41 35 39 30 38 27

ABACO Tog. 20 17 16 16 22 17 32 32 39 35 39 29 38 27

ABACO/S 16 15 14 12 20 16 31 31 37 34 34 27 29 22

ABACO/S-GA 16 15 14 12 20 16 31 31 37 34 34 27 29 22
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𝐻0:  There is no significant difference between the means of objective function 

values obtained when the lines are balanced together and separately in favour 

of the alternative (𝜇𝑇 ≥ 𝜇𝑆). 

H1:  Balancing lines together significantly reduces the obtained objective function 

values in comparison to balancing lines separately (𝜇𝑇 < 𝜇𝑆). 

As seen from 𝐻1, the test is left tailed due to the smaller than condition ‘<’ used. 

Therefore, the calculated 𝑝-value should be smaller than or equal to the significance 

level (𝑝 ≤ 𝑎) or the calculated 𝑡_𝑠𝑡𝑎𝑡 should be smaller than the 𝑡_𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 one-tail 

value (𝑡_𝑠𝑡𝑎𝑡 < 𝑡_𝑐𝑟𝑖𝑡𝑖𝑡𝑖𝑐𝑎𝑙) to reject the null hypothesis (as given in Table 8-1).  

Table 8-3. The results of paired sample t-test to analyse the effect of balancing lines together on 

the objective function values of the obtained solutions 

  ABACO Together ABACO Separate 

Mean (𝜇) 57.33 59.13 

Standard deviation (SD) 41.00 42.59 

Standard error mean  8.37 8.69 

Variance 1680.7 1814.2 

Observations 24 24 

Pearson correlation 0.999 - 

Hypothesised mean difference 0 - 

Degrees of freedom 23 - 

𝒕_𝒔𝒕𝒂𝒕  -3.781 - 

𝒑(𝑻 ≤ 𝒕) one-tail 0.000 - 

𝒕_𝒄𝒓𝒊𝒕𝒊𝒄𝒂𝒍 one-tail -1.714 - 

𝑝(𝑇 ≤ 𝑡) two-tail 0.000 - 

𝑡_𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 two-tail -2.069  - 

* The 𝑝-value is considered zero as it is smaller than 0.0001 (𝑝 < 0.0001). 

 

The results of the statistical test are reported in Table 8-3. As the calculated probability 

is much less than the considered significance level (𝑝 = 0.000 ≪ 𝑎 = 0.05), the null 

hypothesis of 𝐻0 is rejected with a very strong evidence. The calculated 𝑡_𝑠𝑡𝑎𝑡 value 

also verifies this result, 𝑡_𝑠𝑡𝑎𝑡 = −3.781 ≪ 𝑡_𝑐𝑟𝑖𝑡𝑖𝑡𝑖𝑐𝑎𝑙 = −1.714, based on the set of 

decision rules for paired sample t-tests summarised in Table 8-1. The statistical test 

results indicate that there is a significant difference in the means of objective function 

values between balancing the lines together (𝜇𝑇 = 57.33, 𝑆𝐷𝑇 = 41.00) and balancing 

the lines separately (𝜇𝑆 = 59.13, 𝑆𝐷𝑆 = 42.59) for the solved mixed-model parallel 

two-sided assembly line instances; 𝑡(23) = −3.781, 𝑝 = 0.000. These results suggest 

that balancing mixed-model parallel two-sided assembly lines together has a significant 

effect on the means of objective function values of the solutions obtained at 𝑎 = 0.05 
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significance level. Thus, it is statistically shown that the objective function values of 

obtained solutions are minimised when the mixed-model parallel two-sided lines are 

balanced together in comparison to balancing those lines separately. 

 

 Considering the Model Sequencing and Line Balancing Problems 

Together 

To compare the objective function values obtained when the model sequencing problem 

is considered and not considered along with the line balancing problem, a paired sample 

t-test is carried out using the balancing solution results observed from ABACO/S and 

ABACO Together algorithms, respectively. To recall, as different from what assumed 

for the experimental test results used in Section 8.3, multi-line stations are allowed in 

both cases. However, model sequencing problem is considered only in the ABACO/S 

solutions. The null and alternative hypotheses stated at the 𝑎 = 0.05 significance level 

(95% confidence interval) for means of objective function values obtained from 

ABACO/S (𝜇𝑂𝑆) and ABACO Together (𝜇𝑇) are as follows: 

𝐻0:  There is no significant difference between the means of objective function 

values obtained when the model sequencing problem is considered and not 

considered together with the line balancing problem, in favour of the 

alternative (𝜇𝑂𝑆 ≥ 𝜇𝑇). 

𝐻1:  Considering the model sequencing problem together with the line balancing 

problem makes a significant reduction in the objective function values of the 

solutions obtained (𝜇𝑂𝑆 < 𝜇𝑇). 

As seen from the hypotheses, the test is left tailed (‘<’ is used in the alternative 

hypothesis). Therefore, the same rules considered in Section 8.3 will be applied to 

decide on whether to reject or accept the null hypothesis. Table 8-4 presents the results 

of the conducted paired sample t-test in accordance with the hypotheses set. Based on 

the test results, there is a significant difference between the obtained objective function 

values when the model sequencing problem is considered  (𝜇𝑂𝑆 = 46.17, 𝜇𝑂𝑆 = 30.27) 

and not considered (𝜇𝑇 = 57.33, 𝑆𝐷𝑇 = 41.00) as well as the line balancing problem; 

𝑡(23) = −4.948, 𝑝 = 0.000. As 𝑝 = 0.000 ≪ 𝑎 = 0.05 (or 𝑡_𝑠𝑡𝑎𝑡 = −4.948 ≪

𝑡_𝑐𝑟𝑖𝑡𝑖𝑡𝑖𝑐𝑎𝑙 = −1.714), the alternative hypothesis is accepted with a very strong 

evidence. Specifically, these results emphasise that solving the model sequencing and 
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the line balancing problems simultaneously in MPTALB/S problem helps minimise 

objective function, which is a weighted summation of line length and the number of 

workstations. This is one of the most practical findings of this thesis. As shown in 

Section 8.3, balancing the mixed-model parallel two-sided lines together, where multi-

line stations are allowed, also helps minimise the objective function, which is another 

important outcome of this thesis. 

Table 8-4. The results of paired sample t-test to analyse the effect of considering the model 

sequencing and line balancing problems together on the objective function values of the 

obtained solutions 

  ABACO/S ABACO Together 

Mean (𝜇) 46.17 57.33 

Standard deviation (SD) 30.27 41.00 

Standard error mean 6.18 8.37 

Variance 916.3 1680.7 

Observations 24 24 

Pearson correlation 0.9971 - 

Hypothesised mean difference 0 - 

Degrees of freedom 23 - 

𝒕_𝒔𝒕𝒂𝒕  -4.948 - 

𝒑(𝑻 <= 𝒕) one-tail 0.000 - 

𝒕_𝒄𝒓𝒊𝒕𝒊𝒄𝒂𝒍 one-tail -1.714 - 

𝑝(𝑇 ≤ 𝑡) two-tail 0.000 - 

𝑡_𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 two-tail -2.069  - 

* The 𝑝-value is considered zero as it is smaller than 0.001 (𝑝 < 0.0001). 

 

 The Performances of the Proposed Algorithms 

This section aims to statistically test the performances ABACO and ABACO/S against 

other heuristics, and the performance of ABACO/S-GA against its primitive version, 

namely ABACO/S, in terms of the objective function values of the solutions obtained. 

 Analysing the performance of ABACO 

To analyse the performance of the developed ABACO algorithm against other 

heuristics, the best solution found by other heuristics for each test case (in Chapter 5) is 

taken and listed in best other heuristic (BOH) column in Table 8-5. The objective 

function values (given as OBJ) of the solutions obtained by ABACO are compared with 

the OBJ values of BOH. A paired sample t-test is carried out to analyse whether the 

OBJ values obtained by ABACO significantly differ from the best OBJ values obtained 

by other six heuristics. Please note that multi-line stations were allowed to be 
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established in both solution strategies, therefore the cases solved by BOH and ABACO 

were identical. The null and alternative hypotheses stated at the 𝑎 = 0.05 significance 

level (95% confidence interval) for means of objective function values obtained from 

ABACO Together (𝜇𝑇) and BOH (𝜇𝐵𝑂𝐻) are as follows: 

𝐻0:  There is no significant difference between the means of objective function 

values obtained by ABACO and BOH in favour of the alternative (𝜇𝑇 ≥ 𝜇𝐵𝑂𝐻). 

𝐻1:  The objective function values of solutions obtained by ABACO are significantly 

lower than those of solutions obtained by BOH (𝜇𝑇 < 𝜇𝐵𝑂𝐻). 

Table 8-5. The data used for statistical test to analyse the performance of ABACO 

Test  

case 

BOH  
ABACO 

Together 
 Test  

case 

BOH  
ABACO 

Together 

LL NS OBJ  LL NS OBJ  LL NS OBJ  LL NS OBJ 

1 4 12 20  4 12 20  13 7 25 39  7 24 38 

2 3 11 17  3 11 17  14 5 17 27  5 17 27 

3 3 10 16  3 10 16  15 14 49 77  14 49 77 

4 3 10 16  3 10 16  16 13 48 74  13 46 72 

5 4 15 23  4 14 22  17 11 41 63  11 40 62 

6 3 12 18  3 11 17  18 12 41 65  12 41 65 

7 7 18 32  7 18 32  19 25 86 136  24 85 133 

8 7 19 33  7 18 32  20 20 78 118  20 77 117 

9 8 25 41  7 25 39  21 23 80 126  22 79 123 

10 7 21 35  7 21 35  22 20 68 108  19 67 105 

11 7 25 39  7 25 39  23 21 82 124  21 81 123 

12 5 20 30  5 19 29  24 22 77 121  22 76 120 

 

The results of the statistical test are reported in Table 8-6. The test is left tailed as what 

we are testing is whether ABACO finds lower objective function values than the best 

other heuristic. Based on the test results, it is clear that there is a significant difference 

in the obtained objective function values between the ABACO Together (𝜇𝑇 =

57.33, 𝑆𝐷𝑇 = 41.00) and BOH (𝜇𝐵𝑂𝐻 = 58.25, 𝑆𝐷𝐵𝑂𝐻 = 41.64) for the solved 

MPTALB/S problem instances; 𝑡(23) = −4.412, 𝑝 = 0.0001. The null hypothesis is 

rejected with a very strong evidence as (𝑝 = 0.0001 ≪ 𝑎 = 0.05 or 𝑡_𝑠𝑡𝑎𝑡 =

−4.412 ≪ 𝑡_𝑐𝑟𝑖𝑡𝑖𝑡𝑖𝑐𝑎𝑙 = −1.714). As there is a significant difference between the 

means of objective function values obtained from BOH and ABACO, it is statistically 
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proven that the developed ABACO approach outperforms all other six heuristics for 

solving MPTALB/S problem in terms of sought performance measures. 

Table 8-6. The results of paired sample t-test to analyse the performance of ABACO in terms of 

the objective function values of the obtained solutions 

 
ABACO Together BOH 

Mean (𝜇) 57.33 58.25 

Standard deviation (𝑆𝐷) 41.00 41.64 

Standard error mean 8.37 8.50 

Variance 1680.7 1734.2 

Observations 24 24 

Pearson correlation 0.9998 - 

Hypothesised mean difference 0 - 

Degrees of freedom 23 - 

𝒕_𝒔𝒕𝒂𝒕  -4.412 - 

𝒑(𝑻 ≤ 𝒕) one-tail 0.0001 - 

𝒕_𝒄𝒓𝒊𝒕𝒊𝒄𝒂𝒍 one-tail -1.714 - 

𝑝(𝑇 ≤ 𝑡) two-tail 0.0002 - 

𝑡_𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 two-tail -2.069  - 

 

 Analysing the performance of ABACO/S 

Similar to the previous section, this section analyses the performance of the developed 

ABACO/S algorithm against other developed heuristics to see whether the obtained 

results found by ABACO/S significantly differ from the best ones found by other 

heuristics. For this aim, the best solution found by three heuristics for each test case is 

determined and reported in the BOH/S (which represents best other heuristic with 

sequencing) column in Table 8-7. Multi-line stations were allowed and model 

sequencing problem was also considered as well as the line balancing problem while 

obtaining balancing solutions in both cases. Therefore, the statistical test is conducted 

for the observations done under the same conditions.  

A paired sample t-test is conducted to compare the objective function values (given as 

OBJ) of BOH/S solutions with the objective function values of ABACO/S. The null and 

alternative hypotheses stated at the 𝑎 = 0.05 significance level (95% confidence 

interval) for means of objective function values obtained from ABACO/S (𝜇𝑂𝑆) and 

BOH/S (𝜇𝐵𝑂𝐻/𝑆) are as follows: 

 

 



The Performances of the Proposed Algorithms | 201 

 

 

Table 8-7. The data used for statistical test to analyse the performance of ABACO/S 

Test  

case 

BOH/S  ABACO/S  Test  

case 

BOH/S  ABACO/S 

LL NS OBJ  LL NS OBJ  LL NS OBJ  LL NS OBJ 

1 3 10 16  3 10 16  13 6 20 32  5 19 29 

2 3 9 15  3 9 15  14 4 14 22  4 14 22 

3 3 8 14  3 8 14  15 11 39 61  11 38 60 

4 2 8 12  2 8 12  16 10 38 58  10 37 57 

5 4 13 21  4 12 20  17 9 31 49  9 32 50 

6 3 10 16  3 10 16  18 9 31 49  9 31 49 

7 7 17 31  7 17 31  19 21 68 110  18 65 101 

8 7 17 31  7 17 31  20 16 59 91  15 58 88 

9 7 23 37  7 23 37  21 18 61 97  17 61 95 

10 7 20 34  7 20 34  22 15 54 84  15 53 83 

11 6 24 36  6 22 34  23 16 63 95  16 62 94 

12 5 17 27  5 17 27  24 17 60 94  17 59 93 

 

𝐻0:  There is no significant difference between the means of objective function 

values obtained by ABACO/S and BOH/S in favour of the alternative (𝜇𝑂𝑆 ≥

𝜇𝐵𝑂𝐻/𝑆). 

𝐻1:  ABACO/S outperforms BOH/S in terms of reducing objective function values of 

the solutions obtained through solving MPTALB/S problems (𝜇𝑂𝑆 < 𝜇𝐵𝑂𝐻/𝑆). 

Table 8-8. The results of paired sample t-test to analyse the performance of ABACO/S in terms 

of the objective function values of the obtained solutions 

 
ABACO/S BOH/S 

Mean (𝜇) 46.17 47.17 

Standard deviation (𝑆𝐷) 30.27 31.41 

Standard error mean 6.18 6.41 

Variance 916.3 986.9 

Observations 24 24 

Pearson correlation 0.9986 - 

Hypothesised mean difference 0 - 

Degrees of freedom 23 - 

𝒕_𝒔𝒕𝒂𝒕  -2.477 - 

𝒑(𝑻 ≤ 𝒕) one-tail 0.011 - 

𝒕_𝒄𝒓𝒊𝒕𝒊𝒄𝒂𝒍 one-tail -1.714 - 

𝑝(𝑇 ≤ 𝑡) two-tail 0.021 - 

𝑡_𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 two-tail -2.069  - 
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As could be seen from the statistical test results reported in Table 8-8, the difference 

between the means of objective function values found by ABACO/S (μOS =

46.17, 𝑆𝐷OS = 30.27) and BOH/S (𝜇𝐵𝑂𝐻/𝑆 = 47.17, 𝑆𝐷𝐵𝑂𝐻/𝑆 = 31.41) is significant; 

𝑡(23) = −2.477, 𝑝 = 0.011. Therefore, the null hypothesis is rejected with strong 

evidence in favour of the alternative (𝑝 = 0.011 < 𝑎 = 0.05 or 𝑡_𝑠𝑡𝑎𝑡 = −2.477 <

𝑡_𝑐𝑟𝑖𝑡𝑖𝑡𝑖𝑐𝑎𝑙 = −1.714)). The results indicate that the developed ABACO/S algorithm 

finds significantly better solutions than the heuristics and truly outperforms them in 

terms of the obtained objective function values. 

 Analysing the performance of ABACO/S-GA  

The performance of ABACO/S-GA is tested against its primitive version, ABACO/S, in 

terms of objective function values of the solutions obtained by these two algorithms. 

For a quick recall, multi-line stations were allowed and product models were sequenced 

while balancing the lines in both ABACO/S-GA and ABACO/S solutions. However, a 

new GA-based model sequencing approach was integrated to ABACO/S instead of 

conventional combinatorial sequencing and random sequencing approaches for 

obtaining better results. To analyse the effect of the newly integrated GA-based model 

sequencing mechanism on the objective function values of the solutions obtained, a 

paired sample t-test is conducted using the values presented in ABACO/S-GA and 

ABACO/S columns presented in Table 8-2 in Section 8.2. The hypotheses stated at the 

𝑎 = 0.05 significance level (95% confidence interval) for means of objective function 

values obtained from ABACO/S-GA (𝜇𝑂𝑆𝐺𝐴) and ABACO/S (𝜇𝑂𝑆) are as follows: 

𝐻0:  The integrated GA-based model sequencing mechanism has no significant 

positive effect on the objective function values of the obtained solutions 

(𝜇𝑂𝑆𝐺𝐴 ≥ 𝜇𝑂𝑆). 

𝐻1:  For the MPTALB/S problem, ABACO/S-GA finds solutions with significantly 

lower objective function values than ABACO/S thanks to the newly integrated 

GA-based model sequencing mechanism into it (𝜇𝑂𝑆𝐺𝐴 < 𝜇𝑂𝑆). 

As seen from the alternative hypothesis, the test is left tailed and it is sought whether 

𝑝 ≤ 𝑎 (or 𝑡_𝑠𝑡𝑎𝑡 < 𝑡_𝑐𝑟𝑖𝑡𝑖𝑡𝑖𝑐𝑎𝑙) to reject the null hypothesis. When the statistical test 

results presented in Table 8-9 are analysed, it is clear that the null hypothesis should be 

rejected (𝑝 = 0.041 < 𝑎 = 0.05 or 𝑡_𝑠𝑡𝑎𝑡 = −1.813 < 𝑡_𝑐𝑟𝑖𝑡𝑖𝑡𝑖𝑐𝑎𝑙 = −1.714). The 

results of the analysis show that there is a significant difference between integrating 
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(𝜇𝑂𝑆𝐺𝐴 = 46.04, 𝑆𝐷𝑂𝑆𝐺𝐴 = 30.12) and not integrating (𝜇𝑂𝑆 = 46.17, 𝑆𝐷𝑂𝑆 = 30.27) 

the GA-based model sequencing procedure to the ABACO/S; 𝑡(23) = −1.813, 𝑝 =

0.041. The results of the statistical test indicate that the integrated GA-based procedure 

has a significant positive effect on the objective function values of the obtained 

solutions. Therefore, it is statistically proven that the integrated GA-based procedure 

helps algorithm find solutions with significantly lower objective function values for the 

MPTALB/S problem. In other words, ABACO/S finds significantly better solutions for 

solved test cases of the MPTALB/S problem when a GA-based model sequencing 

algorithm is integrated into it. In addition to the improvement in the objective function 

values, for some test cases, the algorithm has found solutions with less computational 

effort thanks to the integrated mechanism (please refer to Chapter 7). 

Table 8-9. The results of paired sample t-test to analyse the performance of ABACO/S-GA in 

terms of the objective function values of the obtained solutions 

  ABACO/S-GA ABACO/S 

Mean (𝜇) 46.04 46.17 

Standard deviation (SD) 30.12 30.27 

Standard error mean 6.15 6.18 

Variance 907.1 916.3 

Observations 24 24 

Pearson correlation 0.9999 - 

Hypothesised mean difference 0 - 

Degrees of freedom 23 - 

𝒕_𝒔𝒕𝒂𝒕  -1.813 - 

𝒑(𝑻 ≤ 𝒕) one-tail 0.041 - 

𝒕_𝒄𝒓𝒊𝒕𝒊𝒄𝒂𝒍 one-tail -1.714 - 

𝑝(𝑇 ≤ 𝑡) two-tail 0.083 - 

𝑡_𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 two-tail -2.069  - 

 

 Chapter Summary 

This chapter presented statistical analysis to verify the advantages of the proposed 

mixed-model parallel two-sided assembly line system and the capabilities of the 

developed algorithms, i.e. the ABACO and the ABACO/S which were described and 

computationally tested in Chapters 5 and 6, respectively. It was also tested whether 

integrating a GA-based model sequencing mechanism (as explained in Chapter 7) 

significantly affects the quality of the obtained solutions. 

In the analyses performed, the effect of balancing lines together and the effect of 

considering the model sequencing problem together with the line balancing problem 
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were tested in terms of objective function values of the solutions obtained under 

different conditions. In accordance with the results of statistical tests (namely paired 

sample t-tests) reported, it was emphasised that balancing two mixed-model parallel 

two-sided assembly lines together, where multi-line stations were allowed, helps 

minimise objective function values of the obtained solutions. The results indicated that 

solving the model sequencing problem together with the line balancing problem also 

helps minimise objective function values, with a very strong evidence. 

Moreover, the performances of the developed ABACO and ABACO/S were compared 

against well-known line balancing heuristics. The effect of newly integrated GA-based 

model sequencing mechanism on the performance of ABACO/S was also tested. It was 

statistically proven that the developed algorithms outperform other heuristics in terms of 

the objective function values obtained. Furthermore, it was validated that integrating a 

GA-based model sequencing mechanism into ABACO/S (and so ABACO/S-GA was 

obtained) helps the algorithm find better solutions.  

The next chapter will provide a more comprehensive conclusion of these statistical test 

results through a justification with research questions and summarise the contributions 

made to knowledge. Implications and limitations of the work will be identified followed 

by some suggestions for future research directions. 
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 Chapter Introduction 

Conclusions of the thesis are drawn in this chapter. Section 9.2 provides answers to 

research questions and Section 9.3 presents concluding remarks including main 

contributions of the thesis in relation to the originally set objectives. Section 9.4 

emphasises the implications and limitations of the research and discusses future work 

directions. Finally, the summary of the chapter is given Section 9.5. 

 

 Answers to Research Questions 

As mentioned in Chapter 1, the main aim of this thesis was to introduce and deal with 

balancing and sequencing issues on mixed-model parallel two-sided assembly lines and 

to develop competitive algorithms to efficiently tackle the problems, which are 

described in this thesis, for such a line system in a dynamic and competitive market 

environment. The research questions listed in Chapter 1 are answered below in 

accordance with the research carried out and the experimental test results presented in 

the previous chapters.  

RQ1:  If two-sided lines are put together in parallel to produce variants of a large-

sized product, would this system be improved in terms of line length and/or the 

total number of workstations compared to independently balanced two-sided 

lines?  

This research question addresses utilisation of a new assembly line design by locating 

two-sided lines in parallel to each other with the aim of producing mixed product 

models on the lines. The possible advantages of the emerged mixed product model 

parallel two-sided assembly line configuration are subject to consideration with an 

emphasis on line length and the total number of workstations. A special importance was 

given to line length and the total number of workstations, which are the two key 

performance measures in the assembly line balancing domain. This is because 

minimising the number of workstations is a broadly sought objective in majority of the 

line balancing studies regardless of line type and/or solution approach and is also 

considered as a means of increasing the efficiency of the overall line system. In 

addition, line length is another mostly used performance indicator of a two-sided 

assembly line balancing solution, where the shorter the line is the better. 
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To answer this research question, first of all, a comprehensive survey has been 

conducted (see Chapter 2 and Chapter 3) to identify whether the proposed line 

configuration, the mixed-model parallel two-sided assembly line system, has already 

been studied in the literature. It was observed that the mixed-model parallel two-sided 

line configuration is an original research domain which has not been studied so far. 

Afterwards, more than one mixed-model two-sided assembly line, on which final 

product customisation tasks are performed under a mass customisation concept, has 

been located in parallel to each other. To identify the benefits provided by the proposed 

line system in terms of line length and the number of workstations, the balancing and 

sequencing problem of mixed-model parallel two-sided lines was modelled 

mathematically and illustrated with examples in Chapter 4. The three variants of a 

newly developed agent-based ACO algorithm were proposed as possible solution 

approaches for solving the MPTALB/S problem by considering multi-line stations (see 

Chapter 5, Chapter 6 and Chapter 7). The results of computational experiments (see 

Section 5.5) and their statistical analysis (see Section 8.3) made it clear that utilising the 

proposed mixed-model parallel two-sided assembly line system helps minimise the 

objective function, which is composed of the weighted summation of line length and the 

total number of workstations. Therefore, it was observed that putting two mixed-model 

two-sided assembly lines together in parallel yields a better configuration in terms of 

line length and the total number of workstations.  

 

RQ2:  How to model and solve the problems of mixed-model parallel two-sided 

assembly line systems effectively? What are newly arising and possibly 

challenging issues in these problems and how to cope with them?  

This research question looks for answers about modelling and effectively solving 

problems on mixed-model parallel two-sided lines by taking the special features of this 

new line system into account and exploring and evaluating all aspects of the newly 

proposed design. Therefore, the effort of modelling and solving the mixed-model 

parallel two-sided assembly line problems in various ways by coping with newly arising 

and possibly challenging issues in doing so builds the answer to this research question. 

The problem was modelled mathematically using mixed-integer programming model in 

Chapter 4 and the constraints that must be considered carefully while solving the 

MPTALB/S problem were explained thoroughly. Changing product model 
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combinations in different production cycles were shown using examples and an agent-

based ACO algorithm was proposed for the generalised solution of the problem. The 

developed agent-based ACO algorithm was then enhanced step-by-step as the need 

arises during the model development and solving process. Improvements were made to 

consider multi-line stations and solve the model sequencing problem together with the 

line balancing problem. A GA-based model sequencing mechanism was also integrated 

to the developed approach for obtaining more powerful results in reasonable 

computational times (see Chapter 5, Chapter 6 and Chapter 7). 

There is no doubt that the modelled line design combines the advantages of all of its 

component line structures, i.e. parallel lines, two-sided lines and mixed-model lines, as 

explained in Chapter 4. Producing two or more product models on each of the parallel 

two-sided lines increases the flexibility and helps companies to respond to changing 

customised demands rapidly while the characteristic of operating tasks on both sides of 

the line provides the opportunity of producing large-sized products more efficiently. 

Additionally, locating two lines in parallel to each other may result in emerging synergy 

between those lines. However, all of these advantages brings the complexity together.  

As an advantage, the lines considered in the proposed model are independent of each 

other, so there is no reason to obey the same cycle time. That means lines may have 

different cycle times to produce their own mix of product models, which have their own 

set of tasks even with different processing times. There is no doubt that having different 

cycle times provide lines the flexibility of producing in different throughput rates. 

Nonetheless, this leads to a more complex problem along with the different product 

model changing slots of lines. Changing combinations of product models especially in 

multi-line stations in an environment that lines may have different cycle times seems to 

be one of the most challenging issues to cope with for the structured problem (this 

situation has been demonstrated for variants of product model mixes in Chapter 4). A 

quite comprehensive computational effort is required to satisfy the capacity constraints 

as well as the precedence relationship constraints as workloads of workstations may 

change from one production cycle to another. At this point, a decision must be made 

between the flexibility and the efficiency. To remind, the less the number of 

workstations and length an assembly line has, the more efficient an assembly line is. 

If the former one (flexibility) is decided, lines may be balanced by considering the 

largest processing time of a task for all product models produced on the same line (as in 
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Chapter 5). In this case, it could be assumed that there is only one product model (which 

is composed of the largest processing times of each task) assembled on each line. As a 

consequence of this assumption, product models are not needed to be sequenced and the 

line balance obtained would be convenient to assemble product models in any sequence. 

Therefore, a company which applies such a policy can take action immediately upon 

any change in product model demands. An agent-based ACO approach (called 

ABACO) has been developed for the solution of this problem and been presented 

explicitly with illustrations and a numerical example in Chapter 5. The developed 

algorithm mimics the collaborative solution building procedure of real ants in nature 

and also provides ants the opportunity of selecting a random behaviour among ten 

heuristics, which are commonly used in the line balancing domain.  

If the latter one (efficiency) is decided to be maximised, then the total number of 

different production cycles (caused by cycle time differences and changing product 

model combinations between the lines) are calculated; and a balancing solution is built 

based on the processing times of tasks for exclusive product models being assembled at 

that time in the relevant workstation. In other words, it is determined which product 

model will be assembled in which workstation and in which production cycle first, then 

the lines are balanced based on the specific processing times of tasks depending on the 

product model that will appear at each workstation. This procedure requires a complex 

model sequencing technique for which reason a model sequencing mechanism has been 

integrated to the developed algorithm (and so ABACO/S was obtained). All procedures 

of the algorithm have been demonstrated in Chapter 6 with a numerical example. Line 

balances have been constructed based on the generated product model sequences in 

accordance with customer demands, thanks to the two alternative options of the 

sequencing procedure: (i) combinatorial sequencing and (ii) random sequencing. All 

possible combinations of product models are tried one-by-one (based on the calculated 

minimum part sets of demands, whose calculations were given in Chapter 4) in the 

combinatorial sequencing. A user defined number of sequences among possible ones 

are tried in an arbitrary order in the random sequencing procedure.  

One could argue that exploring search space randomly could be faster. However, it may 

not produce solutions as powerful as combinatorial sequencing. On the other hand, 

combinatorial sequencing requires a substantial amount of time to check every 

combination. To find a balance between these two procedures, a GA-based model 

sequencing procedure has been integrated to the algorithm (and so ABACO/S-GA was 
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obtained) in Chapter 7. The GA-based mechanism generates model sequencing 

combinations (each chromosome represents a possible product model sequence) which 

would yield better solutions. The chromosomes are evolved in accordance with the 

performances of line balances obtained by ACO algorithm for these chromosomes and 

the best product model sequence which gives the best balancing solution is pursued.  

A set of paired sample t-tests was accomplished to provide more comprehensive 

analyses about the results reported and support the arguments stated in this thesis. As 

mentioned above, during the problem description and algorithm development process, it 

was observed that the model sequencing issue was one of the most challenging 

problems which may affect the quality of the line balancing solutions obtained by the 

proposed algorithms. For that reason, the model sequencing problem was also 

considered together with the line balancing problem and its effect on the objective 

function values were examined. To remember, ABACO solved the test cases balancing 

the mixed-model lines together and so allowing the multi-line stations. However, the 

model sequencing problem was not considered in ABACO. Therefore, the same test 

cases were solved by ABACO/S considering the model sequencing problem as well as 

the line balancing problem and the results obtained from ABACO/S were compared 

with those obtained from ABACO. Remarkable improvements were achieved in the 

results reported in Section 6.4. To see whether there are statistically significant 

differences between considering (𝜇𝑂𝑆 = 46.17, 𝜇𝑂𝑆 = 30.27) and not considering 

(𝜇𝑇 = 57.33, 𝑆𝐷𝑇 = 41.00) the model sequencing problem together with the line 

balancing problem in terms of the objective function values, a paired sample t-test was 

conducted in Section 8.4. The null hypothesis of “𝐻0: There is no significant difference 

between the means of objective function values obtained when the model sequencing 

problem is considered and not considered together with the line balancing problem, in 

favour of the alternative (𝜇𝑂𝑆 ≥ 𝜇𝑇)” was rejected at the confidence interval of 95%; 

𝑡(23) = −4.948, 𝑝 = 0.000. The results of the statistical test showed that considering 

the model sequencing problem together with the line balancing problem in mixed-model 

parallel two-sided lines helps minimise objective function value. Thus, the overall line 

system has less idle time and it produces customised product models by requiring less 

workspace (referred to as line length) and less number of workstations (or operators). 

This increases the utilisation of the resources and maximises both efficiency and 

productivity of the line in such a complex but flexible environment.  
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Another statistical analysis was conducted to confirm that balancing mixed-model 

parallel two-sided assembly lines together helps minimise line length and the number of 

workstations. The results used for this aim were obtained through solving the same test 

problems using ABACO under two different conditions: balancing the mixed-model 

parallel two-sided lines together and balancing the mixed-model parallel two-sided lines 

independently (or separately). The together balancing and independent balancing 

solutions of the same test problems were compared with each other and it was observed 

that better objective function values were investigated when the lines were balanced 

together (allowing the utilisation of multi-line stations). To statistically verify this 

result, a paired sample t-test has been accomplished in Section 8.3 at the significance 

level of 𝑎 = 0.05. The null hypothesis of “𝐻0: There is no significant difference 

between the means of objective function values obtained when the lines are balanced 

together and separately in favour of the alternative (𝜇𝑇 ≥ 𝜇𝑆)” was rejected with a very 

strong evidence. The statistical test indicated that there is a significant difference in the 

means of objective function values found when the mixed-model parallel two-sided 

lines are balanced together (𝜇𝑇 = 57.33, 𝑆𝐷𝑇 = 41.00) and when the mixed-model 

parallel two-sided lines are balanced separately (𝜇𝑆 = 59.13, 𝑆𝐷𝑆 = 42.59); 𝑡(23) =

−3.781, 𝑝 = 0.000. This emphasises that improved line balances with reduced wastes 

may be acquired by locating mixed-model two-sided lines in parallel to each other 

rather than establishing independent lines. 

The performances of the developed algorithms were also assessed through test cases. As 

there is no related study in the literature to compare the results obtained within the 

scope of this research, test cases were solved using modified versions of well-known 

heuristic approaches in line balancing domain (as explained in Chapter 5) to 

comparatively assess the performances of ABACO and ABACO/S in Chapter 5 and 

Chapter 6, respectively. The same test cases were also solved by ABACO/S-GA and the 

results were compared with ABACO/S in Chapter 7.  

Section 8.5 analysed the performances of the developed ABACO and ABACO/S 

approaches against other well-known heuristics to see whether the obtained results 

found by ABACO and ABACO/S significantly differ from the best results found by 

other heuristics. The performance of ABACO/S-GA has also been compared with the 

performance of ABACO/S. In Section 8.5.1, the best objective function values among 

the ones found by six test heuristics in Chapter 5 (reported as BOH) were statistically 
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tested against the objective function values found by ABACO for the same test cases, 

under the same conditions. The results of the statistical test pointed out that there is a 

significant difference between the means of objective function values found by ABACO 

(𝜇𝑇 = 57.33, 𝑆𝐷𝑇 = 41.00) and BOH (𝜇𝐵𝑂𝐻 = 58.25, 𝑆𝐷𝐵𝑂𝐻 = 41.64) for the solved 

MPTALB/S problem instances; 𝑡(23) = −4.412, 𝑝 = 0.0001. The null hypothesis, 

which argues that there is no significant difference between the means of objective 

function values obtained by ABACO and BOH, in favour of the alternative (𝜇𝑇 ≥ 𝜇𝐵𝑂𝐻) 

has been rejected with a very strong evidence at the 𝑎 = 0.05 significance level. The 

results verified that ABACO performs significantly better than other six well-known 

heuristics in terms of the objective functions values of the solutions obtained for the test 

cases solved under the same conditions. 

To confirm the performance of the developed ABACO/S algorithm, another paired 

sample t-test was conducted in Section 8.5.2. The best objective function values among 

the ones found by other test heuristics (referred to as BOH/S) in Chapter 6 were also 

statistically compared to the results found by ABACO/S. The null hypothesis arguing 

that there is no significant difference between the means of objective function values 

obtained by ABACO/S and BOH/S in favour of the alternative (𝜇𝑂𝑆 ≥ 𝜇𝐵𝑂𝐻/𝑆) has been 

tested at the same significance level (𝑎 = 0.05). In accordance with the test results, the 

difference between the means of objective function values found by ABACO/S (𝜇𝑂𝑆 =

46.17, 𝑆𝐷𝑂𝑆 = 30.27) and BOH/S (𝜇𝐵𝑂𝐻/𝑆 = 47.17, 𝑆𝐷𝐵𝑂𝐻/𝑆 = 31.41) is significant; 

𝑡(23) = −2.477, 𝑝 = 0.011. Therefore, the null hypothesis has been rejected with 

strong evidence. This suggests that the developed ABACO/S algorithm outperforms 

other well-known test heuristics and finds better solutions than them in terms of the 

obtained objective function values. 

Finally, the effect of integrating a GA-based model sequencing mechanism to 

ABACO/S on the quality of obtained solutions in terms of line length and the number of 

workstations was analysed in Section 8.5.3. The objective function values obtained by 

ABACO/S-GA (𝜇𝑂𝑆𝐺𝐴 = 46.04, 𝑆𝐷𝑂𝑆𝐺𝐴 = 30.12) and ABACO/S (𝜇𝑂𝑆 = 46.17,  

𝑆𝐷𝑂𝑆 = 30.27) for the same test cases were tested against the null hypothesis of “𝐻0: 

The integrated GA-based model sequencing mechanism has no significant positive 

effect on the objective function values of the obtained solutions (𝜇𝑂𝑆𝐺𝐴 ≥ 𝜇𝑂𝑆)”. As 

could be seen from the results reported, the integrated GA-based model sequencing 

mechanism has statistically significant effect on the objective function values of the 
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solutions obtained; 𝑡(23) = −1.813, 𝑝 = 0.041. Specifically, the statistical test results 

suggest that ABACO/S-GA performs better than ABACO/S in obtaining more efficient 

line balancing solutions with minimised line length and the number of workstations. 

 

 Concluding Remarks and Research Contributions  

The growing interests from customers in customised products and increasing 

competitions among peers necessitate companies to configure their manufacturing 

systems more effectively than ever before. Within this context, companies converted 

their single-model lines into mixed-model lines to increase the share of resources and 

improve their utilisation and to avoid the establishment of a new assembly line for each 

new product model.  

Above all, this thesis proposed a new assembly line system configuration, namely 

mixed-model parallel two-sided assembly line system, for companies that need 

intelligent solutions to satisfy customised demands on time with existing resources. This 

is the major contribution of this thesis. The mixed-model parallel two-sided assembly 

line system was introduced and its main characteristics were illustrated through 

explanatory examples from the perspective of simultaneous balancing and sequencing. 

The mathematical programming model of the tackled problem was also built in order to 

formally describe the problem. The goal of developing mathematical model was to 

provide an insight about the complexity of the problem and help describe the underlying 

principles of the proposed approaches but not to solve the model as its high complexity 

made its resolution harder (even for small and medium-sized problems). 

This research made it clear that locating mixed-model two-sided lines in parallel to each 

other helps minimise line length and the number of workstations. Thanks to the multi-

line stations located in between two adjacent lines, idle times were reduced and an 

improved line balance was maintained. This statement was also supported by the 

experimental tests and statistical analysis of their results. Another statement which was 

confirmed through the statistical test results was that one of the key factors of a 

successfully implemented mixed-model parallel two-sided assembly line system is 

considering the model sequencing problem as well as the line balancing problem. In the 

literature, there are many studies, which consider these two tightly interrelated problems 

individually. However, this study integrated the model sequencing and the line 
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balancing procedures to obtain more efficient solutions for the problem of simultaneous 

balancing and sequencing of mixed-model parallel two-sided assembly lines. 

The development of novel agent-based ACO algorithms (namely ABACO, ABACO/S 

and ABACO/S-GA) for solving the MPTALB/S problem is another important 

contribution of this thesis. In these algorithms, different agents interact with each other 

to find good quality solutions for the associated problem. As an original contribution to 

the field, each ant selects a random behaviour from a predefined list of heuristics and 

builds a solution using this behaviour as a local search rule along with the pheromone 

value. Different cycle times were allowed for different mixed-model two-sided lines 

located in parallel to each other and this yielded a more complex problem where 

different production cycles needed to be considered to build a feasible solution.  

First, the ABACO approach was developed to establish a generic balancing solution, 

which is compatible with any product model sequence launched, for the MPTALB/S 

problem. The fact beyond this idea was that the algorithm considers the maximum 

processing time of a task which is common among different product models on the 

same line. Thus, a more generic as well as flexible balancing solution was obtained 

regardless of the sequences of the product models on the lines. This algorithm was the 

first attempt in the literature to solve an assembly line balancing problem with an agent-

based ACO approach. 

Second, another novel agent-based ACO algorithm, called ABACO/S, was developed to 

simultaneously solve the model sequencing and line balancing problems on the mixed-

model parallel two-sided assembly lines. ABACO/S uses particular task times for each 

product model and the balancing solution is built ensuring that the capacity constraints 

are satisfied for every product model being assembled on the line at any time. Thus, 

tasks are assigned to stations based on the operator’s availability which depends on the 

changing product model combinations on the lines. This is particularly important in 

multi-line stations, and feasibility and efficiency of the line configuration are assured 

for every product model sequence in this way. The algorithm has been designed to 

provide two types of model sequencing mechanisms, namely combinatorial sequencing 

and random sequencing. In the former, all combinations of product model sequences on 

different lines are tried one-by-one and the one which has the best performance measure 

is determined as the best solution. However, this could require a huge amount of time as 

each product model combination requires running a new line balancing mechanism. The 
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latter tries a user defined number of product model combinations randomly and comes 

up with the best result among obtained solutions. 

To increase the robustness of the ABACO/S and enhance its model sequencing 

capability, a GA-based model sequencing mechanism has been integrated to it. 

Consequently, a new hybrid algorithm – called ABACO/S-GA – has been developed to 

find a balance between two alternative model sequencing strategies used in the 

ABACO/S. The newly developed model sequencing procedure evolves chromosomes 

made up with sequences of product models and seeks the best product model 

combination that gives the best balancing solution. In accordance with the 

computational experiments carried out, improvements have been achieved in obtaining 

the same objective function values with less computational effort. Furthermore, better 

balancing solutions have been observed for some of the test cases solved. 

In accordance with the computational tests performed, it could be clearly seen that the 

proposed line system and problem handling strategy have advantages over separately 

balanced lines and traditional solution building practices, respectively. Moreover, the 

developed algorithms perform well and outperform other tested heuristics. However, a 

more scientific analysis was required to state whether these improvements are 

statistically significant. For that reason, paired sample t-tests were conducted at 𝑎 =

0.05 significance level to compare pre-improvement results with post-improvement 

results. Test results indicated that (i) balancing lines together and (ii) considering the 

model sequencing problem along with the line balancing problem help minimise 

objective function values of the solutions obtained for various MPTALB/S test 

instances.  

Furthermore, to establish the performances of the developed algorithms, paired sample 

t-tests were accomplished to compare the results of ABACO and ABACO/S against the 

results obtained from heuristics. Results indicated that both algorithms outperform other 

test heuristics and find significantly better quality solutions in terms of the objective 

function values. It was also statistically proven that hybridising ABACO/S algorithm 

with a GA-based model sequencing mechanism helps the algorithm find better solutions 

in terms of objective function values.  

To briefly summarise the major contributions of the research: 

 This research introduced the mixed-model parallel two-sided assembly line 

system and the simultaneous line balancing and model sequencing problem on 
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this system. The problem was described and typical illustrations were provided 

to demonstrate the dynamic situation of product model combinations on the lines 

when the lines have different cycle times. Moreover, a mathematical model was 

also developed as a means of the formal description of the introduced problem. 

 This is the first attempt in the literature to solve any kind of parallel assembly 

line balancing problem using an ACO approach. ABACO, ABACO/S and 

ABACO/S-GA are novel approaches in this domain which incorporate 

commonly used heuristics into the nature inspired ACO algorithm by giving ants 

the freedom of selecting a local search rule among ten heuristics. With the help 

of newly developed GA-based model sequencing algorithm, the ABACO/S-GA 

algorithm robustly finds the same objective values (even better for some cases) 

with the ABACO/S by requiring less computational effort. This also is the first 

attempt in the literature to hybridise an agent-based ACO algorithm with a GA-

based algorithm. 

 A comprehensive review of the literature was presented on sub-problems of 

MPTALB/S problem; which are parallel assembly lines, mixed-model assembly 

lines, two-sided assembly lines and their combinations. The problems and their 

various solution techniques have also been explained thoroughly. 

 The key requirements of implementing a well-balanced mixed-model parallel 

two-sided assembly line system were identified. Among others, it was 

statistically proven that balancing the mixed-model parallel two-sided lines 

together helps significantly minimise objective function, which is composed of 

line length and number of workstations, thanks to the utilised multi-line stations. 

 It was numerically demonstrated and statistically verified that considering model 

sequencing problem simultaneously with the line balancing problem is vital in 

terms of maximising system efficiency, and minimising line length and number 

of workstations. 

 New test cases were constituted using precedence relationship diagrams of well-

known test problems in the literature. The newly generated task times used for 

the test cases are presented in Appendices A.1. to be used in future researches on 

mixed-model parallel-two sided assembly line problems. 

 The new research areas contextualised with this research were specified and new 

topics that could be of interest for future researches were featured. 
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 Research Implications, Limitations and Future Work 

Although it is known that efficient mixed-model lines play a crucial role in 

competitiveness and survivability in the present global market environment, in which 

the growing demand for customised products increases pressure for manufacturing 

flexibility, mixed-model parallel two-sided lines have not been studied by academics so 

far. This thesis addressed balancing and sequencing problems in mixed-model parallel 

two-sided assembly lines for the first time in the literature and proposed three agent-

based solution methods to tackle arising issues which play critical roles in doing so. The 

managers of existing mixed-model large-sized production lines in a just-in-time 

production environment may benefit from the line system and solution methods which 

were put forward and discussed in a wide range of spectrum here. Moreover, others 

whose companies apply non-mixed assembly on two-sided lines or mixed assembly on 

non-parallel lines might take advantage of the system described comprehensively and 

arguments presented explicitly in this thesis. 

As is applied in this thesis, the idea of line parallelisation can be applied to a variety of 

problems in the entire assembly line balancing domain. In two recently published 

studies, Kucukkoc and Zhang (2015a, 2015b) have already considered two U-shaped 

lines in parallel to each other with the aim of minimising the total number of 

workstations needed. With this in mind, the introduced parallel U-shaped assembly line 

system combined the advantages of both U-shaped line configuration and parallel line 

configuration and helped to save even more number of workstations in compare with 

conventional balancing of U-shaped lines.  

A new user interface has been implemented to enable users put all developed algorithms 

(ABACO, ABACO/S, and ABACO/S-GA) into practice using robust, portable, high-

performance, and dynamic language structure of JavaTM. All required task times and 

precedence relationships data could be imported from spreadsheet files ‘.xls’ (ideally 

from Microsoft ExcelTM 2007 or higher). Then, following parameters and data could be 

defined by the user:  

 algorithmic parameters; such as alpha, beta, evaporation rate, colony size, etc. 

for the ACO algorithm (and population size, crossover rate, mutation rate, etc. 

for the GA algorithm if GA-based model sequencing mechanism is preferred) 
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 problem-related data and parameters; such as planning horizon, file names of 

task times, file names of precedence relationship files, and demands for product 

models. 

Some other features could also be decided and chosen based on the line structure and 

user preferences: (i) whether multi-line stations are allowed, and (ii) whether model 

sequencing problem will be considered as well as the line balancing problem; if yes, 

which model sequencing mechanism to be used (random, combinatorial or GA-based). 

Other ten well-known heuristics, whose aim were to provide results for comparison, are 

also available and could be used to get very quick but reasonable quality solutions in 

terms of sought performance measures. 

The lack of real data could be highlighted as one of this research’s limitations, which 

may provide insight and inspiration for future studies. The reasonable strict behaviours 

of companies in sharing data for vital components of their competitiveness shields were 

one of the most important reasons hindering a real world application. Budget 

consideration was another affair contributing to this result. Moreover, as the 

computational tests in this research bases on test problems with randomly generated 

task processing times, there were huge differences between the processing times of 

same tasks belonging to different product models which yield poor balancing solutions. 

This also explains why workloads of some workstations were not as high as desirable in 

some production cycles for the given numerical example in Chapter 5. A real world 

application could help overcome this issue. 

Particular task times belonging to each product model were used while balancing lines 

and sequencing product models to ensure that the obtained solution was feasible as well 

as efficient for each product model sequence being assembled, and capacity and 

precedence relationship constraints were verified. However, stochastic processing times 

of tasks, which were ignored in this thesis with the aim of keeping the complexity of the 

problem at a lower level, could be handled to represent a more realistic production 

environment. Also, uncertainty in demand is another important factor that could be 

considered in future researches and feeding lines, on which sub-assemblies are 

performed, could be integrated to feed the main central line where the final products are 

assembled. 

The line configuration addressed in this research could also be extended for 

manufacturing of multi-model lines where setup times between product models cannot 
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be ignorable and buffers are exceptionally needed just before or after some 

workstations. It is apparent that new problems will arise in this case, such as (i) 

determining time slots where setup will take place in a changing product model 

combination environment and (ii) the numbers and places of buffers where semi-

finished products will be stored ready to use. Although it is hard to estimate, a trade-off 

could also be quested between the cost of constructing a new line and its long term 

income. 

Development of new exact and approximate solution procedures could also be of 

interest for further researches to tackle the MPTALB/S problem and the challenging 

issues highlighted above. As the performances of meta-heuristics mostly depend on 

parameters used, a parameter optimisation study can also be carried out as an extension 

of the work.  

 

 Chapter Summary  

Conclusions of the research were drawn in this chapter. Final remarks were given first 

along with the major contributions of this research to the body of knowledge followed 

by a discussion on research questions and their answers based on the work carried out in 

this thesis. Research implications were explored from a holistic perspective and some 

limitations for the use of proposed models were presented with possible future work 

opportunities. 
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A.1. Input Data for Test Problems  

This section presents the input data used for test problems in Chapters 5, 6, and 7. 

Please note that the values ‘0’, ‘1’ and ‘2’ given in the Operation Side column of Task 

Processing Times tables mean left, right, and either side, respectively. 

 

P9 - Task Processing Times 

Task No Operation Side 
 Processing Time  

Product Model A Product Model B Product Model C 

1 0 2 4 2 

2 1 3 3 1 

3 2 2 2 1 

4 0 3 0 0 

5 1 4 2 3 

6 2 3 2 0 

7 2 0 3 3 

8 0 2 1 1 

9 2 1 2 2 

 

P9 - Precedence Relationships 

Task No Immediate Predecessor(s) 

1 - 

2 - 

3 - 

4 1 

5 2 

6 2, 3 

7 4, 5 

8 5 

9 6 
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P12 - Task Processing Times 

Task No Operation Side 
Processing Time 

Product Model A Product Model B Product Model C 

1 0 3 2 2 

2 1 3 3 2 

3 2 0 2 1 

4 0 2 3 2 

5 2 2 1 2 

6 0 0 1 1 

7 2 2 2 2 

8 1 2 3 3 

9 2 1 2 1 

10 2 3 2 1 

11 2 2 0 1 

12 1 1 1 2 

 

P12 - Precedence Relationships 

Task No Immediate Predecessor(s) 

1 - 

2 - 

3 - 

4 1 

5 2 

6 3 

7 4, 5 

8 5 

9 5, 6 

10 7, 8 

11 9 

12 11 
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P16 - Task Processing Times 

Task No Operation Side 
Processing Time 

Product Model A Product Model B Product Model C 

1 2 6 7 6 

2 2 5 2 0 

3 0 2 5 9 

4 2 9 2 8 

5 1 8 9 5 

6 0 4 8 0 

7 2 7 8 9 

8 2 4 6 3 

9 1 5 0 8 

10 1 4 4 7 

11 2 6 5 7 

12 0 5 6 6 

13 2 6 4 9 

14 2 4 2 7 

15 2 3 6 9 

16 2 4 8 8 

 

P16 - Precedence Relationships 

Task No Immediate Predecessor(s) 

1 - 

2 - 

3 1 

4 1 

5 2 

6 3 

7 4, 5 

8 6, 7 

9 7 

10 7 

11 8 

12 9 

13 9, 10 

14 11 

15 11, 12 

16 13 
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P24 - Task Processing Times 

Task No Operation Side 
Processing Time 

Product Model A Product Model B Product Model C 

1 0 3 3 0 

2 0 7 0 2 

3 1 7 1 1 

4 1 5 0 0 

5 0 4 6 1 

6 2 3 5 1 

7 1 4 8 5 

8 2 3 0 7 

9 2 6 4 4 

10 2 4 2 9 

11 0 4 8 3 

12 0 3 1 1 

13 2 3 5 3 

14 1 9 4 3 

15 1 5 1 4 

16 0 9 1 2 

17 2 2 7 3 

18 2 7 4 4 

19 2 9 2 1 

20 1 9 1 1 

21 0 8 9 7 

22 2 8 7 9 

23 1 9 9 5 

24 2 9 3 5 

 

P24 - Precedence Relationships 

Task No Immediate Predecessor(s) Task No Immediate Predecessor(s) 

1 - 13 9 

2 - 14 9, 10 

3 - 15 4 

4 - 16 11 

5 2 17 12 

6 2, 3 18 13 

7 3 19 13, 14 

8 5 20 15 

9 6 21 16, 17 

10 7 22 18 

11 1 23 19, 20 

12 8, 9 24 20 
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A65 - Task Processing Times 

Task No Operation Side 
Processing Time 

Product Model A Product Model B Product Model C 

1 2 49 57 133 

2 2 49 68 71 

3 2 71 62 135 

4 2 26 145 110 

5 2 42 104 43 

6 2 30 47 101 

7 1 167 83 133 

8 1 91 95 126 

9 0 52 53 114 

10 0 153 265 200 

11 2 68 81 33 

12 2 52 64 29 

13 2 135 28 211 

14 2 54 87 67 

15 2 57 0 18 

16 0 151 86 58 

17 0 39 93 36 

18 1 194 53 27 

19 1 35 69 115 

20 2 119 86 15 

21 2 34 10 89 

22 2 38 86 48 

23 2 104 120 88 

24 2 84 52 89 

25 0 113 95 208 

26 1 72 9 5 

27 1 62 7 104 

28 1 272 47 84 

29 0 89 66 84 

30 0 49 127 63 

31 2 11 133 144 

32 2 45 91 70 

33 2 54 73 135 

34 2 106 128 268 

35 1 132 145 118 

36 2 52 124 17 

37 2 157 149 73 

38 2 109 141 90 

39 0 32 31 145 

40 1 32 144 182 

41 2 52 118 27 

42 2 193 256 103 
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A65 Task Processing Times (Continued) 

Task No Operation Side 
Processing Time 

Product Model A Product Model B Product Model C 

43 2 34 80 43 

44 1 34 21 29 

45 0 97 119 57 

46 2 37 102 52 

47 0 25 46 144 

48 0 89 118 50 

49 2 27 17 114 

50 2 50 79 5 

51 1 46 56 17 

52 2 46 140 94 

53 0 55 17 50 

54 2 118 86 63 

55 1 47 28 0 

56 2 164 39 65 

57 2 113 149 174 

58 0 69 23 18 

59 1 30 40 115 

60 2 25 48 84 

61 1 106 15 25 

62 2 23 59 1 

63 0 118 122 121 

64 0 155 44 108 

65 2 65 34 44 

 

 

 

 

 

 

 

 

 

 

 



228 | Appendices 

 

A65 - Precedence Relationships 

Task No Immediate Successor(s)  Task No Immediate Successor(s) 

1 3  34 35 

2 3  35 50 

3 4, 23  36 37 

4 5, 6, 7, 9, 11, 12, 25, 26, 27, 41, 45, 

49 

 37 38 

5 14  38 39, 40 

6 14  39 50 

7 8  40 50 

8 14  41 42 

9 10  42 43 

10 14  43 62 

11 14  44 46 

12 14  45 46 

13 14  46 47 

14 15, 18, 20, 22  47 48 

15 16  48 50 

16 17  49 50 

17 31  50 66 

18 19  51 65 

19 21  52 65 

20 21  53 65 

21 31  54 65 

22 31  55 65 

23 24  56 57 

24 31  57 65 

25 31  58 65 

26 31  59 65 

27 28  60 65 

28 50  61 65 

29 50  62 63 

30 50  63 64 

31 32, 36, 51, 52, 53, 54, 55, 56, 58, 59, 

60, 61, 62 

 64 65 

32 33  65 - 

33 34  - - 
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B148 - Task Processing Times 

Task No Operation Side 
Processing Time 

Product Model A Product Model B Product Model C 

1 2 16 24 69 

2 2 30 13 125 

3 2 7 25 109 

4 2 47 113 69 

5 2 29 16 63 

6 2 8 53 6 

7 2 39 76 123 

8 2 37 30 36 

9 2 32 60 88 

10 2 29 7 5 

11 2 17 99 54 

12 2 11 115 30 

13 2 32 120 35 

14 2 15 117 72 

15 0 53 28 64 

16 1 53 81 116 

17 2 8 43 2 

18 0 24 4 95 

19 1 24 18 58 

20 2 8 78 31 

21 1 7 61 68 

22 0 8 48 48 

23 0 14 115 96 

24 1 13 52 81 

25 1 10 123 124 

26 1 25 2 40 

27 0 11 24 59 

28 0 25 45 43 

29 2 11 47 80 

30 1 29 26 4 

31 2 25 50 33 

32 0 10 34 71 

33 1 14 29 92 

34 0 41 11 49 

35 1 42 117 54 

36 1 47 43 83 

37 1 7 91 34 

38 1 80 84 84 

39 1 7 109 31 

40 1 41 119 67 

41 1 47 21 3 

42 0 16 25 95 

43 0 32 80 37 
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B148 Task Processing Times (Continued) 

Task No Operation Side 
Processing Time 

Product Model A Product Model B Product Model C 

44 0 66 85 52 

45 0 80 46 21 

46 0 7 33 121 

47 0 41 94 4 

48 2 13 8 123 

49 0 47 121 45 

50 2 33 0 28 

51 0 34 27 30 

52 0 11 51 81 

53 0 118 59 99 

54 0 25 49 41 

55 1 7 3 52 

56 2 28 73 14 

57 0 12 96 43 

58 0 52 49 110 

59 2 14 41 74 

60 2 3 20 78 

61 2 3 86 25 

62 2 8 32 129 

63 2 16 48 46 

64 1 33 37 71 

65 2 8 63 89 

66 2 18 121 57 

67 2 10 31 63 

68 2 14 47 95 

69 1 28 15 60 

70 1 11 45 97 

71 1 18 3 107 

72 1 25 104 55 

73 2 40 30 60 

74 2 40 97 1 

75 2 101 165 129 

76 2 5 33 70 

77 2 28 76 64 

78 2 8 24 126 

79 2 111 43 149 

80 2 7 70 11 

81 2 26 103 24 

82 2 10 45 92 

83 2 21 68 114 

84 2 26 74 87 

85 2 20 8 7 

86 2 21 92 102 
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B148 Task Processing Times (Continued) 

Task No Operation Side 
Processing Time 

Product Model A Product Model B Product Model C 

87 2 47 6 4 

88 2 23 53 71 

89 2 13 59 87 

90 2 19 32 53 

91 2 115 0 25 

92 2 35 0 66 

93 0 26 40 95 

94 2 46 88 46 

95 2 20 60 72 

96 2 31 4 119 

97 2 19 52 22 

98 2 34 54 28 

99 2 51 29 91 

100 2 39 63 4 

101 2 30 15 81 

102 2 26 30 127 

103 2 13 57 47 

104 2 45 107 52 

105 2 58 129 119 

106 2 28 70 78 

107 2 8 67 80 

108 2 43 68 40 

109 2 40 39 88 

110 2 34 69 111 

111 2 23 103 75 

112 0 162 128 87 

113 0 11 113 28 

114 2 19 19 96 

115 2 14 70 121 

116 2 31 80 36 

117 2 32 55 10 

118 2 26 32 57 

119 2 55 55 69 

120 2 31 100 3 

121 2 32 85 35 

122 2 26 59 71 

123 2 19 48 51 

124 2 14 45 32 

125 2 19 44 119 

126 2 48 51 120 

127 2 55 79 33 

128 0 8 109 43 

129 0 11 123 106 
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B148 Task Processing Times (Continued) 

Task No Operation Side 
Processing Time 

Product Model A Product Model B Product Model C 

130 0 27 90 1 

131 0 18 46 48 

132 2 36 3 119 

133 0 23 74 109 

134 1 20 80 85 

135 2 46 29 63 

136 2 64 78 91 

137 0 22 126 31 

138 2 15 28 6 

139 2 34 122 48 

140 2 22 54 42 

141 0 151 90 30 

142 1 148 24 106 

143 0 64 32 55 

144 0 170 37 9 

145 1 137 4 89 

146 1 64 24 28 

147 0 78 24 26 

148 1 78 86 111 

 

B148 - Precedence Relationships 

Task No Immediate Successor(s)  Task No Immediate Successor(s) 

1 5, 6, 7, 8  19 20 

2 3  20 21, 22, 23, 24 

3 4, 5, 6, 7  21 25, 26, 27, 28 

4 8  22 25, 26, 27, 28 

5 14  23 25, 26, 27, 28 

6 9  24 25, 26, 27, 28 

7 14  25 29 

8 10  26 29 

9 14  27 29 

10 14  28 29 

11 12  29 31 

12 13  30 - 

13 -  31 36 

14 15, 16  32 34 

15 17  33 35 

16 17  34 36 

17 18, 19  35 36 

18 20  36 37 
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B148 Precedence Relationships (Continued) 

Task No Immediate Successor(s)  Task No Immediate Successor(s) 

37 38, 45  81 106 

38 39  82 83, 89, 143, 146 

39 40  83 - 

40 41, 48, 55  84 85 

41 -  85 - 

42 43  86 - 

43 44  87 - 

44 -  88 111 

45 46  89 90 

46 47  90 79 

47 48, 49, 55  91 105 

48 -  92 135 

49 -  93 - 

50 51  94 - 

51 53, 69  95 101 

52 53  96 104 

53 -  97 - 

54 133  98 101 

55 54, 72, 76, 87, 88  99 100 

56 73  100 101 

57 79  101 102, 103 

58 84, 86  102 127 

59 75, 87  103 127 

60 -  104 - 

61 62  105 119 

62 63  106 107 

63 67  107 108 

64 65, 71, 72  108 109 

65 66, 99  109 110 

66 67  110 - 

67 68  111 112 

68 95, 98  112 113 

69 82  113 114, 116, 120, 123, 128 

70 71  114 115 

71 -  115 125 

72 134  116 117 

73 84, 86, 87, 88, 96  117 118 

74 75  118 126 

75 88, 97  119 - 

76 77  120 121 

77 78  121 122 

78 79  122 126 

79 80  123 124 

80 81  124 125 
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B148 Precedence Relationships (Continued) 

Task No Immediate Successor(s)  Task No Immediate Successor(s) 

125 -  137 - 

126 -  138 139 

127 -  139 140 

128 129  140 - 

129 130  141 142 

130 131, 137  142 143, 146, 147, 148 

131 -  143 - 

132 135  144 145 

133 135  145 147, 148 

134 135  146 - 

135 136  147 - 

136 -  148 - 
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A205 - Task Processing Times 

Task No Operation Side 
Processing Time 

Product Model A Product Model B Product Model C 

1 2 39 151 204 

2 2 42 104 75 

3 1 261 52 126 

4 0 261 447 394 

5 2 157 75 10 

6 2 90 7 139 

7 1 54 167 145 

8 1 67 296 168 

9 1 30 77 48 

10 1 106 124 200 

11 1 32 34 89 

12 1 62 79 19 

13 0 54 176 188 

14 0 67 8 192 

15 0 30 116 172 

16 0 106 69 297 

17 0 32 225 15 

18 0 62 300 37 

19 2 56 156 234 

20 2 67 35 224 

21 2 86 71 4 

22 2 37 12 59 

23 2 41 64 16 

24 2 72 105 3 

25 1 86 61 40 

26 0 16 54 355 

27 1 51 167 107 

28 1 66 29 116 

29 1 41 285 181 

30 1 72 30 78 

31 1 51 36 16 

32 1 16 49 5 

33 1 15 13 65 

34 0 15 84 63 

35 2 85 34 241 

36 2 59 384 116 

37 0 23 26 110 

38 0 13 115 179 

39 0 19 114 36 

40 2 108 203 7 

41 2 214 166 64 

42 2 80 46 180 

43 0 37 40 96 
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A205 Task Processing Times (Continued) 

Task No Operation Side 
Processing Time 

Product Model A Product Model B Product Model C 

44 0 84 28 106 

45 0 18 72 29 

46 0 12 51 7 

47 0 29 86 252 

48 0 37 184 179 

49 0 13 154 219 

50 0 70 91 111 

51 0 217 304 61 

52 0 72 167 107 

53 0 85 185 53 

54 1 43 49 34 

55 1 97 116 59 

56 1 37 206 113 

57 1 13 36 143 

58 1 35 73 299 

59 1 217 102 219 

60 1 72 199 62 

61 1 85 373 154 

62 2 25 137 44 

63 2 37 210 89 

64 2 37 38 139 

65 2 103 41 253 

66 2 140 424 425 

67 2 49 59 152 

68 2 35 143 139 

69 2 51 51 163 

70 2 88 221 123 

71 2 53 341 288 

72 2 144 301 102 

73 2 337 83 394 

74 2 107 184 156 

75 2 371 100 444 

76 2 97 276 11 

77 2 166 104 6 

78 0 92 87 50 

79 1 92 160 95 

80 2 106 210 238 

81 2 49 257 252 

82 2 92 219 285 

83 2 371 256 49 

84 2 87 57 248 

85 2 162 183 435 

86 2 96 208 154 
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A205 Task Processing Times (Continued) 

Task No Operation Side 
Processing Time 

Product Model A Product Model B Product Model C 

87 2 79 267 22 

88 2 96 175 134 

89 2 42 262 309 

90 1 88 128 404 

91 1 90 46 39 

92 1 97 196 172 

93 1 270 199 29 

94 2 452 363 91 

95 1 48 319 297 

96 2 338 423 188 

97 2 34 140 196 

98 2 65 39 178 

99 2 50 120 136 

100 2 112 25 122 

101 2 48 197 137 

102 2 117 287 42 

103 2 50 170 179 

104 1 68 123 370 

105 0 232 84 6 

106 0 122 396 410 

107 2 151 222 120 

108 0 31 76 105 

109 2 97 16 42 

110 1 308 426 429 

111 0 116 196 151 

112 1 312 291 22 

113 2 34 136 195 

114 0 128 15 83 

115 2 54 89 3 

116 1 175 180 76 

117 2 55 111 221 

118 2 306 368 15 

119 2 59 198 122 

120 2 59 204 46 

121 2 66 130 234 

122 2 66 118 99 

123 2 23 95 127 

124 2 244 250 50 

125 2 54 83 292 

126 1 294 10 266 

127 2 84 136 110 

128 2 61 113 127 

129 2 57 237 177 



238 | Appendices 

 

A205 Task Processing Times (Continued) 

Task No Operation Side 
Processing Time 

Product Model A Product Model B Product Model C 

130 1 38 89 221 

131 2 57 2 4 

132 1 129 122 211 

133 1 276 115 238 

134 1 445 383 309 

135 0 68 81 244 

136 0 53 89 78 

137 2 49 138 128 

138 2 92 71 127 

139 2 236 339 103 

140 0 116 216 259 

141 0 265 314 133 

142 0 149 270 357 

143 0 74 118 176 

144 2 332 306 384 

145 2 324 264 22 

146 0 104 253 119 

147 0 51 65 238 

148 1 58 131 98 

149 1 67 49 148 

150 1 49 39 84 

151 2 107 364 272 

152 0 38 17 31 

153 0 27 98 33 

154 2 68 41 78 

155 2 207 386 168 

156 2 202 227 177 

157 2 83 113 189 

158 1 35 84 35 

159 1 58 61 40 

160 2 42 108 70 

161 1 68 165 100 

162 1 68 139 74 

163 1 68 44 42 

164 1 103 71 90 

165 1 103 35 108 

166 1 103 94 46 

167 1 103 87 58 

168 1 103 134 44 

169 0 68 19 37 

170 0 103 138 23 

171 0 68 28 5 

172 0 103 342 431 
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A205 Task Processing Times (Continued) 

Task No Operation Side 
Processing Time 

Product Model A Product Model B Product Model C 

173 0 103 93 258 

174 0 68 7 42 

175 0 103 230 201 

176 0 103 185 139 

177 2 10 69 64 

178 2 187 96 145 

179 0 134 82 163 

180 0 89 156 147 

181 0 58 113 148 

182 0 49 120 15 

183 0 134 254 203 

184 0 53 129 21 

185 2 334 50 380 

186 1 24 84 56 

187 1 76 85 56 

188 0 76 57 36 

189 2 192 201 98 

190 2 98 85 67 

191 1 258 187 241 

192 2 165 251 189 

193 1 38 3 62 

194 2 115 262 89 

195 0 83 68 39 

196 1 56 21 17 

197 1 29 62 39 

198 1 303 433 225 

199 1 18 0 43 

200 1 29 56 37 

201 0 154 126 248 

202 0 90 74 18 

203 0 93 95 38 

204 2 94 118 36 

205 2 165 203 186 
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A205 - Precedence Relationships 

Task No Immediate Successor(s)  Task No Immediate Successor(s) 

1 36  45 46, 48, 51, 53 

2 3, 4  46 47 

3 5  47 92 

4 5  48 49 

5 7, 13  49 50 

6 36  50 92 

7 8  51 52 

8 9  52 92 

9 10  53 92 

10 11  54 55 

11 12  55 56, 59, 61 

12 36  56 57 

13 14  57 58 

14 15  58 92 

15 16  59 60 

16 17  60 92 

17 18  61 92 

18 36  62 63 

19 36  63 64 

20 22  64 65, 68 

21 22  65 66 

22 23  66 67 

23 24, 34  67 80 

24 26, 27, 28  68 80 

25 28  69 70 

26 35  70 71 

27 35  71 73 

28 29  72 73 

29 30, 33  73 74 

30 31, 32  74 76 

31 35  75 92 

32 35  76 77, 78, 79 

33 35  77 80, 82 

34 35  78 80 

35 36  79 80 

36 37, 40, 41, 42, 62, 69, 72, 75, 83, 

110, 111, 112 

 80 81 

37 38  81 84 

38 39  82 92 

39 45  83 92 

40 43, 54  84 85 

41 92  85 86, 88, 90 

42 43, 54  86 87 

43 44  87 92 

44 45  88 89 
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A205 Precedence Relationships (Continued) 

Task No Immediate Successor(s)  Task No Immediate Successor(s) 

89 92  130 136 

90 91  131 132 

91 92  132 133 

92 93, 94, 95, 96, 97, 98, 99  133 189 

93 135  134 189 

94 135  135 136, 137, 138, 139, 140, 141, 142, 

144, 145, 147, 148, 149, 150, 151, 

152, 153, 158 

95 113  136 189 

96 113  137 160 

97 100  138 160 

98 100  139 160 

99 100  140 143 

100 101, 103, 105, 109, 130, 131, 134  141 143 

101 102  142 143 

102 113  143 160 

103 104  144 160 

104 113  145 146 

105 106, 107  146 160 

106 108  147 160 

107 108  148 160 

108 113  149 160 

109 113  150 160 

110 113  151 160 

111 113  152 160 

112 113  153 154 

113 114, 115, 116, 117, 118, 119, 120, 

121, 122, 123, 124, 161, 162, 163, 

169, 171, 174, 203, 204, 205 

 154 155 

114 160  155 156 

115 160  156 157 

116 160  157 189 

117 160  158 159 

118 126  159 189 

119 126  160 164, 170, 178, 179, 184 

120 126  161 167 

121 126  162 165 

122 126  163 164 

123 126  164 165 

124 125  165 166 

125 126  166 167 

126 127, 128, 129  167 168 

127 135  168 177 

128 135  169 170 

129 135  170 172 
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A205 Precedence Relationships (Continued) 

Task No Immediate Successor(s)  Task No Immediate Successor(s) 

171 172  189 190, 191, 193 

172 173  190 - 

173 175  191 192 

174 175  192 - 

175 176  193 - 

176 177  194 197 

177 185, 186, 187, 188, 194, 195  195 196 

178 180  196 197 

179 180  197 198, 199, 201 

180 181, 183  198 - 

181 182  199 200 

182 -  200 - 

183 -  201 202 

184 -  202 - 

185 189  203 - 

186 189  204 - 

187 189  205 - 

188 189  - - 
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A.2. Histograms, Individual Value Plots and Boxplots of Differences for 

Statistical Tests 

A.2.1. Balancing lines together 
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A.2.2. Considering the model sequencing and line balancing problems together  
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A.2.3. The performances of the proposed algorithms 

A.2.3.1. ABACO versus BOH 
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A.2.3.2. ABACO/S versus BOH/S   
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A.2.3.3. ABACO/S-GA versus ABACO/S  
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