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Web based health surveys: Using a Two Step Heckman Model to examine their potential 

for population health analysis 

 

Abstract 

In June 2011 the BBC Lab UK carried out a web-based survey on the causes of mental 

distress. The ‘Stress Test’ was launched on ‘All in the Mind’ a BBC Radio 4 programme and 

the test’s URL was publicised on radio and TV broadcasts, and made available via BBC web 

pages and social media. Given the large amount of data created, over 32,800 participants, 

with corresponding diagnosis, demographic and socioeconomic characteristics; the dataset 

are potentially an important source of data for population based research on depression and 

anxiety. However, as respondents self-selected to participate in the online survey, the 

survey may comprise a non-random sample. It may be only individuals that listen to BBC 

Radio 4 and/or use their website that participated in the survey. In this instance using the 

Stress Test data for wider population based research may create sample selection bias. 

Focusing on the depression component of the Stress Test, this paper presents an easy-to-use 

method, the Two Step Probit Selection Model, to detect and statistically correct selection 

bias in the Stress Test. Using a Two Step Probit Selection Model; this paper did not find a 

statistically significant selection on unobserved factors for participants of the Stress Test. 

That is, survey participants who accessed and completed an online survey are not 

systematically different from non-participants on the variables of substantive interest. 

 

Keywords: United Kingdom; Depression; web-based surveys; sample selection bias; Two 

Step Probit Selection Model 
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1. Introduction  

The fast pace of technology changes and the increasing ease of developing online surveys via 

companies such as survey monkey has resulted in web surveys attracting considerable 

interest from academic researchers (Fleming and Bowden, 2009; Strabac & Aalberg, 2011). 

Internet surveys are cost efficient and provide a wide range of new possibilities for data 

collection and for incorporation of complex visual information into a questionnaire (Strabac 

& Aalberg, 2011; Fleming and Bowden, 2009). Table 1 presents an overview of the 

advantages and disadvantages associated with Internet surveys. The main drawback 

commonly cited with web-based surveys is potentially low levels of access to, and use of 

Internet services across the general population (Bethlehem, 2010). However, Internet 

coverage and access is improving rapidly across all demographics (Bethlehem, 2010; Strabac 

& Aalberg, 2011; ONS, 2015). In England, a recent survey on internet usage by the Office of 

National Statistics (ONS, 2015) found that between January and March 2015, 86.2% of the 

English population had used the Internet in the last 3 months (recent users), while 2% (1.1 

million) had last used the Internet more than 3 months ago and 11% (5.9 million) had never 

used it. Regionally, it was found that the South East of England reported the highest level of 

Internet usage (89.6%) and the North East the lowest (81.6%). 

 

Table 1 Advantages and disadvantages of online surveys 

 

However, even if an individual has Internet access, not all people are equally reached by 

Internet solicitation. The majority of web surveys allow participants to self-select into the 

sample (Schonlau et al, 2004; Bethlehem, 2010). Respondents are those people who happen 

to visit the website and then decide to participate in the survey (Bethlehem, 2010). The 

decision to participate may depend on personal characteristics correlated with the subject 
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matter or how the survey is hosted and subsequently advertised. This is in contrast to the 

theory of probability sampling where each individual must have an equal chance of being 

included in the survey for the sample to generate unbiased results (Kish, 1965; Bethlehem, 

2010; Sanchez-Fernandez et al., 2012). Self-selection into a survey implies that the principles 

of probability sampling are not followed (Berk, 1983; Lee and Marsh, 2000; Bethlehem, 

2010). When this situation arises it is referred to as sample selection bias (Rubin, 1976; Berk, 

1983). Selection bias occurs because non-participation is rarely random (e.g., distributed 

equally across subgroups); instead, bias often is correlated with variables that also are 

related to the dependent variable of interest (Goodfellow et al., 1988; Winship and Mare, 

1992). Sample selection bias is a threat to both the internal and external validity of the 

model (Berk, 1983; Lee and Marsh, 2000; Cuddleback et al., 2004) whereby independent 

variables are correlated with a disturbance term (i.e., error) and analyses based on biased 

samples can lead to inaccurate estimates of the relationships between variables (e.g., 

regression coefficients).  

 

In theory, non-probability samples may yield results that are just as accurate as probability 

samples. This situation may arise if the factors that determine a population member’s 

presence or absence in the sample are all uncorrelated with the variables of interest in a 

study (Lee and Marsh, 2000; Yeager et al., 2011). The possibility of representative data from 

online surveys needs to be formally tested before such data may be used for research 

purposes. A method is therefore required that allows examination of whether the online 

survey of interest suffers from selection bias or unobserved heterogeneity before the data 

may be used for population based research. The conventional approach to missing data in a 

survey, the imputation approach has two important limitations if sample selection bias is 

present in the survey (Hogan et al., 2012). First, imputation assumes that no unobserved 

variables associated with dependent variable influence participation in the survey: non-
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participants are missing at random. However, as noted above this may not be the case. 

Second, it ignores regression parameter uncertainty in the imputation model, resulting in 

confidence intervals (CI) that are too small (Hogan et al., 2012). The use of data imputation 

in the presence of sample selection bias is equally as invalid as using the raw data without 

imputation.  

 

Beginning in the late 1970s (Greene, 1981; Heckman, 1976, 1978, 1979), methods for 

detecting and statistically correcting selection bias were developed in economics and related 

areas. In the decades since, as noted by Cuddleback and colleagues (2004), an extensive 

literature has evolved in the area of sample selection bias (Berk, 1983; Lee & Marsh, 2000; 

Stolzenberg & Relles, 1997). These methods are known as sample selection models and 

although developed over forty years ago, they are designed to overcome the same issues 

associated with Internet based surveys in the New Millennium. Using a variant of Heckman’s 

(1976) two-step selection model (Van de Ven and Van Pragg, 1981), this paper examines 

whether data collected on mental distress at a UK University based Institute of Psychology 

and the BBC Lab UK via a web-based survey suffers from sample selection bias. If sample 

selection bias is not found, the Stress Test may be used to examine the prevalence of 

depression in the general population and other socio-economic analyses. However, if sample 

selection bias is found the simultaneous estimation of both models allows for the correction 

of the estimated coefficients in the outcome model. While the outcome of this research is of 

interest to the researchers involved in the original research project (Kinderman et al., 2013), 

such an analysis also extends the literature on the appropriateness of using online survey 

data for public health research.  

 

Section 2 introduces the BBC Lab UK, the Stress Test and some descriptive statistics to 

examine the representativeness of the survey relative to external data sources. Section 3 
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introduces a Heckman style model for sample selection bias, used for binary variable 

analysis, the Two Step Bivariate Probit Model. Section 4 presents the results of a Two Step 

Bivariate Probit Model (Van de Ven and Van Pragg, 1981) used to test the Stress Test for 

sample selection bias. Section 5 offers a discussion of the results within the context of the 

usefulness of online surveys in public research.  

 

2. The BBC, BBC Lab UK and the Stress Test 

The British Broadcasting Corporation (BBC) is the public service broadcaster of the UK and 

the world's oldest national broadcasting organization. Originally providing radio services, the 

BBC service now includes television, radio and online platforms, which are available both 

nationally and internationally (Kinderman et al., 2015). In response to other online ‘citizen 

science’ projects the BBC Lab UK was launched in 2009. The BBC Lab UK invited members of 

the public to take part in science experiments investigating different aspects of psychology, 

sociology and health by completing tests and surveys online. The website was active form 

2009 to 2013 until data collection ceased in May 2013 and the results for each experiment 

remain online (http://www.bbc.co.uk/labuk). Academic researchers designed each web 

experiment (see for example Savage et al., 2013; Kinderman et al., 2015; Rentfrow et al., 

2015). Each experiment was structured to give feedback to the participant, immediately 

after they had submitted their data. As part of the BBC Lab UK and in collaboration with an 

Institute of Psychology in the UK, the ‘Stress Test’ was launched on ‘All in the Mind’ a BBC 

Radio 4 programme in June 2011 (Pontin, 2012; Kinderman et al., 2011). The test’s URL was 

publicised on BBC Radio 4 and made available via BBC web pages and social media. Visitors 

to the Stress Test’s homepage accessed the test by signing in using BBC online membership 

(Kinderman et al., 2015).  

 

All persons gave their informed consent prior to their inclusion in the study (Kinderman et 
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al., 2011). On accessing the test webpage, participants were presented with the option of 

starting the test or following links to gain further information. The test was ‘live’ for a 4-

week period (Kinderman et al., 2015). Participants were required to complete the test in one 

sitting and the test took approximately 20 minutes to complete (Pontin, 2012). Participants 

could opt out of the survey at any point. To minimise variation in survey responses, items 

were completed in a fixed order from a dropdown box and some tasks had time limits 

(Kinderman et al., 2015). Once the test was completed, participants were not permitted to 

complete the test again (Pontin, 2012). Only individuals over the age of 18 years could 

complete the Stress test. Over 32,000 individuals responded to the online Stress Test, of 

which over 5,000 were from outside the UK.  

 

The first part of the Stress Test gave an overall measure of people’s current mood using the 

Goldberg Anxiety and Depression Scale (GADs) (Goldberg et al., 1988) and the BBC Well-

being Scale, a new measure of general well-being developed for The Stress Test (Kinderman, 

et al., 2011). Developed from a 36 items of the Psychiatric Assessment Schedule (Surtees et 

al., 1983), GADs is eighteen-item self-report symptom inventory with ‘yes’ or ‘no’ responses 

to items asking how respondents had been feeling in the past few weeks. Nine items each 

comprise the anxiety and depression scales and the scales can be separated to examine the 

case prevalence of depression (GDs) or Anxiety (GAs) alone.  Researchers have concluded 

the GADs to be a valid and acceptable method of detecting depression and anxiety (Smith, 

2004; Montero-Marin et al., 2014; Koloski et al., 2008). Recent international research using 

the GADS includes research on menopause in Spain (García-García et al., 2015), expectant 

fathers in Australia (Leach et al., 2015), obesity in Latin America (Blümel et al., 2015) and the 

indoor environment in Italy (Magnavita, 2015).   

 

Depression and anxiety frequently coexist in the same individual (Christensen et al., 1999), 
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either concurrently or at different times, and numerous studies show that the presence of 

an anxiety disorder is the single strongest risk factor for development of depression (Hranov, 

2007). However, controversy continues over the nature of the relationship between 

depression and anxiety, some believing they are distinct, separate entities while others (the 

majority) view them as overlapping syndromes that present at different points on a 

phenomenological and/or chronological continuum (Hranov, 2007). However, the aim of this 

paper is to provide a pedagogical illustration of the Heckman sample selection model within 

the context of the new data landscape available to researchers. Thus, the relationship 

between the dependent and independent variables is of lesser interest to the authors. 

Importantly, the nine item anxiety and depression components of the GADs, the GDs and 

GAs have been used as separate scales within research to date. For example, Sforza et al., 

(2016) used the Gas component of the GADS to examine anxiety and sleep apnea.   

 

Thus, for simplicity this paper therefore focuses on examining the depression component of 

the GADS. Individuals receive a score along a nine-point scale, where a score of 1 is a low 

probability of being diagnosed with case depression and 9 is a high probability of being 

diagnosed with case depression. Including the GADs and the BBC Well-being Scale, the Stress 

Test consisted of 12 sections and included; demographic and socio-economic questions; 

familial mental health; social inclusion; negative life events (historic and recent); 

neurocognitive responses to negative feedback and positive and negative stimuli; and 

psychological processes (response style and attribution style). Participants were also asked 

to write, using free text, their first and second biggest cause of stress (Pontin, 2012). Table 2 

provides descriptive statistics for respondents to the Stress Test who reside in England. 

Descriptive statistics presented by Kinderman et al., (2011) found that Stress Test 

respondents were predominantly white, had slightly higher earnings, and were better 

educated than the general population.  
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Table 2 Descriptive Statistics for English Respondents to the Stress Test 

 

Geographical Data 

The Stress Test also asked participants for the first part of their postcode (referred to as the 

outward code). For example, if a respondent lived in L1 9AD (a Liverpool address) they 

supplied the L1 component of their postcode. Over 90% of respondents filled out their 

postcode and those that did not were removed from the Stress Test sample. Data processing 

in the statistical software Stata (StataCorp, 2013) linked the first part of each respondent’s 

postcode to the National Statistics Postcode Lookup (NSPL) table produced by ONS 

Geography. This process allowed a range of higher geographies including ward, Lower Super 

Output Area (LSOA) and Government Office Region and urban/rural classification (ONS, 

2014), to be merged with the Stress Test data. As postcodes were merged to higher-level 

geographies, particularly the LSOA the exclusion of the second component (referred to as 

the outward code) becomes irrelevant.  

The inclusion of the LSOA variable also provided the spatial referencing required to link data 

from the index of multiple deprivation for England (IMD) 2010 (Department for 

Communities and Local Government, 2010) to the data from the Stress Test. A socio-spatial 

index, the IMD uses a combination of Census data and data derived from other sources such 

as the Inland Revenue, the Department of Health and the Department of Transport to 

measure the multiple facets of deprivation at the small area level (Morrissey et al., 2016). 

Linking the IMD for England 2010 to data from the Stress Test was important for two 

reasons, one conceptual, one methodological. Conceptually, place of residence is strongly 

patterned by social position and there is a growing appreciation of the affect neighbourhood 

characteristics can have on individual health outcomes (Diez Roux & Mair 2010). The IMD 



M
ANUSCRIP

T

 

ACCEPTE
D

ACCEPTED MANUSCRIPT

 9

2010 provides a way in which the impact of area level deprivation can be accounted for in 

health research (Barnett et al., 2012; Morrissey et al., 2016).  

 

The IMD is available in two numerical forms; as a rank variable, which shows how an 

individual LSOA compares to other LSOAs in the country, and as an absolute score 

(Morrissey et al., 2016). The IMD 2010 was constructed by combining seven general welfare 

domain scores weighted as followed; income (22.5%), employment (22.5%), housing and 

disability (13.5%), education, skills and training (13.5%), barriers to housing and services 

(9.3%), crime (9.3%), and living environment (9.3%). The IMD is based on data at the Lower 

Super Output Areas (LSOA) with each LSOA containing on average 1500 people or 600 

households (Morrissey et al., 2016). The LSOA ranked number one is the most deprived, with 

higher rankings indicating less deprived areas. Overall, the Stress Test contains a 

comprehensive collection of demographic, socioeconomic, clinical, psychological and spatial 

data that if found to be robust in terms of sampling is a powerful dataset for further public 

health research. However, due to the manner in which the survey was (a) launched, via a 

BBC 4 Radio programme and (b) hosted, only on the BBC website, individuals with a higher 

propensity to listen to BBC Radio 4 may therefore exhibit a higher participation rate 

compared to the general population. A report commissioned by BBC Radio in 2010 (BBC 

Radio Review, 2010) found that average listenership to BBC Radio 4 was disproportionately 

higher in the Greater London region (24.6%) and the South East region (27%) compared to 

national listenership rates of 19%. The advertisement of the Stress Test on BBC Radio 4 and 

the above average listenership to BBC Radio 4 in the southeast region may mean that there 

are a disproportionality higher number of respondents from this two regions, thus creating a 

regionally biased sample. 

 

With regard to spatial representativeness of the Stress Test, it was found that 43% (14,124) 
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of LSOAs in England did not have a single survey respondent. However, this is not necessarily 

an issue of concern. The collection of a geographically representative sample does not 

require that each geographical unit have a respondent. Instead, surveys are designed to 

yield a representative sample of the population by setting demographic, socio-economic and 

spatial quotas based on national registers (usually the Census of Population). Initial Chi-

Squared analysis found no statistical regional bias (90% significance level) between the 

respondents to the Stress Test compared to the Health Survey of England. However, sample 

representativeness at the sub regional level, particularly once demographic and socio-

economic factors are accounted for may still be an issue for the Stress Test.  

 

3. Modelling Sample Selection  

Heckman style models are based on the simultaneous estimation of two multiple regression 

models, an outcome equation and a selection equation (Bushway et al., 2007; Barnighausen 

et al., 2011). The simultaneous estimation of the outcome and selection equations allows for 

any correlation between the unobserved error terms for the dependent variable and 

participation in the survey (Barnighausen et al., 2011).  In choosing whether it is appropriate 

to use Heckman type models to investigate sample selection bias, the data under analysis 

must met a number of criteria. These criteria include: 

 

• A full set of observations for each variable for both participants and non-

participants  

• A dependent variable in the selection model that is an appropriate proxy for survey 

participation and non-participation 

• The selection of an appropriate exclusion variable in the selection model 
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If the dataset meets these criteria only then can a Heckman style model be implemented. 

Indeed, it is important to note that the Heckman model is a very sensitive model and the 

authors found that if the above criteria are not met the model simply will not run or 

converge. The next three sections explore these criteria, with reference to the data 

requirements for the successful implementation of a Heckman Style Sample Selection model 

and data from the Stress Test.  

  

Observations on participants and non-participants 

With the exception of the dependent variable in the outcome model, selection models can 

only be used when there is a full set of observations for participants and non-participants for 

each variable (Geneletti et al., 2011; Barnighausen et al., 2011). Linking the Stress Test with 

external geo-referenced data that includes the IMD score, region and urban/rural 

classification for all LSOAs in England provides data for both participants and non-

participants of the Stress Test. This paper therefore follows Chaix et al., (2011) who sought 

to identify selective participation in a cohort study using data on the neighbourhood in 

which participants or non-participants resided. Creating a dataset with area level data for 

both participants and non-participants and using a Heckman style Sample Selection model 

allows us to examine whether there is a difference between respondents to the web-based 

survey who accessed and completed the online survey in full and individuals that did not 

access the survey.    

 

Figure 1 Heckman Style Sample Selection model and data from the Stress Test 

 

Choosing a proxy for survey participation: the Selection Equation 

As the decision being modelled is an individual’s choice to participate in a survey or not, the 

dependent variable for the selection equations must be a binary (Barnighausen et al., 2011). 
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A report commissioned by BBC Radio in 2010 (BBC Radio Review, 2010) found that average 

listenership to BBC Radio 4 was disproportionately higher in the Greater London region and 

the South East region. The higher than average listenership to BBC Radio 4 in the southeast 

region of England suggests that residing in the southeast of England may be used as proxy 

for BBC Radio 4 listenership in the selection equation.  

 

Exclusion Restriction 

Even when data for participants and non-participants and an appropriate dependent 

variable for the selection model are available, research evidence demonstrates that the 

Heckman approach can seriously inflate standard errors if there is collinearity between the 

correction term and the included regressors (Moffitt 1999; Stolzenberg and Relles 1990). To 

ensure non-collinearity between the outcome equation and the selection equation, the 

selection equation must include an observed variable, zi that affects why individuals may 

select to participate in study but does not influence the outcome variable (Bushway et al., 

2007; Sartori, 2003). This variable is referred to as the exclusion restriction (Sartori, 2003). 

The identification of a valid exclusion restriction involves three steps (Bushway et al., 2007; 

Barnighausen et al., 2011). First, one must consider which of the variables available in a 

survey could be associated with survey participation. Second, it is important that the 

exclusion variables, zi are not relevant predictors of the dependent variable in the outcome 

equation (depression). This second criteria eliminates an overwhelming number of variables 

(Bushway, 2007). Third, one must test whether the selection variable is indeed significantly 

associated with survey participation in a selection model, controlling for other observed 

variables. 

 

Given the higher than average rates of BBC 4 listenership in the Southeast of England (BBC 

Radio Review, 2010), the newly created Southeast of England variable is used as a proxy for 
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listening to BBC Radio 4 and becomes the survey participation variable. A large number of 

satellite towns have developed in the South East region to accommodate high rates of 

commuting into London and the region has become highly urbanised. Within this context, 

this paper proposes using a rural residency as the exclusion criteria, zi, for the selection 

equation. Following the criteria set out by Bushway (2007) on identifying a valid exclusion 

restriction, rural residency was chosen, as we believe that rurality will be: 

 

a. Significantly, negatively associated with the South East region, the survey 

participation variable and; 

b. Unrelated to the outcome variable, depression.  

The 2011 ONS rural-urban classification (RUC2011) was used to designate if an LSOA was 

urban or rural. Using the predefined 2011 RUC2011 definition of rurality allows for a 

consistent definition of rural/urban LSOAs across datasets and as such is used as the de facto 

measure of rurality in the majority of health research in the UK (Kyte and Wells, 2010). The 

hypothesised insignificant relationship between rural residency and depression is based on 

research in England that found that once demographic and area level socio-economic factors 

(such as the Index of Multiple Deprivation) are accounted for, rural residency does not have 

a significant impact on outcomes of depression (Paykel et al., 2000; McKenzie et al., 2013). 

Following the recommended steps in specifying the selection model (Bushway et al., 2007) a 

probit model was used to test if there was a significant relationship between depression and 

residing in a rural area. It was found that controlling for IMD score, residing in a rural area is 

not associated with depression for respondents to the Stress Test. The urban/rural variable 

becomes the exclusion criteria in the selection model, the depression variable becomes the 

dependent variable in the outcome equation, while the IMD score of each of 32,000 LSOAs 

becomes an explanatory variable in both the outcome and selection models.  
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It should also be noted that a number of variables were tested as potential exclusion criteria. 

The initial choices included occupation type, as the Southeast region has a higher number of 

residents in professional occupations. However, professional occupation was significantly 

(positively) associated with outcomes of depression. Given the inconclusive association 

between ethnicity and depression (Mallinson and Popay, 2007), the ethnicity variable was 

classified as a binary variable, white or other, and also tested as a potential exclusion 

criterion. However, within this sample white ethnicity was significantly (positively) 

associated with outcomes of depression. 

 

Specifying the Outcome and Selection Equations for the Stress Test 

In most respects the outcome model is no different from any other multiple regression 

model and continuous, binary, multi-categorical, or other types of dependent variables may 

be used as dependent variables (Bushway et al., 2007). The majority of research using 

clinical scales to explore levels of depression and anxiety in the general population simply 

assumes that a diagnosis or scale can be applied with equal validity across a wide age range 

(Jorge et al., 2005). However, Jorm et al., (2005) found this issue becomes most serious in 

the very elderly where there is a high prevalence of physical disorders which can produce 

changes in some depression and anxiety symptoms. Research on depression and anxiety 

using the GADS (Jorm et al., 2005; Christensen et al., 1999) found that depression and 

anxiety symptoms decline across age groups. Given the importance of age as an exploratory 

variable for depression and the use of the GD scale in the Stress Test, this research follows 

Jorm et al., (2005) and reassigns the outcome variable, depression, as a binary variable 

according to the age and gender cut-offs presented in Table 3. For example, male 

respondents to the Stress Test aged 20-24 with a score of six or greater on the GDS were 

designated as case prevalent for depression and assigned a value of 1. Similarly female 
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respondents to the Stress Test aged 25-44 were assigned a value of 1 if they scored 5 or 

higher on the GDS.  

 

Table 3 Cut-offs for Goldberg Depression by Age and Gender 

 

The reassignment of the GDS as a binary variable according to age and gender specific cut-

offs means that the traditional Heckman Two Stage Sample Selection Model for continuous 

variables cannot be used as part of this research. As such, this paper uses a Two Step 

Bivariate probit model to measure potential sample selection bias. This newly created 

depression variable, where 0 represents individuals not case prevalent and 1 represents 

individual’s case diagnosed with depression, becomes the dependent variable in the 

outcome equation. The Two Step Bivariate Probit Model begins with the specification of the 

outcome equation, a probit model specified as follows: 

    ��
∗ = 	��� + 	�  

 

 �� = 1	��	��
∗ > 0, �� = 0, ��ℎ������ 

 

where ��
∗is an unobserved latent variable that determines the likelihood of a respondent to 

the Stress Test  being diagnosed with depression i, and ��
∗ depends on a vector of observed 

characteristics xi and random error εi. Actual diagnosis of depression yi is either negative (0) 

or positive (1), depending on whether ��
∗ is above or below zero. 

 

The dependent variable for the selection equations must be a binary variable, as the 

decision being modelled is an individual’s choice to participate in a survey or not 

(Barnighausen et al., 2011). Although the logit and probit are sometimes viewed as 

interchangeable, they each make different assumptions about functional form—the probit 
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uses normality and the logit uses log normality. All of the features of the Heckman estimator 

are based on the assumption of bivariate normality and therefore require the use of the 

probit. Although previous research has used logit estimation, Bushway et al., (2007) point 

out that this is incorrect. The selection model is specified using probit regression and 

estimated using maximum likelihood (Greene, 1995, 2000) as follows:  

 

 ��
∗ = 	��� + ��� + ��  

 �� = 1	��	��
∗ > 0, �� = 0, ��ℎ������ 

 �� 	��������	��	�� = 1 

 

where ��
∗ is an unobserved latent variable that determines the likelihood of survey 

participation for individual i, and ��
∗ depends on a vector of observed characteristics xi, a 

vector of exclusion restrictions zi, and random error μi. If there is no correlation in the error 

terms, the expected outcome for individuals who do not participate in the online survey 

depends only on the observed characteristics xi.  The characteristics of the unobserved 

participants are the same as those that participated. However, if online participation in the 

Stress Test and depression diagnosis is correlated, the information that someone does not 

participate in the online survey changes the conditional distribution of εi for that person and 

the likelihood that he or she is diagnosed with depression. The error term, εi becomes 

biased.  

 

The parameter ρ measures the correlation between the error terms of the substantive and 

selection models (Barnighausen et al., 2011; Clark and Houle, 2014). ρ has a potential range 

between -1 and +1 and gives some indication of the likely range of selection bias. A 

correlation with an absolute value of 1 would occur if the regression coefficients of the 

selection model and the regression coefficients of the substantive model were estimated by 
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identical processes (i.e., potential selection bias). Conversely, a value of ρ closer to zero 

would suggest that data are missing randomly or the regression coefficients of the selection 

model and the regression coefficients of the substantive model were estimated by unrelated 

processes (i.e., less evidence of selection bias) (Barnighausen et al., 2011; Clark and Houle, 

2014). With regard to this paper, a significant negative ρ indicates that persons who do not 

participate in the Stress Test are more likely to be diagnosed with depression than Stress 

Test participants. A significant positive ρ Indicates that Stress Test respondents are less likely 

to be diagnosed with depression. The Wald test of independent equations assesses the null 

hypothesis that listening to BBC Radio 4 and the likelihood to be diagnosed with depression 

are independent of each other, i.e., whether ρ is significantly different from zero.  Section 4 

outlines the results of the model specified above.  

 

4. Results 

Table 3 presents the results of the Two Step Bivariate Probit model with depression the 

dependent variable in the outcome model and South of England residency as a proxy for 

listening to BBC Radio 4 in the selection model. This confirms the absence of selection bias in 

the Stress Test. The coefficient ρ was negative -0.22, indicating that persons who did 

respond to the Stress Test are less likely to be diagnosed with depression controlling for the 

IMD quintile of their LSOA. However, the Wald test indicates that this relationship is not 

significant (p=0.893). Examining each of the models in turn, a simple probit model was used 

to examine the outcome equation; the relationship between depression outcomes for 

individuals and area level deprivation. Using LSOA based IMD data, rather than the 

demographic and socio-economic variables in the Stress Test, ensures that there is data for 

both participants and non-participants. A binary probit model was used to estimate the 

effect of IMD quintile on depression. Furthermore, research in health geography and public 

health has found a significant relationship between area level deprivation and outcomes of 
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depression (Skapnakis et al., 2005; O’Campo et al., 2009; Gatrell and Elliott, 2009). Table 1 

demonstrates that each IMD quintile is negatively associated with depression, relative to the 

most deprived LSOA. Thus, as with previous research, a simple probit model found that 

individuals diagnosed with depression by the Stress Test are significantly more likely to 

reside in deprived areas relative to the least deprived areas. A second simple probit model 

was used to estimate the effects of IMD quintile and rural residency on South of England 

residency, our proxy for BBC 4 Radio listenership. In the selection model each IMD quintile is 

linearly positively associated with living in the South of England, relative to the most 

deprived LSOA. There is a significant negative relationship between residing in the South of 

England and living in an area with a high deprivation score relative to the least deprived 

areas. This relationship is to be expected with the Greater London Area and South East 

regions the wealthiest across England (ONS, 2012).  

 

Table 4 Two Step Bivariate Probit model for depression with depression as the dependent 

variable in the Outcome Equation and Southeast of England residency as the dependent 

variable in the Selection Equation 

 

The “heckprob” command in STATA (StataCorp, 2013) was used to test for sample selection 

bias. The result of the Two Step model presented in Table 4 indicates that the relationship 

between IMD Quintile and diagnosis of depression remain the same. As with the simple 

probit model, moving from the most to the least deprived IMD quintile has a significant 

negative effect on whether an individual is case diagnosed with depression. However, the 

magnitude of the estimated coefficients for each quintile is lower in the simple probit model 

compared to the Two Step model. Individuals in the least deprived LSOA have a slightly 

lower probability of being diagnosed with depression relative to the most deprived LSOAs in 

the Two Step model compared to the simple probit model. This slight increase is intuitive. As 
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noted, the Greater London Area and the South of England regions, used as a proxy for BBC 4 

Radio listenership are the wealthiest regions in England. Thus, as the descriptive statistics 

presented in Kinderman et al., (2013) indicate participants in the Stress Test are likely to 

have higher levels of education and income compared to non-participants. One may expect 

that decreases in deprivation (as one moves from Quintile 1 to Quintile 5) would have a 

smaller coefficient sign in the Stress Test sample than in a general population sample. That 

is, a disproportionately smaller sample of individuals in the most deprived LSOAs would 

mean that the size gradient for each increase in IMD Quintile may be underestimated 

relative to the most deprived IMD quintile. The largest difference is seen in Quintile 5, the 

least deprived group of LSOAs. Using the Two Step Bivariate Probit model, the IMD 

coefficient increases from -0.15 to -0.21 relative to the least deprived area. However, the 

estimated correlated coefficient, ρ indicates that sample selection bias is not a significant 

issue in the Stress Test data. Thus, although the Stress Test was launched on BBC Radio 4 

and hosted online, the initial analyses of the sample produced estimates that appear to be 

generally accurate and free of selection bias. Thus, confidence in using the Stress Test for 

further population-based research is improved with the modelling of the bivariate probit 

sample selection model. 

 

5. Discussion 

Commenting on the explosion of Big Data over the last decade, Bell et al., (2009) argue that 

scientific research is now entering a ‘fourth paradigm’. Bell et al., (2009) state that while 

earlier paradigms in social sciences were characterised by experimentation design and 

probability based sampling (Myers and Lorch, 2010), the latest approaches are strongly 

driven by the availability of data at an unprecedented scale. Data collected via bodies not 

necessarily interested in experimental design or data collected for reasons other than 

academic research may not be subject to the strict probability sampling required for 
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inferential statistics. This has to be taken into consideration when analysing data, calibrating 

models or testing hypotheses (Brunsdon and Comber, 2012; Birkin, 2013). Social science 

needs to find models that are able to robustly examine these new data sources. This is 

particularly true of web based surveys that appeal to the public interests; one has little 

control of who decides to respond to an online survey as the majority of web surveys allow 

participants to self-select into the sample (Schonlau, 2004). As many online surveys do not 

seek to meet externally defined demographic, socio-economic or spatial quotas based on 

national registers, the sample representativeness of these surveys needs to be tested before 

the data may be used for research. Using a Two Step Probit Selection Model to test the 

representativeness of the Stress Test, this paper did not find a statistically significant 

selection on unobserved factors for participants of the Stress Test. That is, the underlying 

characteristics of survey participants (those who found out about the survey, visited the site, 

completed registration and consented to the test) are not statistically different to non-

participants on the substantive variables of interest, specifically area level deprivation. This 

study demonstrates the usefulness of web-based surveys for health research, however the 

representativeness of web surveys should be continuously monitored, particularly if policy 

relevant questions are being addressed.  

 

Although sample selection methods are useful for detecting and statistically correcting 

selection bias, they do have limitations (Cuddleback et al., 2004). Any method for detecting 

and correcting selection bias is only as good as the selection model. Therefore, if the 

selection model is misspecified (e.g., important variables are missing from the model, only 

main effects are specified when interactions are present, or linearity is specified in the 

presence of non-linearity), methods of detecting and statistically correcting selection bias 

may be inaccurate or, unbeknownst to the researcher, may make estimates worse. Thus, 

Cuddleback et al., (2004) note that it can be helpful, though not always possible, for the 
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researcher to have some general idea about the source and direction of the bias before 

applying any methods of correcting selection bias, and some idea about the validity of the 

corrections after they are made. With regard to this paper, one may expect that decreases in 

deprivation (as one moves from Quintile 1 to Quintile 5) would have a smaller coefficient 

sign in the Stress Test sample than in a general population sample. That is, a 

disproportionately smaller sample of individuals in the most deprived LSOAs would mean 

that the size gradient for each increase in IMD Quintile may be underestimated relative to 

the most deprived IMD quintile. This pattern is observed in Table 1. The sign and significant 

level of each IMD quintile remains the same relative to the most deprived LSOAS. However, 

the magnitude of the coefficients for each quintile is lower in the simple probit model than 

in the Two Step Bivariate probit model. The largest difference is seen in Quintile 5, the least 

deprived group of LSOAs, where the IMD coefficient increases from -0.15 to -0.21 relative to 

the least deprived area. Thus, although these are only slight adjustments and sample 

selection bias is not a significant issue in the Stress Test, the changes in the coefficients are 

what one would expect given the profile of BBC Radio 4 listeners.  

 

Given that most of the research in social work is subject to selection bias (Cuddleback et al., 

2004; Bushway et al., 2007) and the increasing use of non-statutory data, researchers need 

to implement methods for detecting and correcting selection bias in their research. This 

paper explores the use of sample selection methods to detect and statistically correct for 

selection bias resulting from non-participation in a web-based survey. Recent research in 

public health and epidemiology (Chaix et al, 2011; Barnighausen et al, 2011) examining 

issues of sample selection bias each conclude that that their method of choice should be 

routinely used. However, similar to Geneletti et al., (2011), this paper contends that the 

specific method is not so important, although it should be appropriate, but that health 
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based research should follow the key principles of thinking about the selection process and 

assessing sensitivity to different assumptions.  
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Table 1 Advantages and disadvantages of online surveys 

Advantages Disadvantage 

Ease of data gathering Non-universal access and or use of, the 

Internet across regions and demographic 

and socioeconomic profiles. 

Minimal costs Sample bias: non-random exclusion of 

individuals from the sample frame 

Automation in data input and handling, thus 

reducing human error 

Non response bias 

Flexibility of design: For example dropdown boxes 

can present respondents with a range of possible 

answers, pop-up windows can provide additional 

information, questions can be ordered randomly, 

skip patterns may be built 

Absence of interviewer  

No geographical, linguistic or temporal limitations  Inability to reach challenging groups 

Visual and audio stimuli can be incorporated  

Prompts can alert respondents if they skip or 

incorrectly answer questions, 
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Table 2 Descriptive Statistics for English Respondents to the Stress Test 

Age 

Average Age  43 

Ethnicity  

White 96% 

Education  

No GCSE 1.8% 

GCSE 8.2% 

Post 16 Vocational Course 2.2% 

A levels 13% 

Undergraduate 47% 

Post graduate 27% 

Occupational Status  

Still at school/university 5.7% 

FT employment 55% 

PT Employment 14% 

Self Employed 9.8% 

Unemployed 5% 

Retired 8.5% 

Voluntary 1.8% 

Income  

Up to £9,999 (less than £199 p/w) 9.2% 

£10,000 - £19,999 (£200-389 p/w)  15.5% 

£20,000 – £29,999 (£390-579 p/w)  18% 

30,000 – £39,999 (£580-769 p/w) 16% 

£40,000 – £49,999 (£770-969 p/w) 12% 

£50,000 – £74,999 (£970-1,449 p/w) 16% 

£75,000 plus (£1,450 plus p/w) 13% 

Relationship Status  

In a relationship (not married/not living 

together) 8% 

Cohabiting 16% 

Married (first marriage): 38 38% 

Civil partnership:  0.68% 

Divorced 6.8% 

Divorced and remarried 7.33% 

Separated (but still legally married) 2.54% 

Widowed 1.7% 

Widowed and remarried 0.4% 

Single and never married 19% 
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Table 3 Cut-offs for Goldberg Depression by Age and Gender 

Age group 

in years 

Males Females 

20–24 6 6 

25–44 6 5 

45–64 5 4 

 

 

Table 4 Two Step Bivariate Probit model for depression with depression as the dependent 

variable in the Outcome Equation and Southeast of England residency as the dependent 

variable in the Selection Equation 

 

VARIABLES Probit Model Probit Model Heckman Two Step Model 

 Outcome Model  

2
nd

 IMD Quintile -0.10**   -0.13* 

  (-0.162 - -0.031)   (-0.239 - -0.013) 

3
rd

 IMD Quintile -0.12***   -0.17** 

  (-0.188 - -0.061)   (-0.281 - -0.066) 

4
th

 IMD Quintile -0.15***   -0.15** 

  (-0.213 - -0.088)   (-0.255 - -0.043) 

5
th

 IMD Quintile -0.15***   -0.21*** 

  (-0.213 - -0.088)   (-0.328 - -0.098) 

Constant -0.27***   0.05 

  (-0.320 - -0.221)   (-0.423 - 0.516) 

Selection Model  

2
nd

 IMD Quintile   0.35*** 0.25*** 

    (0.290 - 0.401) (0.196 - 0.297) 

3
rd

 IMD Quintile   0.31*** 0.22*** 

    (0.251 - 0.367) (0.171 - 0.273) 

4
th

 IMD Quintile   0.29*** 0.26*** 

    (0.228 - 0.346) (0.208 - 0.309) 

5
th

 IMD Quintile   0.47*** 0.37*** 

    (0.407 - 0.524) (0.323 - 0.424) 

Rural Residency   -0.49*** -0.38*** 

    (-0.547 - -0.429) (-0.426 - -0.338) 

Constant   -0.77*** -0.97*** 

    (-0.807 - -0.728) (-1.008 - -0.934) 

Rho N/A N/A  -0.22 

     (-0.537 - 0.091) 

Observations 18,720 20,593 Y – 18,720; Y – 20,593 

 CI in parentheses, *** p<0.001, ** p<0.01, * p<0.05 
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Figure 1 Heckman Style Sample Selection model and data from the Stress Test 
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Highlights 

• The ‘Stress Test’ was developed by clinical psychologists and hosted on the BBC 

website 

• The Stress Test created a large amount of mental health and population data  

• As respondents self-selected to participate, survey may comprise a non-random 

sample.  

• A model is presented to detect and statistically correct for selection bias.  

• Web-based survey produced geographically representative sample of the English 

population. 


