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#### Abstract

Graphene has recently become the focus of enormous attention for experimentalists and theorists alike mainly due to its unique electronic properties. However, the limited way in which one can control these properties is a major obstacle for device applications. The unifying theme of this thesis is to propose and thoroughly justify ways to control the electronic properties of graphene and carbon nanotubes by light or static electric and magnetic fields and to harness these properties for optoelectronic applications.

A linearly polarized excitation is shown to create a strongly anisotropic distribution of photoexcited carriers in graphene, where the momenta of photoexcited carriers are aligned preferentially normal to the polarization plane. This effect offers an experimental tool to generate highly directional photoexcited carriers which could assist in the investigation of "direction-dependent phenomena" in graphene-based nanostructures. The depolarization of hot photoluminescence is used to study relaxation processes in graphene, both free standing and grown on silicon carbide. This analysis is extended to include the effect of a magnetic field, thereby allowing one to obtain the momentum relaxation times of hot electrons. The analysis of momentum alignment in the high frequency regime shows that a linearly polarized excitation allows the spatial separation of carriers belonging to different valleys.

Quasi-metallic carbon nanotubes are considered for terahertz applications. They are shown to emit terahertz radiation when a potential difference is applied across their ends and their spontaneous emission spectra have a universal frequency and bias voltage dependence. It is shown that the same intrinsic curvature which opens the gap in the quasi-metallic carbon nanotube energy spectrum also allows optical transitions in the terahertz range. The exciton binding energy in narrow-gap carbon nanotubes is calculated and found to scale with the band gap and vanishes as the gap decreases, even in the case of strong electron-hole attraction. Therefore, excitonic effects should not dominate in narrow-gap nanotubes.

Contrary to widespread belief, it is shown that full confinement is possible for zero-energy states in pristine graphene. The exact analytical solutions for the zero-energy modes confined within a smooth one-dimensional potential $V=\alpha / \cosh (\beta x)$ are presented. This potential provides a good fit for the potential profiles of top-gated graphene structures. It is shown that there is a threshold value of the characteristic potential strength $\alpha / \beta$ for which the first mode appears, in striking contrast to the non-relativistic case. A relationship between the characteristic strength and the number of modes within the potential is found. An experimental setup is proposed for the observation of these modes. The proposed geometry could be utilized in future graphene-based devices with high on/off current ratios.
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## Chapter 1

## Introduction

There are several allotropes of carbon, the specific crystallographic structure of each allotropic form leads to drastically different electronic and optical properties. For example, diamond is one of the hardest materials known to man, it is the best naturally occurring thermal conductor and an excellent electronic insulator. In contrast, graphite is opaque, conducting, utilized as a thermal insulator and one of the softest materials known to man. These two allotropes, as well as amorphous carbon, more commonly known as coal, are perhaps the most well known naturally occurring three-dimensional forms of carbon.

Carbon's ability to exist in many different forms is due to the fact that carbon's four valence electrons may hybridize in many ways. This hybridization may be $s p, s p^{2}$ or $s p^{3}$ allowing carbon to form linear chains, planar sheets and tetrahedral structures. $s p^{2}$ bonded carbon can form a honeycomb crystal lattice, one atom thick, known as graphene. This one atom thick sheet of carbon is the building block of many carbon allotropes. When these layers are stacked on top of one another they can weakly bond via Van der Waals forces to form graphite; they can be rolled into a seamless cylinder to form carbon nanotubes (CNTs), or fashioned into buckyballs. $s p^{2}$ bonded carbon therefore spans the entire spectrum of dimensional kinetics. Of the aforementioned $s p^{2}$ bonded forms, only graphite occurs naturally. This mineral was found to be a highly effective writing medium, since its weakly coupled layers easily shear away from one another, so arguably graphene has been fabricated for many years, perhaps by the tips of many a physicists' pencil. For the method of simply rubbing graphite onto any surface is sufficient to produce graphene. The other dimensional forms of $s p^{2}$ bonded carbon i.e., the fullerenes (zero dimensional) and carbon nanotubes (one dimensional) are man-made and the recent isolation of graphene [1] completed the full set of dimensional forms of carbon.

This thesis will focus on a diverse range of problems related to the optical and electronic prop-
erties of carbon-based nanostructures. In chapter 2 optical transitions within the frame of a simple nearest-neighbor, orthogonal, $\pi$-electron tight-binding model are studied for graphene. This model leads to the discovery of momentum alignment in graphene. Namely, a linearly polarized excitation is shown to create a strongly anisotropic distribution of photoexcited carriers in graphene, where the momenta of photoexcited carriers are aligned preferentially normal to the polarization plane. Hence, one can effectively steer the direction of electrons in graphene by light. The applications of being able to generate highly directional photoexcited carriers are discussed. The depolarization of hot photoluminescence (HPL) is used to study relaxation processes in both free standing graphene and graphene grown epitaxially on silicon carbide. Extending this analysis to include the effect of a magnetic field allows one to obtain the momentum relaxation times of hot electrons. The analysis of momentum alignment in the high frequency regime shows that a linearly polarized excitation allows the spatial separation of carriers belonging to different valleys, therefore opening the door to an optical means of controlling valley polarization (optovalleytronics) and quantum computing in graphene.

In chapter 3 the analysis of optical transitions is extended to one dimensional systems formed from rolled graphene i.e., carbon nanotubes. It is shown how the intrinsic curvature and electric fields can modify the optical selection rules of quasi-metallic carbon nanotubes; making them ideal candidates for the building blocks of terahertz devices. Numerous devices for terahertz emitters and detectors are proposed for both one and two dimensional forms of graphene. The exciton binding energy in narrow-gaps carbon nanotubes is calculated. It is shown that the exciton binding energy scales with the band gap and vanishes as the gap decreases, even for strong electron-hole attraction. Therefore, excitonic effects, including strongly bound dark excitons, which explain the poor electroluminescent properties of semiconducting nanotubes, should not dominate for narrowgap carbon nanotubes. This opens the possibility of using quasi-metallic carbon nanotubes for various terahertz applications.

There is a widespread belief that the electrostatic confinement of graphene charge carriers, which resemble massless Dirac fermions, is impossible as a result of the Klein paradox. This is often considered a major obstacle to the realization of graphene-based electronic devices. In chapter 4 it is shown that full confinement is indeed possible for zero-energy states in pristine graphene due to the density of states vanishing at the charge neutrality point. An exact analytical solution, a rare breed in twenty first century physics, is found for fully confined modes in a smooth model potential, which provides a good fit to existing top-gate graphene structures. This exact analytical solution reveals a simple relationship between the number of modes within the potential and the product of the potential strength and width. In striking contrast to the non-relativistic Schrödinger
equation, there is a threshold for the appearance of the first bound mode in a symmetric potential. This opens a route to graphene-based devices with high on/off current ratio. The observation of quantized channel conductance should be possible up to room temperature in experimentally attainable electrostatically defined channels.

## Chapter 2

## Steering electrons in graphene by

## light

### 2.1 Introduction

Graphene was first produced by the simple method of mechanical exfoliation: using Scotch tape to peel away stacks of graphene from graphite, which are in turn subdivided down to a single layer of graphene. The flakes are then transferred to a clean substrate by pressing the tape against the substrate [1, 2]. This technique has been refined such that samples of high crystallinity can be made with lengths greater than one hundred micrometers. Despite the simplicity of fabrication, the two-dimensional form of carbon proved to be the most elusive to isolate. The problem lied within isolating an atomically thick sheet. How exactly does one see something only one atom thick? Using techniques such as electron beam microscopy, Raman spectroscopy [3] and atomic force microscopy [1] to find a flake on a substrate are akin to finding a needle in a haystack due to their small read sizes and slow raster speeds. Geim's coup was to use the interference effects between a graphene- $\mathrm{SiO}_{2}$-Si multi-layer to discriminate between single layers of graphene using an optical microscope and the power of the naked eye. This is essentially a multi-layer reflection problem, by using Fresnel theory the contrast can be maximized for a variety of insulator thicknesses and wavelengths $[4,5]$.

The Weber contrast is defined as $\left(I_{g}-I\right) / I$, where $I$ is the intensity of light observed from the bare substrate and $I_{g}$ is the intensity of light in the presence of the flake. To make graphene visible one must design the geometry so as to maximize $I_{g}-I$ and minimize $I$. This was first achieved by placing a 300 nm thick layer of $\mathrm{SiO}_{2}$ between graphene and a silicon substrate. The oxide layer acts as a Fabry-Pérot cavity, such that when light is transmitted resonantly, reflection
is minimized; thereby enhancing optical contrast. Despite only being one atom thick, graphene can absorb $2.4 \%$ of incident light [6], this coupled with the change in optical path per layer is sufficient to make graphene visible and create a sufficiently large difference in the interference color between layers of different thicknesses. The most commonly used configuration is a 300 nm layer of $\mathrm{SiO}_{2}$ on top of a Si substrate, in this geometry a $12 \%$ contrast is attainable for light of wavelength 550 nm [5]. This optical contrast technique has also been implemented to isolate graphene flakes on 50 nm $\mathrm{Si}_{3} \mathrm{~N}_{4}$ using blue light and on 90 nm Poly(methyl methacrylate) using white light [5, 7] as well 72 $\mathrm{nm} \mathrm{Al}_{2} 0_{3}$ on a Si wafer [8].

The discovery of graphene by Geim created a proverbial gold rush in both experimental and theoretical fields of semiconductor physics. Though the physical discovery of graphene is a recent one, theoretically this material has been studied for over 60 years in order to understand the properties of its host material, from where it is extracted, graphite [9]. Despite graphene's band structure being well known, it was never considered as a material in its own right, only ever as a sub-component of a bigger crystal. This was partly due to the fact that it was widely believed that any two-dimensional crystal would succumb to thermal fluctuations, thereby destroying any long range order $[10,11]$.

Unlike conventional systems, whose charge carriers are described by the Schrödinger equation with effective mass, graphene's charge carriers are described by the same equation used to describe two dimensional massless Dirac-fermions, the Dirac-Weyls equation. This opens the door to a rich and fascinating area of physics, the ability to study particles which behave in a quasi-relativistic manner, without the need for exotic conditions or particle accelerators i.e., relativity at sub-light speeds $[12,13]$. The consequence of this unusual spectrum is that many effects which were once the realms of high-energy particle physics are now measurable in a solid state system [14, 15].

Graphene exhibits unusual mechanical, thermal and, most of all, electronic properties [13] which allows the observation of interesting effects such as the suppression of backscattering [16], an unconventional quantum Hall effect $[12,17]$ and a range of effects based on the Klein paradox [14]. One of the trends in graphene research is the study of graphene single and multiple p-n junctions $[18,19,20,21,22,23,24]$. In such structures the particle properties are dictated by their momentum orientation with respect to the junction, which results in an extremely strong angular dependence of the tunneling probability [18, 25]. However, transport measurements are strongly influenced by contacts, sample geometry and disorder [13]. Therefore it would be beneficial for the study of Klein-paradox-related phenomena to find a way of creating a highly directional distribution of carriers close to the barrier; in this chapter such a method is proposed using linearly polarized light.

Optical properties of graphene have been a subject of extensive research, indeed they helped to isolate graphene flakes in the first instance [4, 5]. Notably, most of the theoretical work deals with either non-polarized or circularly polarized light for both optical and infrared [26] excitation. As we show below a linearly polarized excitation results in strong momentum anisotropy for all excitation energies. Not only can this optically-induced anisotropy be used to create highly directional beams of photoexcited carriers but it also provides a new method to study carrier relaxation in graphene.

The depolarization of hot photoluminescence (HPL) has been used with great success to study relaxation processes in conventional 2D systems [27]. In such systems the alignment is due to the spin-orbit interaction for photoexcited holes [28], whereas in graphene it is due to the pseudo-spin. Namely, the ratio of the two components of the spinor-like graphene wavefunction depends on momentum which influences the optical transition selection rules. Unlike conventional semiconductors, where most optical phenomena are associated with the band edge transitions, photoexcited carriers in graphene are always created with a significant value of momentum. Therefore the momentum alignment phenomena, which was important in conventional semiconductors for the study of hot photoluminescence, becomes essential for graphene, where all optical transitions occur for non-zero momentum. By comparing the depolarization from successive phonon replicas, the mechanisms for phonon relaxation in graphene can be studied. Furthermore, studying the depolarization of HPL in a magnetic field (the Hanle effect) allows one to obtain momentum relaxation times of hot electrons. The effect of momentum alignment in graphene provides a contact-free method of characterizing energy and momentum relaxation.

The conduction and valence bands in graphene touch each other at six points, which lie on the edge of the first Brillouin zone. In pristine, undoped graphene the Fermi surface coincides with these points (known as Dirac points) and at these points the dispersion relation is linear [9]. Two of these points are inequivalent and degenerate in terms of energy. This degree of degeneracy is the so-called valley degree of freedom. It has been proposed that this additional quantum number can be utilized in an analogous manner to spin in semiconductor spintronics [29]. Controlling the valley degree of freedom has been dubbed valley electronics or "valleytronics" and it has been suggested as a basis for carrying information in graphene based devices [30]; providing a method of controlling valley polarization is practically realized. Previous proposals for separating carriers belonging to different valleys are based either on the use of p-n junctions in conjunction with the trigonal warping effect [31, 32] or on edge-related effects in graphene nanoribbons [30, 33, 34]. Both methods have certain difficulties in practical realization, namely the p-n junction based methods require extremely high gate voltages and the nanoribbon-based method needs precise control over the edge type. Our analysis of momentum alignment in the high frequency regime shows that this
phenomenon provides a route to optovalleytronics - the optical control of valley population.
In what follows the background theory is introduced and the energy dispersion is derived using the tight binding method. Next, the selection rules for the interband transitions caused by a linearly polarized excitation are derived. The resulting distribution of photoexcited carriers is calculated for both the low energy regime and for the range in which trigonal warping effects become important. The distribution function obtained in the low energy regime is used to calculate the degree of depolarization of the HPL. This analysis is extended to include the influence of a magnetic field on the depolarization of the HPL. Finally, it is shown that in the presence of warping a linearly polarized excitation will result in the spatial separation of carriers belonging to different valleys.

### 2.2 Background theory : Graphene

### 2.2.1 Introduction

In this section, the tight binding method is used to derive the band structure of graphene. We shall see how the symmetry of graphene's lattice results in its charge carriers being described by the Dirac-Weyl equation, the very same equation which describes the motion of two-dimensional massless Dirac fermions. Knowledge of both the tight-binding Hamiltonian and its wave functions are essential for calculating both the optical and electronic properties of graphene.

### 2.2.2 Graphene's crystallographic structure



Figure 2.1: (a) The crystallographic structure of graphene ( $\mathbf{a}_{1}$ and $\mathbf{a}_{\mathbf{2}}$ are the lattice unit vectors, and $\mathbf{u}_{i}, \mathrm{i}=1,2,3$ are the nearest neighbor vectors). (b) Graphene's Brillouin zone. $\mathbf{b}_{\mathbf{1}}$ and $\mathbf{b}_{\mathbf{2}}$ are the reciprocal lattice vectors.

Graphene is formed by carbon atoms arranged in a honeycomb crystal lattice as shown in Fig. 2.1. The carbon atom's $2 s, 2 p_{x}$ and $2 p_{y}$ orbitals form $\sigma$ bonds to their nearest neighbors, these bonds determine the crystal's structural properties. The remaining $2 p_{z}$ orbitals hybridize to form weaker, more delocalized $\pi$ bonds and these dictate the optical and transport properties of
the material.
Graphene's primitive lattice vectors are given by

$$
\begin{equation*}
\mathbf{a}_{1}=\left(\frac{\sqrt{3}}{2} a, \frac{1}{2} a\right) ; \quad \mathbf{a}_{2}=\left(\frac{\sqrt{3}}{2} a,-\frac{1}{2} a\right) \tag{2.1}
\end{equation*}
$$

where $\left|\mathbf{a}_{\mathbf{1}}\right|=\left|\mathbf{a}_{\mathbf{2}}\right|=\sqrt{3} a_{C C}, a_{C C}$ is the nearest neighbor distance between two carbon atoms which is given as $1.42 \AA$. The corresponding reciprocal lattice vectors are given by

$$
\begin{equation*}
\mathbf{b}_{\mathbf{1}}=\left(\frac{2 \pi}{\sqrt{3} a}, \frac{2 \pi}{a}\right) ; \quad \mathbf{b}_{\mathbf{2}}=\left(\frac{2 \pi}{\sqrt{3} a},-\frac{2 \pi}{a}\right) \tag{2.2}
\end{equation*}
$$

and form a hexagonal Brillouin zone as shown in Fig. 2.1. The high symmetry points shall be referred to as the $\mathbf{K}_{+}$and $\mathbf{K}_{-}$points and are given by

$$
\mathbf{K}_{+}=\left(0, \frac{4 \pi}{3 a}\right) ; \quad \mathbf{K}_{-}=\left(0,-\frac{4 \pi}{3 a}\right)
$$

### 2.2.3 The tight binding method

Graphene's lattice can be thought of as two overlapping triangular sub-lattices, each one formed by its two inequivalent sets of atoms. These atoms are inequivalent in the sense that a lattice vector cannot map one onto another. Since no lattice vector can translate a type " 1 " atom to a type " 2 " atom graphene's electronic wavefunction, $\psi$, must be constructed from two individual Bloch functions:

$$
\begin{equation*}
\psi(\mathbf{k}, \mathbf{r})=\sum_{j=1}^{2} C_{j}(\mathbf{k}) \Phi_{j}(\mathbf{k}, \mathbf{r}) \tag{2.3}
\end{equation*}
$$

where $C_{j}$ are coefficients to be determined and $j$ denotes the sublattice. The tight binding Bloch functions $\Phi_{j}(\mathbf{k}, \mathbf{r})$ are composed from a linear combination of atomic orbitals $\varphi$, which are the $2 p_{z}$ atomic wavefunctions of the carbon atoms located at positions $\mathbf{R}_{j}$ (where $\mathbf{R}_{j}$ is a lattice vector). The atomic orbitals, $\varphi$, are normalized functions and are assumed to be orthogonal, highly localized functions such that

$$
\begin{equation*}
\int \varphi^{\star}\left(r-\mathbf{R}_{j}\right) \varphi\left(r-\mathbf{R}_{j^{\prime}}\right) d^{3} \mathbf{r}=\delta_{j j^{\prime}} \tag{2.4}
\end{equation*}
$$

Note: all results obtained herein can be generalized for the case of an overlap integral matrix, Eq (2.4), containing non-diagonal terms which results in electron-hole asymmetry [13].

The tight binding Bloch functions are given by,

$$
\begin{equation*}
\Phi_{j}(\mathbf{k}, \mathbf{r})=\frac{1}{\sqrt{N}} \sum_{\mathbf{R}_{j}} e^{i\left(\mathbf{k} \cdot \mathbf{R}_{j}\right)} \varphi\left(\mathbf{r}-\mathbf{R}_{j}\right) \tag{2.5}
\end{equation*}
$$

where $N$ is the number of unit cells in the solid [35]. The sum is performed over all lattice vectors and each atomic orbital is weighted by the phase factor $e^{i\left(\mathbf{k} \cdot \mathbf{R}_{j}\right)}$. Note, for brevity from here on in $\varphi\left(\mathbf{r}-\mathbf{R}_{j}\right)$ shall be referred to as $\varphi\left(\mathbf{R}_{j}\right)$. The wave functions satisfies the Bloch condition:

$$
\begin{equation*}
\Phi_{j}(\mathbf{k}, \mathbf{r}+\mathbf{R})=e^{i(\mathbf{k} \cdot \mathbf{R})} \Phi_{j}(\mathbf{k}, \mathbf{r}), \tag{2.6}
\end{equation*}
$$

where $\mathbf{R}=n \mathbf{a}_{\mathbf{1}}+m \mathbf{a}_{\mathbf{2}}$ and $n$ and $m$ are are any integers (assuming that the lattice is infinite).

$$
\begin{align*}
\Phi_{j}(\mathbf{k}, \mathbf{r}+\mathbf{R}) & =\frac{1}{\sqrt{N}} \sum_{\mathbf{R}_{j}} e^{i\left(\mathbf{k} \cdot \mathbf{R}_{j}\right)} \varphi\left(\mathbf{r}+\mathbf{R}-\mathbf{R}_{j}\right) \\
& =\frac{1}{\sqrt{N}} e^{i(\mathbf{k} \cdot \mathbf{R})} \sum_{\mathbf{R}_{j}} e^{i\left(\mathbf{k} \cdot\left(\mathbf{R}_{j}-\mathbf{R}\right)\right)} \varphi\left(\mathbf{r}-\left(\mathbf{R}_{j}-\mathbf{R}\right)\right)  \tag{2.7}\\
& =e^{i(\mathbf{k} \cdot \mathbf{R})} \Phi_{j}(\mathbf{k}, \mathbf{r})
\end{align*}
$$

The Born-Von Karman boundary condition, which imposes that the wavefunction must be periodic at any given lattice site is given by

$$
\begin{equation*}
\Phi_{j}(\mathbf{k}, \mathbf{r}+\mathbf{R})=\Phi_{j}(\mathbf{k}, \mathbf{r}) \tag{2.8}
\end{equation*}
$$

Therefore the wave vector, $\mathbf{k}$, is quantized according to

$$
\begin{equation*}
k_{i}=\frac{2 \pi}{N_{i}\left|\mathbf{a}_{\mathbf{i}}\right|} p \tag{2.9}
\end{equation*}
$$

Here, $N_{i}$ is the total number of carbon atoms along the direction defined by the unit vector $\mathbf{a}_{\mathbf{i}}$ and $p$ is an integer ranging from zero to $N_{i}-1$. In this thesis all systems under consideration will be sufficiently large such that one may consider the wave vector, $\mathbf{k}$, as a continuous variable.

### 2.2.4 The band structure of graphene

To derive the electronic band structure of graphene's $\pi$ orbitals, we must solve the time independent Schrödinger equation

$$
\begin{equation*}
\hat{\mathcal{H}} \psi=E \psi \tag{2.10}
\end{equation*}
$$

Here $\psi$ is the tight binding wave function of graphene given in Eq. (2.3) and $\hat{\mathcal{H}}$ is Hamiltonian which describes the quantum mechanical hopping of an electron on a planar honeycomb [36]

$$
\begin{equation*}
\hat{\mathcal{H}}=t \sum_{\mathbf{R}_{1}} \sum_{i=1}^{3} a^{\dagger}\left(\mathbf{r}-\mathbf{R}_{1}\right) b\left(\mathbf{r}-\mathbf{R}_{1}+\mathbf{u}_{i}\right)+t \sum_{\mathbf{R}_{2}} \sum_{i=1}^{3} b^{\dagger}\left(\mathbf{r}-\mathbf{R}_{2}\right) a\left(\mathbf{r}-\mathbf{R}_{2}+\mathbf{v}_{i}\right) . \tag{2.11}
\end{equation*}
$$

Here, $t \approx-3 \mathrm{eV}$ is the hopping amplitude and is related to the Fermi velocity by

$$
\begin{equation*}
v_{\mathrm{F}}=\frac{\sqrt{3}}{2} \frac{a|t|}{\hbar} \tag{2.12}
\end{equation*}
$$

$a^{\dagger}\left(b^{\dagger}\right)$ and $a(b)$ are the creation and annihilation operators acting on sub-lattice $1(2) \cdot \mathbf{u}_{i}\left(\mathbf{v}_{i}\right)$ are the triad of nearest neighbor vectors connecting a carbon atom from sub-lattice 1 (2) to its three nearest neighbors from sub-lattice 2 (1). By symmetry $\mathbf{u}_{i}=-\mathbf{v}_{i}$ where,

$$
\begin{equation*}
\mathbf{u}_{i}=\left(\frac{a}{\sqrt{3}}, 0\right),\left(-\frac{a}{2 \sqrt{3}},-\frac{a}{2}\right),\left(-\frac{a}{2 \sqrt{3}}, \frac{a}{2}\right) . \tag{2.13}
\end{equation*}
$$

The tight-binding Hamiltonian has the following properties:

$$
\begin{align*}
& \left\langle\varphi\left(\mathbf{R}_{1}\right)\right| \hat{\mathcal{H}}\left|\varphi\left(\mathbf{R}_{1}+\mathbf{u}_{i}\right)\right\rangle=t ; \\
& \left\langle\varphi\left(\mathbf{R}_{2}\right)\right| \hat{\mathcal{H}}\left|\varphi\left(\mathbf{R}_{2}+\mathbf{v}_{i}\right)\right\rangle=t ;  \tag{2.14}\\
& \quad\left\langle\varphi\left(\mathbf{R}_{j}\right)\right| \hat{\mathcal{H}}\left|\varphi\left(\mathbf{R}_{j}\right)\right\rangle=\epsilon_{0},
\end{align*}
$$

where $\epsilon_{0}$ is the on site energy. Substituting Eq. (2.3) into Eq. (2.10) yields,

$$
\begin{equation*}
\hat{\mathcal{H}} \sum_{j, \mathbf{R}_{j}} C_{j} e^{i\left(\mathbf{k} \cdot \mathbf{R}_{j}\right)} \varphi\left(\mathbf{R}_{j}\right)=E \sum_{j, \mathbf{R}_{j}} C_{j} e^{i\left(\mathbf{k} \cdot \mathbf{R}_{j}\right)} \varphi\left(\mathbf{R}_{j}\right) \tag{2.15}
\end{equation*}
$$

The energy eigenvalues can be found by multiplying Eq. (2.10) by the complex conjugate of the basis Bloch function Eq. (2.5), followed by the integration over all real space, this yields

$$
\begin{equation*}
\sum_{j, j^{\prime}, \mathbf{R}_{j}, \mathbf{R}_{j^{\prime}}} C_{j} e^{i\left[\mathbf{k} \cdot\left(\mathbf{R}_{j}-\mathbf{R}_{j^{\prime}}\right)\right]}\left\langle\varphi\left(\mathbf{R}_{j^{\prime}}\right)\right| \hat{\mathcal{H}}\left|\varphi\left(\mathbf{R}_{j}\right)\right\rangle=E \sum_{j, j^{\prime}, \mathbf{R}_{j}, \mathbf{R}_{j^{\prime}}} C_{j} e^{i\left[\mathbf{k} \cdot\left(\mathbf{R}_{j}-\mathbf{R}_{j^{\prime}}\right)\right]}\left\langle\varphi\left(\mathbf{R}_{j^{\prime}}\right) \mid \varphi\left(\mathbf{R}_{j}\right)\right\rangle \tag{2.16}
\end{equation*}
$$

Due to the exponentially decaying nature of the atomic wavefunctions with distance, one can exclude the contributions in the summation which satisfy the condition $\left|\mathbf{R}_{j^{\prime}}-\mathbf{R}_{j}\right|>\left|\mathbf{u}_{i}\right|$. Using the properties of the tight-binding matrix Eq. (2.14) and recalling that $\int \varphi^{\star}\left(\mathbf{R}_{j^{\prime}}\right) \varphi\left(\mathbf{R}_{j}\right) d^{3} \mathbf{r}=\delta_{j j^{\prime}}$ Eq. (2.16) can be reduced to

$$
t\left[\begin{array}{cc}
0 & f_{k}  \tag{2.17}\\
f_{k}^{\star} & 0
\end{array}\right]\left[\begin{array}{c}
C_{1} \\
C_{2}
\end{array}\right]=\xi\left[\begin{array}{c}
C_{1} \\
C_{2}
\end{array}\right]
$$

where $\xi=E-\epsilon_{0}$ and

$$
\begin{equation*}
f_{k}=\sum_{i} e^{i \mathbf{k} \cdot \mathbf{u}_{i}}=e^{i \frac{1}{\sqrt{3}} a k_{x}}+2 e^{-i \frac{1}{2 \sqrt{3}} a k_{x}} \cos \left(\frac{1}{2} a k_{y}\right) . \tag{2.18}
\end{equation*}
$$

The time independent Schrödinger equation, Eq. (2.10) can therefore be replaced by an effective matrix Hamiltonian, $H$, whose eigenvectors describe the amplitude of the Bloch functions given in Eq. (2.3):

$$
H=-|t|\left[\begin{array}{cc}
0 & f_{k}  \tag{2.19}\\
f_{k}^{\star} & 0
\end{array}\right]
$$

The energy eigenvalues are obtained by solving the secular equation $|H-I \varepsilon|=0$, where $I$ is the identity matrix. The resulting electron energy spectrum is given by the expression

$$
\begin{equation*}
\xi_{b}=s|t| \sqrt{\left|f_{k}\right|^{2}}=s|t| \sqrt{1+4 \cos \left(\frac{\sqrt{3}}{2} a k_{x}\right) \cos \left(\frac{1}{2} a k_{y}\right)+4 \cos ^{2}\left(\frac{1}{2} a k_{y}\right)} \tag{2.20}
\end{equation*}
$$

Here the index $b=C, V$ denotes the conduction and valence band respectively and when $b=C$, $s=+$; when $b=V, s=-$. The corresponding normalized energy eigenvectors are found to be

$$
C^{b}=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
-s \frac{f_{k}}{\sqrt{\left|f_{k}\right|^{2}}}  \tag{2.21}\\
1
\end{array}\right] .
$$



Figure 2.2: (a) Graphene's energy spectrum measured in units of $t$. (b) The energy spectrum in the vicinity of a Dirac point.

The electron energy dispersion, $\xi(\mathbf{k})$, is plotted in Fig. 2.2. At $\xi(\mathbf{k})=0$ the functions Eq. (2.20) coincide with each other exactly at the corners of the Brillouin zone. It is in the vicinity of these points where the most fascinating physics is revealed. These points are also referred to as the "Dirac points" the naming of which will become apparent in the next section.

### 2.2.4.1 The low energy regime (conical approximation)

In what follows, we shall see that at the high symmetry points the low energy spectrum (i.e. the typical electronic and terahertz regime) is in fact linear. This peculiar band structure gives rise to graphene's novel transport and optical properties.

Graphene's dispersion curve, Eq. (2.20), can be approximated by a Taylor series expansion around the Dirac points $\mathbf{K}_{+}$and $\mathbf{K}_{-}$. Substituting $k_{x}=q_{x}$ and $k_{y}=q_{y} \pm \frac{4 \pi}{3 a}$ into Eq. (2.18) and retaining terms up to the first order yields

$$
\begin{equation*}
f_{k} \approx a \frac{\sqrt{3}}{2}\left(\mp q_{y}+i q_{x}\right) \tag{2.22}
\end{equation*}
$$

where the plus and minus sign correspond to an expansion about the $\mathbf{K}_{+}$and $\mathbf{K}_{-}$point respectively. Hence the electron energy spectrum, Eq. (2.20) becomes

$$
\begin{equation*}
\xi_{b}=s a \frac{\sqrt{3}}{2}|t| \sqrt{q_{x}^{2}+q_{y}^{2}} \tag{2.23}
\end{equation*}
$$

This was first derived by Wallace [9] to explain the transport properties of graphite over 60 years ago. It is evident from the above expression that the dispersion curves form conical shapes centered about the symmetry points $\mathbf{K}_{+}$and $\mathbf{K}_{-}$. It is important to note that graphene's band structure differs from conventional electronic systems in that its dispersion is linear rather than parabolic and it is this linear dispersion which gives rise to graphene novel optical and electronic properties. The constants in Eq. (2.23) can be combined in to a single prefactor; the Fermi velocity, which has an approximate value of $v_{F}=10^{6} \mathrm{~m} / \mathrm{s}$. Therefore, in the vicinity of the Dirac points the dispersion relation for graphene has the form

$$
\begin{equation*}
\xi_{b}(\mathbf{q})=s \hbar|\mathbf{q}| v_{F}=s|\mathbf{p}| v_{F} . \tag{2.24}
\end{equation*}
$$

Since graphene's energy is linearly related to its momentum analogies can be drawn with a photon. However, in this instance graphene's electrons are traveling at a speed of $1 / 300$ th of the speed of light.

Performing the series expansion of the Hamiltonian, Eq. (2.19), around the symmetry points $\mathbf{K}_{+}$and $\mathbf{K}_{-}$yields two distinctly different results:

$$
H_{ \pm}=a \frac{\sqrt{3}}{2}|t|\left[\begin{array}{cc}
0 & \pm q_{y}-i q_{x}  \tag{2.25}\\
\pm q_{y}+i q_{x} & 0
\end{array}\right]
$$

Here the plus and minus sign denotes the result of the Hamiltonian being expanded about the
$\mathbf{K}_{+}$and $\mathbf{K}_{-}$point respectively. Within this approximation the corresponding eigenvector elements, Eq. (2.21) become

$$
C^{b}=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
s \frac{\left( \pm q_{y}-i q_{x}\right)}{|\mathbf{q}|}  \tag{2.26}\\
1
\end{array}\right]
$$

The effective Hamiltonian, Eq. (2.25) can be written in the compact form

$$
\begin{equation*}
H_{ \pm}=\hbar v_{F}\left( \pm \sigma_{x} q_{y}+\sigma_{y} q_{x}\right) \tag{2.27}
\end{equation*}
$$

where $\sigma_{x}$ and $\sigma_{y}$ are the Pauli spin matrices given by,

$$
\sigma_{x}=\left[\begin{array}{ll}
0 & 1  \tag{2.28}\\
1 & 0
\end{array}\right], \quad \sigma_{y}=\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right]
$$

Eq. (2.27) can be expressed in operator form as

$$
\begin{equation*}
\hat{H}_{ \pm}=\hbar v_{F}\left( \pm \sigma_{x} \hat{q}_{y}+\sigma_{y} \hat{q}_{x}\right) \tag{2.29}
\end{equation*}
$$

where $\hat{q}_{x}=-i \frac{\partial}{\partial x}$ and $\hat{q}_{y}=-i \frac{\partial}{\partial y}$ and the corresponding eigenvectors are given by

$$
C^{b}=\frac{1}{\sqrt{2}}\left[\begin{array}{c}
s \frac{\left( \pm q_{y}-i q_{x}\right)}{|\mathbf{q}|}  \tag{2.30}\\
1
\end{array}\right] e^{i \mathbf{q} \cdot \mathbf{r}}
$$

### 2.2.4.2 Dirac electrons

By invoking the change of coordinates, $x \rightarrow y$ and $y \rightarrow x$ the effective Hamiltonian, Eq. (2.29) can be written as

$$
\begin{equation*}
\hat{H}_{ \pm}=\hbar v_{F} \sigma \cdot \hat{\mathbf{q}} \tag{2.31}
\end{equation*}
$$

where $\sigma= \pm \sigma_{x} \mathbf{i}+\sigma_{y} \mathbf{j}$, and the corresponding eigenvectors are given by

$$
C^{b}=\frac{1}{\sqrt{2}}\left[\begin{array}{c} 
\pm s e^{\mp i \varphi_{q}}  \tag{2.32}\\
1
\end{array}\right] e^{i \mathbf{q} \cdot \mathbf{r}}
$$

In fact Eq. (2.31) is non other than the Dirac-Weyl equation, therefore unlike conventional systems, which are described by the Schrödinger equation with effective mass, graphene's charge carriers are described by the same equation used to describe two dimensional massless Diracfermions such as neutrinos. Notably, graphene's spinor-like wavefunction and in particular the
phase relation between it's two components gives rise to many interesting phenomena, which shall be the subject of discussion in the forthcoming sections.

### 2.3 Selection rules for dipole optical transitions

### 2.3.1 Introduction

In what follows, the selection rules for interband transitions caused by a linearly polarized excitation are derived, using first order time perturbation theory, within the electric dipole approximation. Next, the distribution of photoexcited carriers is calculated for both the low energy regime and for the range in which trigonal warping effects become important.

### 2.3.2 Calculating optical transitions: Dipole approximation

Consider a system with a Hamiltonian $\hat{\mathcal{H}}_{0}$, whose eigenfunctions $\left|\psi_{m}\right\rangle$ satisfy: $\hat{\mathcal{H}}_{0}\left|\psi_{m}\right\rangle=\xi_{m}\left|\psi_{m}\right\rangle$, where $\xi_{m}=\hbar \omega_{m}$ and $\omega_{m}$ is the particles angular frequency. At $t=0$ the system is perturbed such that the new system is described by the Hamiltonian $\hat{\mathcal{H}}_{1}(t)=\hat{\mathcal{H}}_{0}+\hat{\mathcal{H}}^{\prime}(t)$ where

$$
\begin{equation*}
\hat{\mathcal{H}}^{\prime}(t)=\hat{\mathcal{H}}_{+} e^{-i \omega t} \tag{2.33}
\end{equation*}
$$

and $\omega$ is the angular frequency of the excitation. The time dependent perturbation causes transitions between states $\left|\psi_{m}\right\rangle$. According to first order time dependent perturbation theory, the transition rate, $W_{k}$, of an electron in state $\left|\psi_{i}\right\rangle$ (described by wave vector $\mathbf{k}$ ) making a direct transition to final state $\left|\psi_{f}\right\rangle$ is

$$
\begin{equation*}
\left.W_{k}=\frac{1}{\hbar^{2}}\left|\left\langle\psi_{f}\right| \hat{\mathcal{H}}^{\prime}\right| \psi_{i}\right\rangle\left.\right|^{2} \frac{1}{\tau}\left\{\frac{\sin \left[\left(\omega_{f}-\omega_{i}-\omega\right) \frac{\tau}{2}\right]}{\left(\omega_{f}-\omega_{i}-\omega\right) \frac{1}{2}}\right\}^{2}, \tag{2.34}
\end{equation*}
$$

where $\tau$ is the time related to the relaxation broadening of optical transitions defined as $\tau \geq 2 \pi / \triangle \omega$, where $\Delta \omega$ is the linewidth of the laser. In the limit that $\tau$ become large (i.e. a narrow band laser), the Sinc function in Eq. (2.34) can be approximated by a delta function via the relation:

$$
\begin{equation*}
\delta(x)=\lim _{\epsilon \rightarrow 0} \frac{\epsilon}{\pi} \frac{\sin ^{2}\left(\frac{x}{\epsilon}\right)}{x^{2}} . \tag{2.35}
\end{equation*}
$$

In this instance the transition rate is given by Fermi's golden rule:

$$
\begin{equation*}
\left.W_{k}=\frac{2 \pi}{\hbar}\left|\left\langle\psi_{f}\right| \hat{\mathcal{H}}^{\prime}\right| \psi_{i}\right\rangle\left.\right|^{2} \delta\left(\xi_{f}-\xi_{i}-h \nu\right), \tag{2.36}
\end{equation*}
$$

where $\nu$ is the frequency of the excitation.

In what follows we shall derive an expression for $\hat{\mathcal{H}}^{\prime}$ for the case of an electromagnetic wave (traveling in a vacuum) serving as the time dependent perturbation. We shall assume that this electromagnetic wave will strike the sample at normal incidence (Faraday geometry). The electric and magnetic fields which comprise the electromagnetic wave shall be denoted $\mathbf{E}(\mathbf{r}, t)$ and $\mathbf{H}(\mathbf{r}, t)$ respectively and are expressed via the magnetic vector potential, $\mathbf{A}(\mathbf{r}, t)$, as

$$
\begin{align*}
& \mathbf{E}(\mathbf{r}, t)=-\frac{1}{c} \frac{\partial \mathbf{A}(\mathbf{r}, \mathbf{t})}{\partial t}  \tag{2.37}\\
& \mathbf{H}(\mathbf{r}, t)=\nabla \times \mathbf{A}(\mathbf{r}, t) \tag{2.38}
\end{align*}
$$

For a plane wave, $\mathbf{A}(\mathbf{r}, t)$ can be expressed as

$$
\begin{equation*}
\mathbf{A}=\mathbf{A}_{0} \cos (\mathbf{Q} \cdot \mathbf{r}-\omega t) \tag{2.39}
\end{equation*}
$$

where $\mathbf{Q}=\frac{\omega}{c} \hat{\mathbf{Q}}$ and $\hat{\mathbf{Q}}$ is the unit wave vector of the excitation. $\mathbf{A}_{0}=\left|\mathbf{A}_{0}\right| \mathbf{e}$, where $\mathbf{e}$ is the unit vector describing the polarization of the electromagnetic wave. In what follows, we will need to be able to express $\left|\mathbf{A}_{0}\right|$ as a function of the intensity of the excitation. Such a relationship can be found via the Poynting vector, which represents the energy flux (energy per unit time per unit area) of an electromagnetic field and is defined as,

$$
\begin{equation*}
\mathbf{S}(\mathbf{r}, t)=\frac{c}{4 \pi} \mathbf{E} \times \mathbf{H} . \tag{2.40}
\end{equation*}
$$

Eqs. $(2.37,2.38,2.39,2.40)$ yield;

$$
\begin{equation*}
\mathbf{S}(\mathbf{r}, t)=\frac{\omega}{4 \pi}\left[\mathbf{Q}\left(\mathbf{A}_{0} \cdot \mathbf{A}_{0}\right)-\mathbf{A}_{0}\left(\mathbf{A}_{0} \cdot \mathbf{Q}\right)\right] \sin ^{2}(\mathbf{Q} \cdot \mathbf{r}-\omega t) . \tag{2.41}
\end{equation*}
$$

Eq. (2.41) can be simplified further. Maxwell's equation for a propagating electromagnetic wave in a vacuum is

$$
\begin{equation*}
\nabla \cdot \mathbf{E}=0 . \tag{2.42}
\end{equation*}
$$

Substituting Eq. (2.37) into Eq. (2.42) implies that

$$
\begin{equation*}
\nabla \cdot \mathbf{A}=0 . \tag{2.43}
\end{equation*}
$$

It follows from Eq. (2.39) and Eq. (2.43) that $\mathbf{Q} \cdot \mathbf{A}_{0}$ must also be equal to zero and this allows Eq. (2.41) to be expressed as

$$
\begin{equation*}
\mathbf{S}(\mathbf{r}, t)=\frac{c}{4 \pi}\left(\frac{\omega}{c}\right)^{2}\left|\mathbf{A}_{0}\right|^{2} \sin ^{2}(\mathbf{Q} \cdot \mathbf{r}-\omega t) \hat{\mathbf{Q}} . \tag{2.44}
\end{equation*}
$$

The time averaged power per unit area (i.e. intensity, $I_{\mathbf{e}}$ ) in the direction of $\mathbf{Q}$ is given by

$$
\begin{equation*}
I_{\mathbf{e}}=\langle\mathbf{S}(\mathbf{r}, t)\rangle=\frac{c}{8 \pi}\left(\frac{\omega}{c}\right)^{2}\left|\mathbf{A}_{0}\right|^{2} . \tag{2.45}
\end{equation*}
$$

Lets now calculate $\hat{\mathcal{H}}^{\prime}(t)$ for the electromagnetic wave whose magnetic vector potential is of the form Eq. (2.39). The Hamiltonian of a free electron, $\hat{\mathcal{H}}_{0}$, is given by

$$
\begin{equation*}
\hat{\mathcal{H}}_{0}=\frac{1}{2 m_{0}} \hat{\mathbf{p}}^{2}, \tag{2.46}
\end{equation*}
$$

where $\hat{\mathbf{p}}=-i \hbar\left(\frac{\partial}{\partial x} \mathbf{i}+\frac{\partial}{\partial x} \mathbf{j}\right)$ and $m_{0}$ is the mass of the electron. In the presence of an electromagnetic field the particles momentum is modified such that $\mathbf{p} \rightarrow \mathbf{p}+\frac{q}{c} \mathbf{A}$, therefore the Hamiltonian Eq. (2.46) becomes,

$$
\begin{equation*}
\hat{\mathcal{H}}_{1}(t)=\hat{\mathcal{H}}_{0}+\frac{q}{2 m_{0} c}(\mathbf{A} \cdot \hat{\mathbf{p}}+\hat{\mathbf{p}} \cdot \mathbf{A})+\left(\frac{q}{c}\right)^{2} \mathbf{A} \cdot \mathbf{A} . \tag{2.47}
\end{equation*}
$$

Making use of the commutator relation $[\mathbf{A}(\mathbf{r}), \hat{\mathbf{p}}]=i \hbar \nabla \cdot \mathbf{A}(\mathbf{r})$ and Eq. (2.43), $\mathbf{A} \cdot \hat{\mathbf{p}}$ must be equivalent to $\hat{\mathbf{p}} \cdot \mathbf{A}$, therefore, Eq. (2.47) can be re-expressed as

$$
\begin{equation*}
\hat{\mathcal{H}}_{1}(t)=\hat{\mathcal{H}}_{0}+\frac{q}{m_{0} c}(\mathbf{A} \cdot \hat{\mathbf{p}})+\left(\frac{q}{c}\right)^{2} \mathbf{A} \cdot \mathbf{A} . \tag{2.48}
\end{equation*}
$$

Assuming that $\left(\frac{q}{c}\right)^{2} \mathbf{A} \cdot \mathbf{A} \ll \frac{q}{m_{0} c}(\mathbf{A} \cdot \hat{\mathbf{p}})$ the Hamiltonian can be approximated by:

$$
\begin{equation*}
\hat{\mathcal{H}}_{1}(t) \approx \hat{\mathcal{H}}_{0}+\frac{q}{c} \mathbf{A} \cdot \hat{\mathbf{v}}, \tag{2.49}
\end{equation*}
$$

where $\hat{\mathbf{v}}$ is the velocity operator. Eq. (2.49) can be expressed in the form:

$$
\begin{equation*}
\hat{\mathcal{H}}_{1}(t)=\hat{\mathcal{H}}_{0}+\hat{\mathcal{H}}_{+} e^{-i \omega t}+\hat{\mathcal{H}}_{-} e^{i \omega t} \tag{2.50}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\mathcal{H}}_{ \pm}=\frac{q}{2 c}\left|\mathbf{A}_{0}\right| e^{ \pm i \mathbf{Q} \cdot \mathbf{r}} \mathbf{e} \cdot \hat{\mathbf{v}} . \tag{2.51}
\end{equation*}
$$

Here $\hat{\mathcal{H}}_{+}$corresponds to an incoming photon, while $\hat{\mathcal{H}}_{-}$corresponds to an outgoing photon. Since we are interested in absorption we shall, from here on in, drop the $\hat{\mathcal{H}}_{-}$term from Eq. (2.51).

To simplify the analysis of the optical selection rules we shall consider the long wavelength limit
i.e., $\mathbf{Q} \cdot \mathbf{r} \ll 1$. In this instance we can expand the exponential term, $e^{i \mathbf{Q} \cdot \mathbf{r}}$ appearing in Eq. (2.51):

$$
\begin{equation*}
e^{i \mathbf{Q} \cdot \mathbf{r}} \approx 1+i \frac{\omega}{c} \hat{\mathbf{Q}} \cdot \mathbf{r}+\ldots \tag{2.52}
\end{equation*}
$$

Since $\mathbf{Q} \cdot \mathbf{r} \ll 1$ the exponential term can be approximated by the first term. This approximation is known as the electric dipole approximation and within this approximation, Eq. (2.51) becomes

$$
\begin{equation*}
\hat{\mathcal{H}}_{+}=\frac{q}{2 c}\left|\mathbf{A}_{0}\right| \mathbf{e} \cdot \hat{\mathbf{v}} . \tag{2.53}
\end{equation*}
$$

Substituting Eq. (2.45), Eq. (2.53) and $q=e$, where $e$ is the charge of an electron, into Eq. (2.36) yields

$$
\begin{equation*}
\left.W_{k}=\frac{2 \pi e^{2} I_{\mathbf{e}}}{c h \nu^{2}}\left|\mathbf{e} \cdot\left\langle\psi_{f}\right| \hat{\mathbf{v}}\right| \psi_{i}\right\rangle\left.\right|^{2} \delta\left(\xi_{f}-\xi_{i}-h \nu\right) . \tag{2.54}
\end{equation*}
$$

### 2.3.3 Selection rules for dipole optical transitions in graphene

Let us now consider optical transitions in graphene within the electric dipole approximation. We shall consider an electron in the valence band with energy $\xi_{V}$, making a direct transition into the conduction band, with new energy $\xi_{C}$. Here, the electron energies correspond to those found in Eq. (2.20). Let the valence (conduction) band electrons be described by the tight-binding wavefunction given in Eq. (2.3)

$$
\begin{align*}
& \psi^{V}(\mathbf{k}, \mathbf{r})=\sum_{j=1}^{2} C_{j}^{V}(\mathbf{k}) \Phi_{j}(\mathbf{k}, \mathbf{r})  \tag{2.55}\\
& \psi^{C}(\mathbf{k}, \mathbf{r})=\sum_{j=1}^{2} C_{j}^{C}(\mathbf{k}) \Phi_{j}(\mathbf{k}, \mathbf{r}) \tag{2.56}
\end{align*}
$$

where $\psi^{V}\left(\psi^{C}\right)$ corresponds to the valence (conduction) band wavefunction and the coefficients $C_{j}^{b}$ are those given in Eq. (2.21). It has been shown that a simplified, single electron picture is a reasonable description of graphene optics and that many-body effects can be incorporated into a modified parameter in a simple tight-binding model [37].

For graphene, Eq. (2.54) can be written as

$$
\begin{equation*}
\left.W_{k}=\frac{2 \pi e^{2} I_{\mathbf{e}}}{c h \nu^{2}}\left|\mathbf{e} \cdot\left\langle\psi^{C}\right| \hat{\mathbf{v}}\right| \psi^{V}\right\rangle\left.\right|^{2} \delta\left(\xi_{C}-\xi_{V}-h \nu\right) . \tag{2.57}
\end{equation*}
$$

Let us first consider the velocity matrix element, $\left\langle\psi^{C}\right| \hat{\mathbf{v}}\left|\psi^{V}\right\rangle$. Using the velocity operator in commutator form $\hat{\mathbf{v}}=\frac{i}{\hbar}[\hat{\mathcal{H}}, \mathbf{r}]$ one can re-express the velocity matrix element as:

$$
\begin{equation*}
\frac{i}{\hbar}\left\langle\psi^{C}\right| \hat{\mathcal{H}} \mathbf{r}\left|\psi^{V}\right\rangle-\frac{i}{\hbar}\left\langle\psi^{C}\right| \mathbf{r} \hat{\mathcal{H}}\left|\psi^{V}\right\rangle \tag{2.58}
\end{equation*}
$$

The unit operator given by, $\sum_{m \in \mathbb{N}}\left|\Phi_{m}\right\rangle\left\langle\Phi_{m}\right|=\hat{1}$ can be employed to re-cast the above equation in a more convenient form:

$$
\begin{equation*}
\sum_{m \in \mathbb{N}} \frac{i}{\hbar}\left\langle\psi^{C}\right| \hat{\mathcal{H}}\left|\Phi_{m}\right\rangle\left\langle\Phi_{m}\right| \mathbf{r}\left|\psi^{V}\right\rangle-\frac{i}{\hbar}\left\langle\psi^{C}\right| \mathbf{r}\left|\Phi_{m}\right\rangle\left\langle\Phi_{m}\right| \hat{\mathcal{H}}\left|\psi^{V}\right\rangle \tag{2.59}
\end{equation*}
$$

Here $\Phi_{m}$ are the tight binding Bloch functions given in Eq. (2.5). Substituting Eq. (2.55), Eq. (2.56) and Eq. (2.5) into Eq. (2.59) and treating the atomic orbital wavefunctions as delta functions, i.e. $\left\langle\varphi\left(\mathbf{r}-\mathbf{R}_{m}\right)\right| \mathbf{r}\left|\varphi\left(\mathbf{r}-\mathbf{R}_{n}\right)\right\rangle=\mathbf{R}_{n} \delta_{n, m}$, allows Eq. (2.59) to be expressed as

$$
\begin{align*}
& \frac{i}{\hbar N}\left[\sum_{j, \mathbf{R}_{j}} C_{j}^{V} \mathbf{R}_{j} \sum_{j^{\prime}, \mathbf{R}_{j^{\prime}}}\left(C_{j^{\prime}}^{C}\right)^{\star} e^{i \mathbf{k} \cdot\left(\mathbf{R}_{j}-\mathbf{R}_{j^{\prime}}\right)}\left\langle\varphi\left(\mathbf{R}_{j^{\prime}}\right)\right| \hat{\mathcal{H}}\left|\varphi\left(\mathbf{R}_{j}\right)\right\rangle\right. \\
& \left.-\sum_{j^{\prime}, \mathbf{R}_{j^{\prime}}}\left(C_{j^{\prime}}^{C}\right)^{\star} \mathbf{R}_{j^{\prime}} \sum_{j, \mathbf{R}_{j}} C_{j}^{V} e^{i \mathbf{k} \cdot\left(\mathbf{R}_{j}-\mathbf{R}_{j^{\prime}}\right)}\left\langle\varphi\left(\mathbf{R}_{j^{\prime}}\right)\right| \hat{\mathcal{H}}\left|\varphi\left(\mathbf{R}_{j}\right)\right\rangle\right] . \tag{2.60}
\end{align*}
$$

By making use of the properties of the tight-binding Hamiltonian given in Eq. (2.14), Eq. (2.60) becomes

$$
\begin{equation*}
i \frac{t}{\hbar}\left[\left(C_{1}^{C}\right)^{\star} C_{2}^{V} \sum_{i=1}^{3} e^{i \mathbf{k} \cdot \mathbf{u}_{i}} \mathbf{u}_{i}-\left(C_{2}^{C}\right)^{\star} C_{1}^{V} \sum_{i=1}^{3} e^{-i \mathbf{k} \cdot \mathbf{u}_{i}} \mathbf{u}_{i}\right] \tag{2.61}
\end{equation*}
$$

Since $\left(C_{1}^{C}\right)^{\star} C_{2}^{V}=-\left[\left(C_{2}^{C}\right)^{\star} C_{1}^{V}\right]^{\star}$ the velocity matrix element, Eq (2.61) can be written as:

$$
\begin{equation*}
-i \frac{2 t}{\hbar} \Re\left[\left(C_{2}^{C}\right)^{\star} C_{1}^{V} \sum_{i=1}^{3} e^{-i \mathbf{k} \cdot \mathbf{u}_{i}} \mathbf{u}_{i}\right] . \tag{2.62}
\end{equation*}
$$

Eq (2.62) results in the same selection rules as those employed in the treatment of optical transitions in carbon nanotubes [38, 39].

Upon substitution of Eq. (2.13) and Eq. (2.21) into Eq. (2.62), for a given in-plane polarization vector $\mathbf{e}=\left(e_{x}, e_{y}\right)=\left(\cos \left(\varphi_{\mathbf{e}}\right), \sin \left(\varphi_{\mathbf{e}}\right)\right)$, the matrix element $\left.\left|\mathbf{e} \cdot\left\langle\psi^{C}\right| \hat{\mathbf{v}}\right| \psi^{V}\right\rangle\left.\right|^{2}$, which enters Eq. (2.57) is given by:

$$
\begin{gather*}
\frac{4}{9} \frac{v_{\mathrm{F}}^{2}}{f_{q}^{2}} \left\lvert\, \cos \left(\varphi_{\mathbf{e}}\right) \cos \left[\frac{\pi}{3} \pm q a \sin \left(\varphi_{\mathbf{q}}\right)\right]-\cos \left(\frac{\pi}{3}+\varphi_{\mathbf{e}}\right) \cos \left[\frac{\pi}{3} \mp q a \sin \left(\varphi_{\mathbf{q}}+\frac{\pi}{3}\right)\right]\right. \\
-\left.\cos \left(\frac{\pi}{3}-\varphi_{\mathbf{e}}\right) \cos \left[\frac{\pi}{3} \mp a q \sin \left(\varphi_{\mathbf{q}}-\frac{\pi}{3}\right)\right]\right|^{2} \tag{2.63}
\end{gather*}
$$

where $\varphi_{\mathbf{q}}$ and $\varphi_{\mathbf{e}}$ are the polarization and momentum angles as measured from the $x$-axis respec-
tively, the top / bottom sign corresponds to the $\mathbf{K}_{+} / \mathbf{K}_{-}$valley and

$$
\begin{align*}
\left|f_{q}\right|^{2} & =3-2 \cos \left(\frac{\pi}{3} \mp q a \sin \left(\varphi_{\mathbf{q}}-\frac{\pi}{3}\right)\right)-2 \cos \left(\frac{\pi}{3} \mp q a \sin \left(\varphi_{\mathbf{q}}+\frac{\pi}{3}\right)\right) \\
& -2 \cos \left(\frac{\pi}{3} \pm q \sin \left(\varphi_{\mathbf{q}}\right)\right) . \tag{2.64}
\end{align*}
$$

Note that the full derivation of Eq. (2.63) and Eq. (2.64) is given in Appendix A. 2 and Appendix A. 1 respectively. Eq. (2.57) thus becomes,

$$
\begin{gather*}
W_{k}=\frac{16 \pi^{2} \hbar e^{2} I_{\mathbf{e}} v_{\mathrm{F}}^{2}}{9 c h^{2} \nu^{2}} \frac{1}{f_{q}^{2}} \left\lvert\, \cos \left(\varphi_{\mathbf{e}}\right) \cos \left[\frac{\pi}{3} \pm q a \sin \left(\varphi_{\mathbf{q}}\right)\right]-\cos \left(\frac{\pi}{3}+\varphi_{\mathbf{e}}\right) \cos \left[\frac{\pi}{3} \mp q a \sin \left(\varphi_{\mathbf{q}}+\frac{\pi}{3}\right)\right]\right. \\
-\left.\cos \left(\frac{\pi}{3}-\varphi_{\mathbf{e}}\right) \cos \left[\frac{\pi}{3} \mp a q \sin \left(\varphi_{\mathbf{q}}-\frac{\pi}{3}\right)\right]\right|^{2} \delta\left(2 \xi_{C}-h \nu\right) \tag{2.65}
\end{gather*}
$$

### 2.3.3.1 The low energy regime (conical approximation)

In the low-energy regime, the effective matrix Hamiltonians Eq. (2.29) and their corresponding wavefunctions, Eq. (2.30), are sufficient to obtain the selection rules which govern interband transitions within this limit. Using the commutator form of the velocity operator the velocity matrix element can be written as:

$$
\begin{equation*}
\frac{i}{\hbar}\left(C^{C}\right)^{\dagger}\left(\hat{H}_{ \pm} \mathbf{r}\right) C^{V} \tag{2.66}
\end{equation*}
$$

Evaluating $\hat{H}_{ \pm} \mathbf{r}$ yields

$$
\hat{H}_{ \pm} \mathbf{r}=\hbar v_{\mathrm{F}}\left[\begin{array}{cc}
0 & -\mathbf{i} \mp i \mathbf{j}  \tag{2.67}\\
\mathbf{i} \mp i \mathbf{j} & 0
\end{array}\right]
$$

where $\mathbf{i}$ and $\mathbf{j}$ are the Cartesian unit vectors. Upon substitution of Eq. (2.30) and Eq. (2.67) into Eq. (2.66) we obtain

$$
\begin{equation*}
\left\langle\psi^{C}\right| \hat{\mathbf{v}}\left|\psi^{V}\right\rangle=\mp i v_{\mathrm{F}}\left(\mathbf{i} \frac{q_{y}}{|\mathbf{q}|}-\mathbf{j} \frac{q_{x}}{|\mathbf{q}|}\right) \tag{2.68}
\end{equation*}
$$

For a given in-plane polarization vector $\mathbf{e}=\left(e_{x}, e_{y}\right)=\left(\cos \left(\varphi_{\mathbf{e}}\right), \sin \left(\varphi_{\mathbf{e}}\right)\right)$, the matrix element $\left.\left|\mathbf{e} \cdot\left\langle\psi^{C}\right| \hat{\mathbf{v}}\right| \psi^{V}\right\rangle\left.\right|^{2}$, which enters Eq. (2.57), is given by:

$$
\begin{equation*}
v_{\mathrm{F}}^{2} \frac{1}{q^{2}}\left|\left(e_{y} q_{x}-e_{x} q_{y}\right)\right|^{2}=v_{\mathrm{F}}^{2} \sin ^{2}\left(\varphi_{\mathbf{e}}-\varphi_{\mathbf{q}}\right) \tag{2.69}
\end{equation*}
$$

It should be noted that Eq. (2.69), contains only one single phenomenological parameter $v_{\mathrm{F}}$. Similar analysis can be performed for a circularly polarized excitation which results in an angularlyindependent carrier distribution. Eq. (2.57) in the low energy regime thus becomes

$$
\begin{equation*}
W_{k}=\frac{2 \pi e^{2} I_{\mathbf{e}} v_{\mathrm{F}}^{2}}{c h \nu^{2}} \sin ^{2}\left(\varphi_{\mathbf{e}}-\varphi_{\mathbf{q}}\right) \delta\left(2 \xi_{C}-h \nu\right) \tag{2.70}
\end{equation*}
$$

### 2.3.4 Distribution of photoexcited carriers

The angular generation density, $g\left(\varphi_{\mathbf{q}}\right)$, for a given valley, is defined such that $g\left(\varphi_{\mathbf{q}}\right) d \varphi_{\mathbf{q}}$ gives the number of carriers created in the angle range $\varphi_{\mathbf{q}}$ to $\varphi_{\mathbf{q}}+d \varphi_{\mathbf{q}}$. For a single valley and spin the angular generation density is given by

$$
\begin{equation*}
g\left(\varphi_{\mathbf{q}}\right)=\left(\frac{1}{2 \pi}\right)^{2} \int_{0}^{\infty} W_{k}\left(q, \varphi_{q}\right) q d q \tag{2.71}
\end{equation*}
$$

which in the low-energy regime becomes:

$$
\begin{equation*}
g\left(\varphi_{\mathbf{q}}\right)=\frac{\hbar e^{2} I_{e} v_{\mathrm{F}}^{2}}{c h^{2} \nu^{2}} \int_{0}^{\infty} \sin ^{2}\left(\varphi_{\mathbf{e}}-\varphi_{\mathbf{q}}\right) \delta\left(2 \xi_{C}-h \nu\right) q d q . \tag{2.72}
\end{equation*}
$$

Changing this to an integral over equi-energy surfaces by the substitution $\xi_{C}=v_{\mathrm{F}} \hbar|\mathbf{q}|$ and subsequent integration yields:

$$
\begin{equation*}
g\left(\varphi_{\mathbf{q}}\right)=\frac{e^{2}}{4 \hbar c} \frac{I_{e}}{h \nu} \sin ^{2}\left(\varphi_{\mathbf{e}}-\varphi_{\mathbf{q}}\right) \equiv \frac{e^{2}}{8 \hbar c} \frac{I_{e}}{h \nu}\left[1-\cos \left(2 \varphi_{\mathbf{e}}-2 \varphi_{\mathbf{q}}\right)\right] \tag{2.73}
\end{equation*}
$$

It should be noted that the angular generation density is the same for both valleys. By integrating this expression over all directions of electron momentum and summing over valley and spin indices, one can easily recover the results obtained within the optical conductivity formalism [40, 41, 42, 43] including the universal value of single layer absorption [6].

In the low energy regime, the distribution function of the photoexcited carriers, generated by a linearly polarized excitation, at the instant of photogeneration (i.e. before relaxation) is defined by

$$
\begin{equation*}
\mathcal{F}_{0}(\mathbf{q})=F_{0}(\nu)[1-\cos (2 \theta)] \tag{2.74}
\end{equation*}
$$

where $\theta$ is the angle between $\hat{\mathbf{e}}$ and wave vector $\mathbf{q}$. Thus, the illumination of graphene with linearly polarized radiation results in an anisotropic momentum distribution of photoexcited carriers, with the preferential direction of propagation normal to the excitation's polarization plane. Hence, one can effectively steer the direction of electrons by light. In Fig. 2.3 a polar plot of $\mathcal{F}_{0}$ is shown for light of normal incidence and the polarization angle, $\varphi_{\mathbf{e}}=0$.


Figure 2.3: A polar plot of the momentum distribution of photo-excited carriers in the low-energy regime for $\varphi_{\mathbf{e}}=0$. Here, the black arrow represents the polarization of the excitation.

In a more general form Eq. (2.74) may be written as,

$$
\begin{equation*}
\mathcal{F}_{0}(\mathbf{q})=F_{0}(\nu)\left[1+\alpha_{0} \cos (2 \theta)\right], \tag{2.75}
\end{equation*}
$$

where $\alpha_{0}$ defines the degree of alignment. Unlike conventional systems, in graphene $\alpha_{0}=-1$ and is not a function of the excitation energy.

Let us now analyze the angular generation density in the range in which trigonal warping effects become important, in this regime Eq. (2.71) is given by

$$
\begin{gather*}
g\left(\varphi_{\mathbf{q}}\right)=\frac{4 \hbar e^{2} v_{\mathrm{F}}^{2} I}{9 c h^{2} \nu^{2}} \int \frac{1}{\left|f_{q}\right|^{2}} q d q \delta\left(2 \xi_{C}-h \nu\right) \times \\
\left\lvert\, \cos \left(\varphi_{\mathbf{e}}\right) \cos \left(\frac{\pi}{3} \pm q a \sin \left(\varphi_{\mathbf{q}}\right)\right)-\cos \left(\varphi_{\mathbf{e}}+\frac{\pi}{3}\right) \cos \left[\frac{\pi}{3} \mp a q \sin \left(\varphi_{\mathbf{q}}+\frac{\pi}{3}\right)\right]\right. \\
-\left.\cos \left(\varphi_{\mathbf{e}}-\frac{\pi}{3}\right) \cos \left[\frac{\pi}{3} \mp a q \sin \left(\varphi_{\mathbf{q}}-\frac{\pi}{3}\right)\right]\right|^{2}, \tag{2.76}
\end{gather*}
$$

The contributions to the momentum distribution function, Eq. (2.76), from the $\mathbf{K}_{+}$and $\mathbf{K}_{-}$valleys are inequivalent. Alone the individual valley contributions do not preserve the required symmetry of the distribution function. Only when both valley contributions are taken into account the symmetry of $g\left(\varphi_{\mathbf{q}}\right)=g\left(\varphi_{\mathbf{q}}+\pi\right)$ is restored, as can be seen from Fig. 2.4. One should note that
to obtain the plots presented in Fig. 2.4 the delta function has been approximated by

$$
\begin{equation*}
\delta\left(2 \xi_{C}-h \nu\right)=\frac{1}{\pi} \lim _{\ell \rightarrow 0} \frac{\ell}{\left(2 \xi_{C}-h \nu\right)^{2}+\ell^{2}} \tag{2.77}
\end{equation*}
$$

Therefore, two $\mathbf{K}$ points are required to describe the optical properties of the system and as soon as trigonal warping becomes important the one-valley picture provides an insufficient description. The majority of publications on graphene are restricted to a single-valley picture, although intervalley scattering and valley mixing are essential for explaining weak localization data [44, 45] and are used in the study of graphene nano-ribbons [46]. This effect serves as an example of a completely "bulk" phenomena, in a clean graphene system, in which disregarding one of the two valleys gives an unphysical result.

The difference between the $\mathbf{K}_{+}$and $\mathbf{K}_{-}$valley's angular generation density can be understood in a simple manner. The conservation of energy during an optical transition maps out an equi-energy-contour in $k$-space which represents all the allowed values of $q$ which can take part in the transition. In the low energy regime this contour has a constant radius of $q=h v / \hbar$, however in the high energy regime the magnitude of the allowed $q$-vectors is angle dependent, $q$ being maxima at those angles directed towards the apexes of the triangles and minima in those directions directed towards the triangles bases (see Fig. 2.5). Since the probability of absorption is dependent on the size of the integral element, $q d q$, the probability of absorption is maximized along those angles directed towards the apexes of the triangles. This is manifested in the momentum distribution by an elongation of the lobes along such directions. The difference between the two valleys occurs because the two valley's equi-energy-contours are orientated differently with respect to one another, therefore each valley will have different preferential angles of absorption, as can be seen from Fig. 2.5.


Figure 2.4: A polar plot of the momentum distribution of photo-excited carriers for $h \nu=0.6|t|$ and (a) $\varphi_{\mathbf{e}}=0$; (b) $\varphi_{\mathbf{e}}=\pi / 2$. Here, the red and green lines represent the contributions from the $\mathbf{K}_{+}$and $\mathbf{K}_{-}$points respectively, and the black arrows represent the polarization of the excitations.


Figure 2.5: (a) A polar plot of the momentum distribution of photo-excited carriers in the lowenergy regime for $\varphi_{\mathbf{e}}=0$. (b) The equi-energy-contour around the $\mathbf{K}_{+}$point (black line), in the regime where trigonal warping becomes important. Here, the red line indicates a direction in $k$-space where $q$ is a maxima, while the blue line indicates a direction in $k$-space where $q$ is a minima. The contribution to the momentum distribution of photo-excited carriers from the (c) $\mathbf{K}_{+}$point and (d) $\mathbf{K}_{-}$is shown. In both instances $\varphi_{\mathbf{e}}=0$ and $h \nu=0.6|t|$. As a guide to the eye, the corresponding equi-energy contours are drawn next to each distribution function and the black arrows represent the polarization of the excitations.

### 2.4 The depolarization of photoluminescence in phonon replicas

As was mentioned in the introduction, the main manifestation of the alignment phenomena in conventional semiconductors was the polarization of the hot photoluminescence, which was a major tool in the study of relaxation processes. In the following section we shall see how the same alignment phenomena which was so useful in conventional semiconductors can be applied to graphene.

The intensity of photoluminescence is given by the expression

$$
\begin{equation*}
I\left(\varphi_{\mathbf{e}}, \varphi_{\mathbf{e}^{\prime}}\right) \propto \int\left|M\left(\varphi_{\mathbf{q}}, \varphi_{\mathbf{e}^{\prime}}\right)\right|^{2} f_{e}\left(\varphi_{\mathbf{q}}, \varphi_{\mathbf{e}}\right) f_{h}\left(\varphi_{\mathbf{q}}, \varphi_{\mathbf{e}}\right) d \varphi_{\mathbf{q}} \tag{2.78}
\end{equation*}
$$

where $\varphi_{\mathbf{e}^{\prime}}$ is the detector polarization angle, $f_{e}$ and $f_{h}$ are the momentum distribution functions of the electrons and holes respectively and $\left|M\left(\varphi_{\mathbf{q}}, \varphi_{\mathbf{e}^{\prime}}\right)\right|^{2}$ is the matrix element of optical transition which was studied in the previous section.

The degree of the linear polarization, $P$, of the luminescence can be described by the following expression:

$$
\begin{equation*}
P=\frac{I_{\|}-I_{\perp}}{I_{\|}+I_{\perp}}=\frac{I\left(\varphi_{\mathbf{e}}, \varphi_{\mathbf{e}}\right)-I\left(\varphi_{\mathbf{e}}, \varphi_{\mathbf{e}}+\frac{\pi}{2}\right)}{I\left(\varphi_{\mathbf{e}}, \varphi_{\mathbf{e}}\right)+I\left(\varphi_{\mathbf{e}}, \varphi_{\mathbf{e}}+\frac{\pi}{2}\right)}, \tag{2.79}
\end{equation*}
$$

where $I_{\|}$and $I_{\perp}$ are the HPL intensities of the luminescence peak, for the detector polarization, $\hat{\mathbf{e}}^{\prime}$, parallel and perpendicular to the incident polarization, $\hat{\mathbf{e}}$.

In conventional semiconductors, photoexcited carriers recombine with the acceptor level to produce a luminescence peak occurring at a different energy to that of the excitation energy. However, graphene's linear band structure means that direct recombination will result in a luminescence peak occurring at the same frequency as the excitation, making such a luminescence peak indistinguishable from specular reflection. Therefore, to observe any luminescence electrons must relax in energy before recombining with holes to luminescence.

The main relaxation mechanism in graphene is phonon scattering. When hot electrons scatter with phonons their energies will reduce in discretized steps. After each phonon interaction, the relaxed electron may either combine with a hole, to luminescence, or suffer subsequent interactions. There will therefore be several peaks (known as phonon-replicas) in the HPL spectrum, each corresponding to an electron whose energy is $n \times E_{p h}$ below $h \nu / 2$, where $E_{p h}$ is the energy of the phonon and $n$ is the number of phonon interactions suffered.

It was shown in the previous section that photoexcited carriers generated by a linearly polarized excitation are distributed anisotropically in momentum space. We shall assume that the momentum
distribution function of the $n^{t h}$ phonon replica, $\mathcal{F}_{n}\left(\mathbf{q}^{\prime}\right)$, can be written in the same form as Eq. (2.74):

$$
\begin{equation*}
\mathcal{F}_{n}\left(\mathbf{q}^{\prime}\right) \propto\left[1+\alpha_{n} \cos \left(2 \varphi_{\mathbf{e}^{\prime}}-2 \varphi_{\mathbf{q}^{\prime}}\right)\right] . \tag{2.80}
\end{equation*}
$$

This assumption will be justified later. The degree of linear polarization of the HPL corresponding to the $n^{\text {th }}$ phonon replica is

$$
\begin{equation*}
P_{n}=\frac{I_{n, \|}-I_{n, \perp}}{I_{n, \|}+I_{n, \perp}}=\frac{I_{n}\left(\varphi_{\mathbf{e}}, \varphi_{\mathbf{e}}\right)-I_{n}\left(\varphi_{\mathbf{e}}, \varphi_{\mathbf{e}}+\frac{\pi}{2}\right)}{I_{n}\left(\varphi_{\mathbf{e}}, \varphi_{\mathbf{e}}\right)+I_{n}\left(\varphi_{\mathbf{e}}, \varphi_{\mathbf{e}}+\frac{\pi}{2}\right)}, \tag{2.81}
\end{equation*}
$$

where $I_{n, \|}$ and $I_{n, \perp}$ are the intensities of photoluminescence of the $n_{t h}$ phonon replicas, for the detector polarization, $\hat{\mathbf{e}}^{\prime}$, parallel and perpendicular to the incident polarization, $\hat{\mathbf{e}}$.

Each phonon interaction causes the momentum distribution function of photoexcited carriers to deviate further from the initial anisotropic distribution, this degradation will result in a reduction in the degree of linear polarization with every phonon interaction suffered. This degradation is quantified by the degree of linear depolarization, $\rho$, and is defined as the ratio of the degree of linear polarization of the $(n+1)^{t h}$ HPL peak to that of the $n^{t h}$ peak:

$$
\begin{equation*}
\rho=\frac{P_{n+1}}{P_{n}} . \tag{2.82}
\end{equation*}
$$

It shall be shown that by comparing the depolarization from successive phonon replicas, the mechanisms for phonon relaxation can be studied. Furthermore, by studying the depolarization of HPL in a magnetic field (the Hanle effect) one can obtain the phonon emission times of hot electrons. We shall consider the depolarization of photoluminescence in two distinct cases: Firstly, we consider the case where the Fermi-level $\left(\epsilon_{F}\right)$ lies below the charge neutrality point (p-doped) with the requirement that $n E_{p h}>\left|\epsilon_{F}\right|$. Secondly, we shall analyze the case of undoped graphene, where the Fermi-level lies at the charge neutrality point. Both cases are illustrated in Fig. 2.6.

For the case of p-doped graphene where $n E_{p h}>\left|\epsilon_{F}\right|$, photoexcited electrons can recombine with equilibrium holes, in this instance $f_{h}$ is isotropic and the intensity of HPL is given by,

$$
\begin{equation*}
I_{n}\left(\varphi_{\mathbf{e}}, \varphi_{\mathbf{e}^{\prime}}\right) \propto \int_{-\pi}^{\pi}\left[1-\cos \left(2 \varphi_{\mathbf{e}^{\prime}}-2 \varphi_{\mathbf{q}^{\prime}}\right)\right]\left[1+\alpha_{n} \cos \left(2 \varphi_{\mathbf{e}}-2 \varphi_{\mathbf{q}^{\prime}}\right)\right] d \varphi_{\mathbf{q}^{\prime}} \tag{2.83}
\end{equation*}
$$

From Eq. (2.79) and Eq. (2.83) the degree of linear polarization is found to be:

$$
\begin{equation*}
P_{n}=-\frac{\alpha_{n}}{2} \tag{2.84}
\end{equation*}
$$



Figure 2.6: The relaxation of hot electrons via the interaction with optical phonons. After each phonon interaction, the relaxed electron may either luminescence due to the recombination with: (a) an equilibrium hole, in the case of the Fermi-level (dashed line) lying below the charge neutrality point; or (b) a non-equilibrium hole, in the case of undoped graphene. Alternatively, the hot electron may suffer subsequent interactions. The blue line represents the electron transition caused by the linearly polarized excitation and the red line represents electron-hole recombination. The black line represents an intraband transition caused by an electron-phonon interaction.
and the degree of linear depolarization in this instance is

$$
\begin{equation*}
\rho_{n}=\frac{\alpha_{n+1}}{\alpha_{n}} \tag{2.85}
\end{equation*}
$$

Lets now consider the case where the Fermi-level lies at the charge neutrality point. Electronhole symmetry requires $f_{e}=f_{h}=\mathcal{F}_{n}$ thus the intensity of hot electron luminescence is given by

$$
\begin{equation*}
I_{n}\left(\varphi_{\mathbf{e}}, \varphi_{\mathbf{e}^{\prime}}\right) \propto \int_{-\pi}^{\pi}\left[1-\cos \left(2 \varphi_{\mathbf{e}^{\prime}}-2 \varphi_{\mathbf{q}^{\prime}}\right)\right]\left[1+\alpha_{n} \cos \left(2 \varphi_{\mathbf{e}}-2 \varphi_{\mathbf{q}^{\prime}}\right)\right]^{2} d \varphi_{\mathbf{q}^{\prime}} \tag{2.86}
\end{equation*}
$$

From Eq. (2.79) and Eq. (2.86) the degree of linear polarization for the case of the Fermi-level lying at the charge neutrality point is

$$
\begin{equation*}
P_{n}=-\frac{2 \alpha_{n}}{2+\alpha_{n}^{2}} \tag{2.87}
\end{equation*}
$$

and the degree of linear depolarization is given by

$$
\begin{equation*}
\rho_{n}=\frac{\alpha_{n+1}}{\alpha_{n}}\left[\frac{2+\alpha_{n}^{2}}{2+\alpha_{n+1}^{2}}\right] . \tag{2.88}
\end{equation*}
$$

Defining $w\left(\mathbf{q}, \mathbf{q}^{\prime}\right)$ as the probability of a transition (per unit time) of an electron from a state with wave vector $\mathbf{q}$ at energy $E_{0}$ to state $\mathbf{q}^{\prime}$ at energy $E_{1}=E_{0}-E_{p h}$, we can then write the distribution function after one transition as follows:

$$
\begin{equation*}
\mathcal{F}_{1}\left(\mathbf{q}^{\prime}\right) \propto \sum_{\mathbf{q}} w\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \mathcal{F}_{0}(\mathbf{q})\left[1-\mathcal{F}_{1}\left(\mathbf{q}^{\prime}\right)\right] \tag{2.89}
\end{equation*}
$$

In the weak pumping regime, where $\mathcal{F}_{1}\left(\mathbf{q}^{\prime}\right) \ll 1$ Eq. (2.89), becomes

$$
\begin{equation*}
\mathcal{F}_{1}\left(\mathbf{q}^{\prime}\right) \propto \int_{-\pi}^{\pi} w\left(\mathbf{q}, \mathbf{q}^{\prime}\right)\left[1+\alpha_{0} \cos \left(2 \varphi_{\mathbf{e}}-2 \varphi_{\mathbf{q}}\right)\right] d \varphi_{\mathbf{q}} \tag{2.90}
\end{equation*}
$$

Defining $\phi_{1}$ as the angle between $\hat{\mathbf{e}}$ and $\mathbf{q}^{\prime}$ and $\theta$ as the angle between $\mathbf{q}$ and $\mathbf{q}^{\prime}$ Eq. (2.90) can be expressed as

$$
\begin{equation*}
\mathcal{F}_{1}\left(\mathbf{q}^{\prime}\right) \propto \int_{-\pi}^{\pi} w\left(\mathbf{q}, \mathbf{q}^{\prime}\right)\left[1+\alpha_{0} \cos \left(2 \phi_{1}-2 \theta\right)\right] d \theta \tag{2.91}
\end{equation*}
$$

If $w\left(\mathbf{q}, \mathbf{q}^{\prime}\right)$ is an even function of the angle $\theta$ (which is true with the emission of an optical phonon by an electron) one obtains

$$
\begin{equation*}
\mathcal{F}_{1}\left(\mathbf{q}^{\prime}\right) \propto \int_{-\pi}^{\pi} w\left(\mathbf{q}, \mathbf{q}^{\prime}\right)\left[1+\alpha_{0} \cos \left(2 \phi_{1}\right) \cos (2 \theta)\right] d \theta \tag{2.92}
\end{equation*}
$$

Since $\mathcal{F}_{1}\left(\mathbf{q}^{\prime}\right)$ can be written in the same form as Eq. (2.75):

$$
\begin{equation*}
\mathcal{F}_{1}\left(\mathbf{q}^{\prime}\right) \propto\left[1+\alpha_{1} \cos \left(2 \phi_{1}\right)\right] \tag{2.93}
\end{equation*}
$$

Eqs. (2.75, 2.92, 2.93) yield;

$$
\begin{equation*}
\frac{\alpha_{1}}{\alpha_{0}}=\frac{\int_{-\pi}^{\pi} w\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \cos (2 \theta) d \theta}{\int_{-\pi}^{\pi} w\left(\mathbf{q}, \mathbf{q}^{\prime}\right) d \theta} \tag{2.94}
\end{equation*}
$$

Similarly the ratio of the $(n+1)^{t h}$ and $n^{t h}$ anisotropy parameters is found to be

$$
\begin{equation*}
\frac{\alpha_{n+1}}{\alpha_{n}}=\frac{\alpha_{1}}{\alpha_{0}} \tag{2.95}
\end{equation*}
$$

### 2.4.1 Phonon induced transitions in graphene

Graphene was first isolated by mechanically exfoliating graphene sheets from bulk graphite [1]. This method of production produces limited sample sizes (up to a millimeter in size) and has a low production yield and is thus unsuitable for technological applications. Graphene can however be grown epitaxially on silicon carbide ( SiC ), by vacuum graphitization [47] due to the Si depletion of the SiC surface. The surface of SiC used for graphitization (silicon-terminated or carbonterminated) strongly dictates the thickness, mobility and carrier density of the graphene. For example, the Fermi level of graphene grown on Si-terminated SiC lies approximately $0.3-0.45 \mathrm{eV}$
above the Dirac point [48, 49]. This method of growth allows the production of centimeter size graphene mono- or bilayer samples [50, 51, 52, 53]. Moreover, graphene on SiC retains its linear spectrum, allowing the observation of the anomalous quantum Hall effect $[54,55,56,57]$ and weak anti-localization [58]. The production of large scale graphene flakes gives rise to the possibility of large area integrated electronics $[59,60,61]$.

In what follows we shall consider the relaxation of photoexcited carriers in epitaxial graphene on SiC , restricting ourselves to intravalley transitions due to optical phonons. Indeed, intervalley transitions are important and they shall be a subject of future study. However, these transitions correspond to luminescence peaks occurring at noticeably different frequencies to that of intravalley transitions.

There are three optical phonon modes in graphene: longitudinal (LO), transverse (TO) and flexural (ZO, which we shall assume are suppressed due to the underlying substrate). We shall first consider the relaxation of photoexcited carriers due to phonons which are intrinsic to graphene. We shall then consider the coupling of photoexcited carriers in graphene to bulk optical phonons in silicon carbide, this coupling occurs via the Fröhlich interaction. The two cases will result in drastically different depolarizations. Namely, in the weak pumping regime, the momentum distribution function corresponding to an energy of one graphene long-wavelength optical phonon energy below $h \nu / 2$ is completely isotropic; whereas the momentum distribution function corresponding to an energy due to an interaction with SiC bulk optical phonons below $h \nu / 2$ results in an anisotropic momentum distribution function

### 2.4.2 Relaxation of hot electrons in free standing graphene

For the $\mathbf{K}$ point the electron wavefunction in graphene is given by [62]:

$$
\frac{1}{\sqrt{2}}\left[\begin{array}{c}
s  \tag{2.96}\\
e^{i \varphi_{\mathbf{q}}}
\end{array}\right] e^{i \mathbf{q} \cdot \mathbf{r}},
$$

where $s=+1$ and -1 denote the conduction and valence bands, respectively. For long-wavelength optical phonons, the electron-phonon interaction Hamiltonian for the $\mathbf{K}$ point is given by [62]:

$$
\begin{equation*}
\mathcal{H}_{\mathrm{int}}=-\sqrt{\frac{\hbar}{2 N M \omega_{0}}} \sum_{\mathbf{p}, \mu} \sqrt{2} \frac{\beta t^{\prime}}{b^{2}} V_{\mu}(\mathbf{p}) e^{i \mathbf{p} \cdot \mathbf{r}}\left(b_{\mathbf{p} \mu}+b_{-\mathbf{p} \mu}^{\dagger}\right) \tag{2.97}
\end{equation*}
$$

where

$$
V_{l}(\mathbf{p})=\left[\begin{array}{cc}
0 & -e^{-i \varphi_{\mathbf{p}}}  \tag{2.98}\\
e^{i \varphi_{\mathbf{p}}} & 0
\end{array}\right],
$$

and

$$
V_{t}(\mathbf{p})=\left[\begin{array}{cc}
0 & i e^{-i \varphi_{\mathbf{p}}}  \tag{2.99}\\
i e^{i \varphi_{\mathbf{p}}} & 0
\end{array}\right]
$$

$\omega_{0}$ is the phonon frequency at the $\Gamma$ point, $\mathbf{p}$ is the phonon wave-vector, $\mu=l$ and $t$ denote the transverse and longitudinal modes respectively, and $b_{\mathbf{p} \mu}^{\dagger}$ and $b_{\mathbf{p} \mu}$ are the creation and annihilation operators. $N$ is the number of unit cells, $M$ is the mass of a carbon atom, $b=a / \sqrt{3}$ is the equilibrium bond length, $\beta$ is given by

$$
\begin{equation*}
-\frac{d \ln t}{d \ln b} \tag{2.100}
\end{equation*}
$$

and $t^{\prime}=\frac{\sqrt{3}}{2} t$.
The probability of a phonon-induced transition, $w_{\mu}\left(\mathbf{q}, \mathbf{q}^{\prime}\right)$, from a state $|s \mathbf{q}\rangle$ at energy $E_{0}$ to a state $\left|s^{\prime} \mathbf{q}^{\prime}\right\rangle$ at energy $E_{1}=E_{0}-\hbar \omega_{0}$, caused by the phonon of type $\mu$, is proportional to $\left.\left|\left\langle s^{\prime} \mathbf{q}^{\prime}\right| V_{\mu}^{\mathbf{K}}\right| s \mathbf{q}\right\rangle\left.\right|^{2}$. Eqs. (2.96, 2.97, 2.98, 2.99) yield;

$$
\begin{equation*}
w_{\mu}\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \propto\left[1-s s^{\prime} s_{\mu} \cos \left(\varphi_{\mathbf{q}}+\varphi_{\mathbf{q}^{\prime}}-2 \varphi_{\mathbf{p}}\right)\right] \delta_{\mathbf{q}, \mathbf{q}^{\prime}+\mathbf{p}} \tag{2.101}
\end{equation*}
$$

with $s_{\mu}=+1$ for the longitudinal mode and -1 for the transverse mode and $\delta_{\mathbf{q}, \mathbf{q}^{\prime}+\mathbf{p}}$ reflects momentum conservation. c.f. Ref. [62] where the matrix element is obtained for "direct" phononinduced transitions.

It follows from Eq. (2.101) that the probability of a intraband transition (per unit time) of an electron from a state with wave vector $\mathbf{q}$ at energy $E_{0}$ to state $\mathbf{q}^{\prime}$ at energy $E_{1}=E_{0}-E_{p h}$ is:

$$
\begin{equation*}
w\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \propto \sum_{\mu} A_{\mu}\left[1-s_{\mu} \cos \left(\varphi_{\mathbf{q}}+\varphi_{\mathbf{q}^{\prime}}-2 \varphi_{\mathbf{p}}\right)\right] \delta_{\mathbf{q}, \mathbf{q}^{\prime}+\mathbf{p}} \tag{2.102}
\end{equation*}
$$

where $A_{\mu}$ is a weighting coefficient. In the low temperature regime, $A_{\mu}=1$ and the total transition rate due to phonons at the $\Gamma$ point is given by, $w\left(\mathbf{q}, \mathbf{q}^{\prime}\right)=$ Constant. In this instance Eq. $(2.94)=0$ and hence after one transition the momentum distribution function becomes completely isotropic. However, away from the $\Gamma$ point the optical phonon branches differ in energy [63, 64] and in what follows we shall see that longitudinal and transverse phonons result in different degrees of polarization of the HPL. Indeed, since each optical phonon branch differs in energy, one should expect each HPL peak to split into two separate peaks, which should be resolvable in detector polarization .

In what follows, we shall analyze the individual effects of transverse and longitudinal optical phonons, calculating the degree of polarization of the HPL due to each phonon type in isolation.

The transition rate due to transverse optical phonons is

$$
\begin{equation*}
w_{t}\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \propto(1-r) \frac{1+\cos (\theta)}{1-r \cos (\theta)}, \tag{2.103}
\end{equation*}
$$

where $r=2 q q^{\prime} /\left(q^{2}+q^{2}\right)$. It should be noted that in the limit that $q^{\prime} \rightarrow q$, there is a complete suppression in the emission of transverse optical phonons. From Eq. (2.94) and Eq. (2.103) the ratio of the anisotropy parameters of successive phonon replicas is found to be

$$
\begin{equation*}
\frac{\alpha_{1}}{\alpha_{0}}=\frac{1}{2}\left(\frac{q^{\prime}}{q}\right) \frac{1-\left(\frac{q^{\prime}}{q}\right)^{2}}{1-\left(\frac{q^{\prime}}{q}\right)} . \tag{2.104}
\end{equation*}
$$

Therefore, transverse optical phonons result in a momentum distribution function which is maximum when the momentum of the electron is aligned perpendicularly to the polarization of the excitation

We shall now consider solely the effect of longitudinal optical phonons, in this instance the transition rate is given by:

$$
\begin{equation*}
w_{l}\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \propto(1+r) \frac{1-\cos (\theta)}{1-r \cos (\theta)} \tag{2.105}
\end{equation*}
$$

and from Eq. (2.94) and Eq. (2.105) the ratio of the anisotropy parameters of successive phonon replicas is found to be

$$
\begin{equation*}
\frac{\alpha_{1}}{\alpha_{0}}=-\frac{1}{2}\left(\frac{q^{\prime}}{q}\right) \frac{1-\left(\frac{q^{\prime}}{q}\right)^{2}}{1+\left(\frac{q^{\prime}}{q}\right)} \tag{2.106}
\end{equation*}
$$

Hence, longitudinal optical phonons result in a momentum distribution function which is maximum when the momentum of the electron is aligned with the polarization of the excitation. Note that the full derivation of $w_{t}, w_{l}$ and their corresponding ratios of the anisotropy parameters is given in Appendix A.3.

### 2.4.3 Phonon induced transitions on epitaxial graphene on silicon carbide

Let us now consider the coupling of electrons in graphene to bulk optical phonons in silicon carbide. The coupling to optical phonons occurs through the Fröhlich interaction. In this instance, the probability of a transition from a state with wave vector $\mathbf{q}$ to a state with wave vector $\mathbf{q}^{\prime}$, when an electron interacts with a bulk LO phonon, is described by the expression

$$
\begin{equation*}
w\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \propto \frac{2 \pi}{p_{z}^{2}+p_{॥}^{2}} \tag{2.107}
\end{equation*}
$$

where $p_{z}$ and $p_{\| \prime}$ are the components of the phonon wave vector normal to, and in the plane of, the graphene sheet respectively. $\mathbf{q}$ and $\mathbf{q}^{\prime}$ are related by the energy conservation law

$$
\begin{equation*}
E_{0}=E_{1}+\hbar \omega_{0} \tag{2.108}
\end{equation*}
$$

and conservation of in-plane momentum requires $\mathbf{p}_{\| 1}=\mathbf{q}-\mathbf{q}^{\prime}$ hence,

$$
\begin{equation*}
p_{\text {॥ }}=\sqrt{q^{2}+q^{\prime 2}-2 q q^{\prime} \cos (\theta)} . \tag{2.109}
\end{equation*}
$$

The ratio of the anisotropy parameters is found to be:

$$
\begin{equation*}
\frac{\alpha_{1}}{\alpha_{0}}=\int_{0}^{\frac{\pi}{2}} \frac{\cos (4 \Theta)}{\sqrt{1-R^{2} \sin ^{2}(\Theta)}} d \Theta / \int_{0}^{\frac{\pi}{2}} \frac{1}{\sqrt{1-R^{2} \sin ^{2}(\Theta)}} d \Theta, \tag{2.110}
\end{equation*}
$$

where $R^{2}=\frac{4 q q^{\prime}}{\left(q+q^{\prime}\right)^{2}}$ and $\Theta=\left(\frac{\pi}{2}-\frac{\theta}{2}\right)$. Both integrals in Eq. (2.110) can be expressed in terms of elliptic integrals of the first $(\boldsymbol{K})$ and second kind $(\boldsymbol{E})$ :

$$
\begin{equation*}
\frac{\alpha_{1}}{\alpha_{0}}=\frac{1}{3 q^{2} q^{\prime 2}}\left[\left(q^{2}+q^{\prime 2}\right)^{2}-q^{2} q^{\prime 2}-\left(q^{2}+q^{\prime 2}\right)\left(q+q^{\prime}\right)^{2} \frac{\boldsymbol{E}(R)}{\boldsymbol{K}(R)}\right] \tag{2.111}
\end{equation*}
$$

The full derivation is given in Appendix A.4. It can be seen from the above expression that electrons which relax via the interaction with optical phonons in SiC maintain their anisotropic momentum distribution function. In Fig. 2.7, we plot the ratio of the anisotropy parameters given in Eq. (2.111) as a function of $x$, where

$$
\begin{equation*}
x=\frac{q^{\prime}}{q}=1-\frac{\hbar \omega_{0}}{E_{0}}=1-2 \frac{\hbar \omega_{0}}{h \nu} . \tag{2.112}
\end{equation*}
$$

For a red light laser, $h \nu \approx 1.8 \mathrm{eV}$, and taking $\hbar \omega_{0} \approx 190 \mathrm{meV}$ [64] the ratio of the anisotropy parameters is found to be

$$
\begin{equation*}
\frac{\alpha_{1}}{\alpha_{0}} \approx 0.26 \tag{2.113}
\end{equation*}
$$

The resulting momentum distribution of photoexcited carriers after the interaction with one bulk optical phonon in silicon carbide is shown in Fig. 2.8. This result is a stark contrast to the case of photoexcited carriers which have relaxed via long-wavelength optical phonons intrinsic to graphene, which resulted in the complete depolarization of the HPL. Therefore, by looking at the degree of polarization of the HPL, one should be able to determine the dominant relaxation mechanism for graphene on SiC .


Figure 2.7: The dependence of $\alpha_{1} / \alpha_{0}$ on $x$ (where $x=q^{\prime} / q$ ) due to the coupling of electrons in graphene to bulk optical phonons in silicon carbide.


Figure 2.8: A polar plot of the momentum distribution function of photoexcited carriers, generated by a linear excitation of energy $h \nu=1.8 \mathrm{eV}$ and polarization, $\varphi_{\mathbf{e}}=0$, after the interaction with one bulk optical phonon in silicon carbide ( $E_{p h} \approx 190 \mathrm{meV}$ ). Here, the black arrow represents the polarization of the excitation.

### 2.4.4 Depolarization of photoluminescence in a magnetic field

We shall now consider the influence of a magnetic field on the linear polarization of the luminescence. It shall be assumed that the magnetic field, $B$, is applied normal to the graphene sheet (Faraday geometry). The influence of the field is due to the the Lorentz force, which rotates the momentum of the hot electrons thereby causing the momentum distribution to rotate. $t$ is the time as measured from the moment of photocreation. In this time the distribution would have rotated by an angle $\omega_{C} t$, where $\omega_{C}$ is the cyclotron frequency which in graphene is given by $\omega_{C}=v_{\mathrm{F}}^{2} e B /(c \xi)$, where $e$ and $\xi$ are the charge and energy of the particle respectively. Notably, in this classical regime the cyclotron frequency is energy dependent and the energy of the particle plays the role of the cyclotron mass. The probability that in the time $t$ the electron does not lose its energy is $\exp \left(-\frac{t}{\tau}\right)$, where $\tau$ is the lifetime of the electron. We shall now consider low pumping, such that the electron-electron interaction can be neglected. In this regime one can assume that $\tau \approx \tau_{0}$, where $\tau_{0}$ is the emission time for a phonon. The intensity of luminescence in a magnetic field when the Fermi-level lies at the charge neutrality point is given by [65]

$$
\begin{equation*}
I_{n}^{M}\left(\varphi_{\mathbf{e}}, \varphi_{\mathbf{e}^{\prime}}\right) \propto \int_{-\pi}^{\pi} \int_{0}^{\infty}\left|M\left(\varphi_{\mathbf{q}}, \varphi_{\mathbf{e}^{\prime}}\right)\right|^{2} f_{e}\left(\varphi_{\mathbf{q}}-2 \omega_{C} t, \varphi_{\mathbf{e}}\right) f_{h}\left(\varphi_{\mathbf{q}}, \varphi_{\mathbf{e}}\right) \exp \left(-\frac{t}{\tau}\right) d t d \varphi_{\mathbf{q}} \tag{2.114}
\end{equation*}
$$

and below the charge neutrality point subject to the requirement that $n E_{p h}>\left|\epsilon_{F}\right|$ is

$$
\begin{equation*}
I_{n}^{M}\left(\varphi_{\mathbf{e}}, \varphi_{\mathbf{e}^{\prime}}\right) \propto \int_{-\pi}^{\pi} \int_{0}^{\infty}\left|M\left(\varphi_{\mathbf{q}}, \varphi_{\mathbf{e}^{\prime}}\right)\right|^{2} f_{e}\left(\varphi_{\mathbf{q}}-\omega_{C} t, \varphi_{\mathbf{e}}\right) \exp \left(-\frac{t}{\tau}\right) d t d \varphi_{\mathbf{q}} \tag{2.115}
\end{equation*}
$$

Note, the factor of $2 \omega_{C} t$ appearing in Eq. (2.114) accounts for the counter-rotation of the electron and hole distribution functions. From Eq. (2.79) and Eq. (2.114) the degree of linear polarization in a magnetic field $\left(P_{n}^{M}\right)$ for the Fermi-level at the charge neutrality point is:

$$
\begin{equation*}
P_{n}^{M}=-2 \alpha_{n}\left(\frac{1+8 \tau^{2} \omega_{C}^{2}}{2+\alpha_{n}^{2}+32 \tau^{2} \omega_{C}^{2}}\right)\left(\frac{1}{1+4 \tau^{2} \omega_{C}^{2}}\right) \tag{2.116}
\end{equation*}
$$

and the dependence of the degree of linear polarization of the HPL on $B$, is given by:

$$
\begin{equation*}
\frac{P_{n}(B)}{P_{n}(0)}=\left(2+\alpha_{n}^{2}\right)\left(\frac{1+8 \tau^{2} \omega_{C}^{2}}{2+\alpha_{n}^{2}+32 \tau^{2} \omega_{C}^{2}}\right)\left(\frac{1}{1+4 \tau^{2} \omega_{C}^{2}}\right) . \tag{2.117}
\end{equation*}
$$

For the case of p-doped graphene where $n E_{p h}>\left|\epsilon_{F}\right|$, from Eq. (2.79) and Eq. (2.115) the degree of linear polarization in a magnetic field is found to be

$$
\begin{equation*}
P_{n}^{M}=-\frac{\alpha_{n}}{2}\left(\frac{1}{1+4 \tau^{2} \omega_{C}^{2}}\right) \tag{2.118}
\end{equation*}
$$

and in this instance the dependence of the degree of linear polarization of the HPL on $B$, is

$$
\begin{equation*}
\frac{P_{n}(B)}{P_{n}(0)}=\left(\frac{1}{1+4 \tau^{2} \omega_{C}^{2}}\right) . \tag{2.119}
\end{equation*}
$$

Notably this is the same result obtained in $\mathrm{GaAs} / \mathrm{AlGaAs}$ quantum wells in the isotropic valance band, no warping approximation. This result was used with great success to study the kinetic and band structure properties of GaAs, InP and some alloys [27] and was used to obtain the emission of LO phonons in GaAs.

### 2.5 Optovalleytronics

Within the trigonal warping regime a linearly polarized excitation could be utilized as a means of breaking valley degeneracy and as a control mechanism in valleytronic devices. It can be seen from Fig. 2.4 that for a given polarization, the asymmetry between each valley's contribution to the momentum distribution is maximized for preferential directions. Along such directions there is a net difference between carriers generated from the $\mathbf{K}_{+}$and $\mathbf{K}_{-}$valleys. To quantify this effect we introduce the degree of valley polarization, $S_{\mathbf{K}_{+} \mathbf{K}_{-}}$, defined as

$$
\begin{equation*}
S_{\mathbf{K}_{+} \mathbf{K}_{-}}=\frac{F_{\mathbf{K}_{+}-}-F_{\mathbf{K}_{-}}}{F_{\mathbf{K}_{+}}+F_{\mathbf{K}_{-}}} . \tag{2.120}
\end{equation*}
$$

It can be seen from Fig. 2.9, that it is possible to manipulate the degree of valley polarization along a given direction by changing the polarization of the excitation. Furthermore, since it is possible for different directions to have both different valley polarizations and different momentum, a linearly polarized excitation will result in the spatial separation of carriers belonging to different valleys. This fact coupled with the suppression of inter-valley and backscattering, should result in the accumulation of photo-excited carriers belonging to different valleys at different edges of a light spot from an illuminating laser beam

This effect can be measured by applying an electric field in the graphene plane. This will enhance (retard) the motion of electrons aligned parallel (anti-parallel) to the field which will in turn break the $g\left(\varphi_{\mathbf{q}}\right)=g\left(\varphi_{\mathbf{q}}+\pi\right)$ symmetry of the momentum distribution function. The resulting weak birefringence can be detected by a linearly polarized probe pulse whose polarization


Figure 2.9: For the fixed frequency of excitation, $\nu=0.6|t| / h$, the degree of valley polarisation for two different polarisation angles $\varphi_{\mathbf{e}}=0$ (black line) and $\varphi_{\mathbf{e}}=\pi / 2$ (grey line) is shown. (Note, though it is possible to achieve full valley polarsation i.e. $S_{\mathbf{K K}^{\prime}}=1$, at such values of $\varphi_{\mathbf{q}}$ the angular generation density is limited.)
axis is orientated 45 degrees to the pump. This is somewhat similar to using the Faraday effect to detect spin orientation along different edges of the sample in the spin Hall effect [66,67] or the optical spin Hall effect [68].

### 2.6 Conclusion

In conclusion, we have calculated the momentum distribution function of photo-excited carriers created by linearly polarized light in single layer graphene. The momentum distribution function is highly anisotropic and the alignment is dictated by the orientation of the polarization vector. This phenomena offers an experimental tool to generate highly directional photo-excited carriers within the bulk which would assist in the investigation of "direction dependent phenomena". It was shown that, in the weak pumping regime, the HPL is completely depolarized after relaxing via the interaction with long-wavelength optical phonons intrinsic to graphene; whereas the relaxation of hot electrons via the coupling to bulk optical phonons in silicon carbide does not. Therefore by looking at the degree of polarization of the HPL one should be able to determine the dominant relaxation mechanism for graphene on SiC. Furthermore, by studying the depolarization of HPL in a magnetic field allows one to obtain the momentum relaxation times of hot electrons. It is predicted that the depolarization of hot photoluminescence will be as useful to graphene as it was to studying relaxation processes in conventional 2D systems. It has also been shown that in the high energy regime, i.e. in the presence of trigonal warping, one must take into account contributions from both Dirac points to achieve a physically meaningful result. This warping has also been shown to be a means to spatially separate carriers belonging to different valleys, therefore opening the door to an optical means of controlling valley polarization (optovalleytronics) and quantum
computing in graphene.

## Chapter 3

## Carbon-based nanostructures as

## terahertz emitters and detectors

### 3.1 Introduction

A single wall nanotube (SWNT) is formed by rolling a graphene sheet into a seamless cylinder $[35,69,70,71]$. The length to diameter ratios are such that these nanostructures (in terms of kinetics) can be considered as one dimensional systems. The manner in which the tube is rolled strongly dictates its electronic properties; the SWNT can either be metallic, a narrow-gap semiconductor or semiconducting with a band gap of the order of 1 eV .

Within the frame of a simple zone-folding model of the $\pi$-electron graphene spectrum, armchair and quasi-metallic carbon nanotubes can be considered as one-dimensional analogs of graphene, since in this model the electron low-energy spectrum is linearly dependent on the electron wave vector. The electron energy spectrum, $\xi\left(q_{T}\right)$, of the aforementioned SWNTs is given by $\xi\left(q_{T}\right)=$ $\pm \hbar v_{\mathrm{F}}\left|q_{T}\right|$, where $q_{T}$ is measured from where the conduction and valence bands coincide and $v_{\mathrm{F}} \approx 9.8 \times 10^{5} \mathrm{~m} / \mathrm{s}$ is the Fermi velocity of graphene. However, due to curvature effects quasimetallic SWNTs are in fact narrow-gap semiconductors whose band gaps can be of the order of terahertz.

Terahertz radiation lies between its better studied counterparts; microwave and infrared radiation, in the electromagnetic spectrum. Filling the so-called "terahertz gap" is a challenging area in modern device physics [72] for this region of the electromagnetic spectrum presents difficulties in both generating coherent sources and creating sensitive detectors. However the rewards of exploiting this gap are great, owing to the diverse applications of terahertz radiation. Potential applications range from medical imagining, security and communication through to astrophysics. The
unique position of the terahertz range, in the gap between the parts of electromagnetic spectrum which are accessible by either electronic or optical devices, leads to an unprecedented diversity in approaches to bridging this gap [73, 74, 75, 76]. One approach is to utilize graphene and its one dimensional counterpart, the carbon nanotube [77] whose optical and electronic properties are as interesting and diverse as their potential applications. In the presence of applied magnetic and electric fields, certain types of SWNTs develop strong terahertz optical transitions, giving rise to the possibility of utilizing them as highly tunable, optically-active materials for terahertz applications [39, 78, 79, 80, 81, 82]. One may envisage, for example, a terahertz laser based on a SWNT gain material - a tantalizing prospect given the dearth of current light-weight, compact terahertz sources.

In this chapter the terahertz optical properties of carbon nanostructures are investigated and numerous devices for terahertz emitters and detectors are proposed for both the one and two dimensional forms of graphene. The variety of approaches proposed is a testament to the broad breadth of novel properties these allotropic forms of carbons have. The first scheme is based upon the electric-field induced heating of the electron gas in quasi-metallic carbon nanotubes resulting in a population inversion of optically active states with an energy difference within the terahertz spectrum range. In the ballistic transport regime their spontaneous emission spectra have a universal frequency and bias voltage dependence, which raises the possibility of utilizing this effect for high-frequency nanoelectronic devices.

The second scheme utilizes the inherent curvature of carbon nanotubes. Namely, the same intrinsic curvature which opens the gap in the quasi-metallic carbon nanotubes spectrum also allows optical transitions in the terahertz range. The influence of curvature on the band structure of quasi-metallic nanotubes is analogous to the role of the magnetic field from Ref. [81]. The means by which the intrinsic curvature of semi-metallic carbon nanotubes could be utilized to generate terahertz radiation is discussed.

Many-body (excitonic) effects, which dominate the optical properties of semiconducting SWNTs [83], are also important in narrow-gap nanotubes. However, it is shown that due to the quasirelativistic character of the free-particle dispersion near the band edge of the narrow-gap SWNTs, there is a spectacular decrease in the exciton binding energy, thus these effects do not alter significantly the main results of the aforementioned scheme.

After the discussion of excitonic effects we return back to graphene. As a gapless semiconductor with ultra-high carrier mobility, graphene is a natural material for detecting terahertz radiation. The third proposal utilizes the effect of momentum alignment of photo-excited carriers in graphene, in conjunction with an electrostatically defined potential, to form a graphene-based polarization

### 3.2 The crystallographic structure of carbon nanotubes



Figure 3.1: An unrolled carbon nanotube. The cylinder is formed by rolling the graphene sheet such that points O and A and points B and $\mathrm{B}^{\prime}$ coincide with one another. The vectors OA and $\mathrm{OB}{ }^{\prime}$ define the vectors $\mathbf{C}_{\mathbf{h}}$ and $\mathbf{T}$ respectively. $\mathbf{a}_{\mathbf{1}}$ and $\mathbf{a}_{\mathbf{2}}$ are the graphene primitive lattice vectors.

The primitive unit cell of a SWNT is defined by the primitive lattice vectors $\mathbf{C}_{\mathbf{h}}$ and $\mathbf{T}$, which are called the chiral and translation vector respectively. The former is the vector which traverses the circumference, the latter is the vector which runs along the seam. These vectors can be most easily seen by unrolling the tube into a rectangular sheet as shown in Fig. 3.1. Two of its edges are defined by the vector $\mathbf{C}_{\mathbf{h}}$ whereas the remaining two are defined by the vector $\mathbf{T}$.

The chiral vector, $\mathbf{C}_{\mathbf{h}}$, is defined via the graphene primitive lattice vectors ( $\mathbf{a}_{\mathbf{1}}, \mathbf{a}_{\mathbf{2}}$ ) given in Eq. (2.1):

$$
\begin{equation*}
\mathbf{C}_{\mathbf{h}}(n, m)=n \mathbf{a}_{\mathbf{1}}+m \mathbf{a}_{\mathbf{2}} \equiv(n, m), \tag{3.1}
\end{equation*}
$$

where $n$ and $m$ are integers. The armchair and zig-zag SWNT chiral vectors are given by $\mathbf{C}_{\mathbf{h}}=$ $(n, n)$ and $\mathbf{C}_{\mathbf{h}}=(n, 0)$ respectively. The magnitude of the chiral vector,

$$
\begin{equation*}
\left|\mathbf{C}_{\mathbf{h}}\right|=a \sqrt{n^{2}+m^{2}+n m} \tag{3.2}
\end{equation*}
$$

defines the circumferential length of the tube and hence $\left|\mathbf{C}_{\mathbf{h}}\right| / \pi$ defines the tubes diameter. Here $a=\sqrt{3} a_{C C}$, where $a_{C C}$ is the nearest neighbor distance between two carbon atoms which is given as $1.42 \AA$. For example, a SWNT defined by $(10,10)$ has a diameter of 1.4 nm .

The translational vector, $\mathbf{T}$, is defined as the vector which starts from one corner of the rectangle
and ends on the first lattice point which repeats the cross-section defined by $\mathbf{C}_{\mathbf{h}}$, and is defined via the graphene primitive lattice vectors given in Eq. (2.1) as:

$$
\begin{equation*}
\mathbf{T}\left(t_{1}, t_{2}\right)=t_{1} \mathbf{a}_{\mathbf{1}}+t_{2} \mathbf{a}_{\mathbf{2}} \tag{3.3}
\end{equation*}
$$

$t_{1}$ and $t_{2}$ are found by the condition that $\mathbf{C}_{\mathbf{h}} \cdot \mathbf{T}=0$, therefore

$$
\begin{equation*}
t_{1}=2 m+n ; \quad t_{2}=-(2 n+m) \tag{3.4}
\end{equation*}
$$

Since $\mathbf{T}$ is a primitive lattice vector, we require the smallest combination of $m$ and $n$ which satisfies the above relation, hence

$$
\begin{equation*}
t_{1}=(2 m+n) / d_{R} ; \quad t_{2}=-(2 n+m) / d_{R} \tag{3.5}
\end{equation*}
$$

where $d_{R}$ is the greatest common divisor (i.e. the highest common factor) of $2 m+n$ and $2 n+m$. The magnitude of $\mathbf{T}$ can be expressed in terms of the circumferential length of the tube via the relation

$$
\begin{align*}
|\mathbf{T}| & =a \sqrt{t_{1}^{2}+t_{2}^{2}+\frac{1}{2} t_{1} t_{2}} \\
& =a \sqrt{3\left(m^{2}+n^{2}+n m\right)} / d_{R}  \tag{3.6}\\
& =\sqrt{3}\left|\mathbf{C}_{\mathbf{h}}\right| / d_{R}
\end{align*}
$$

The primitive unit cell contains $N$ hexagons, where

$$
\begin{equation*}
N=\frac{\left|\mathbf{T} \times \mathbf{C}_{\mathbf{h}}\right|}{\left|\mathbf{a}_{\mathbf{1}} \times \mathbf{a}_{\mathbf{2}}\right|}=\frac{\left|\mathbf{C}_{\mathbf{h}}\right||\mathbf{T}|}{a^{2} \sin \left(\frac{\pi}{3}\right)}=\frac{2}{a^{2} d_{R}}\left|\mathbf{C}_{\mathbf{h}}\right|^{2} \tag{3.7}
\end{equation*}
$$

Since each hexagon contains two carbon atoms there are thus a total of $2 N$ carbon atoms per unit cell. The highest symmetry tubes (i.e. those which have the smallest unit cell) are the armchair and zig-zag SWNTs, they are so named due to the resemblance of their cross-sections as shown in Fig. 3.2. These tubes are crucial in studying how the band structure of SWNTs can be modified for device applications. Owing to the fact that they admit simple analytic solutions due to their symmetry and therefore offer invaluable insights. Furthermore, their results can often be generalized to SWNTs with similar spectra.

The reciprocal lattice vectors corresponding to the vectors $\mathbf{C}_{\mathbf{h}}$ and $\mathbf{T}$ are

$$
\begin{equation*}
\mathbf{K}_{\mathbf{C}}=\frac{2 \pi}{a N}\left(\frac{1}{\sqrt{3}}\left(t_{1}-t_{2}\right),-\left(t_{1}+t_{2}\right)\right) \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{K}_{\mathbf{T}}=\frac{2 \pi}{a N}\left(\frac{1}{\sqrt{3}}(n-m),-(n+m)\right) \tag{3.9}
\end{equation*}
$$



Figure 3.2: A selection of single-walled carbon nanotubes, each formed by rolling a graphene sheet in a different way. (a) is a $(10,0)$ zig-zag nanotube, $(\mathrm{b})$ is a $(10,10)$ armchair nanotube and (c) is a $(7,10)$ chiral nanotube.
respectively, and can be defined via the graphene reciprocal lattice vectors given in Eq. (2.2) as [69]

$$
\begin{equation*}
\mathbf{K}_{\mathbf{C}}=\frac{1}{N}\left(-t_{2} \mathbf{b}_{\mathbf{1}}+t_{1} \mathbf{b}_{\mathbf{2}}\right) ; \quad \mathbf{K}_{\mathbf{T}}=\frac{1}{N}\left(-m \mathbf{b}_{\mathbf{1}}+n \mathbf{b}_{\mathbf{2}}\right) \tag{3.10}
\end{equation*}
$$

In rolling graphene to form a tube, motion is quantized along the circumferential direction, one can therefore decompose the electron wave vector, $\mathbf{k}$, into two projections. One along the circumference (that which is quantized) and one along the nanotube axis (that which is free), these components shall be called $\mathbf{k}_{\mathbf{C}}$ and $\mathbf{k}_{\mathbf{T}}$ respectively. The projection of the wave vector along the circumference is given by the expression

$$
\begin{equation*}
k_{C}=\mathbf{k} \cdot \frac{\mathbf{C}_{\mathbf{h}}}{\left|\mathbf{C}_{\mathbf{h}}\right|} \tag{3.11}
\end{equation*}
$$



Figure 3.3: The Brillouin zone of a carbon nanotube is represented by the line $\mathbf{D D}^{\prime}$. The blue arrows represent the vectors $\mathbf{K}_{\mathbf{C}}$ and $\mathbf{K}_{\mathbf{T}}$, which are the reciprocal lattice vectors corresponding to the vectors $\mathbf{C}_{\mathbf{h}}$ and $\mathbf{T}$ respectively.
and the projection of the wave vector along translational vector is

$$
\begin{equation*}
k_{T}=\mathbf{k} \cdot \frac{\mathbf{T}}{|\mathbf{T}|} \tag{3.12}
\end{equation*}
$$

Let us first consider the quantized component. The periodic boundary condition imposed on the wavefunction leads to the condition,

$$
\begin{equation*}
k_{C}=l \frac{2 \pi}{\left|\mathbf{C}_{\mathbf{h}}\right|} \tag{3.13}
\end{equation*}
$$

where $l$ plays the role of the particles angular momentum and is an integer number ranging from 1 to $2 N$. Therefore, the wave vector $\mathbf{k}_{\mathbf{C}}$ can be expressed as

$$
\begin{equation*}
\mathbf{k}_{\mathbf{C}}=l \mathbf{K}_{\mathbf{C}}=\frac{l}{N}\left(-t_{2} \mathbf{b}_{\mathbf{1}}+t_{1} \mathbf{b}_{\mathbf{2}}\right) \tag{3.14}
\end{equation*}
$$

where $t_{1}$ and $t_{2}$ are integers which do not share a common divisor greater than unity. Therefore the quantity $l / N$ is always fractional except for the case of $l=N$. When this condition is met, $\mathbf{k}_{\mathbf{c}}$ corresponds to a graphene reciprocal lattice point, whereas none of the remaining $N-1$ possible wave vectors lie on a lattice point. For the unbounded component of momentum, the projection of the wave vector along the nanotube axis is continuous and along the $\mathbf{K}_{\mathbf{T}}$ direction. As can be seen from Fig. 3.3 the wave vectors describing electron motion form a set of 1D lines directed along the $\mathbf{K}_{\mathbf{T}}$ direction, separated by $2 \pi /\left|\mathbf{C}_{\mathbf{h}}\right|$ in the $\mathbf{K}_{\mathbf{C}}$ direction. There are therefore $2 N$ distinct bands (i.e. $N$ conduction bands and $N$ valence bands) which lie within the SWNT 1st Brillouin zone, each of length $\frac{2 \pi}{|T|}$. In some SWNTs, finite length-quantization has been experimentally observed [84]. However, in this thesis all the tubes considered are sufficiently long such that $k_{T}$ can be treated as a continuous variable.

### 3.3 The band structure of carbon nanotubes

### 3.3.1 Introduction

By rolling graphene into a cylinder, one reduces the dimensionality in $k$-space, and as mentioned in the introduction, the manner in which the tube is rolled strongly dictates the carbon nanotubes band structure. In this thesis the tubes of the foremost interest are the so called armchair and quasi-metallic classes of SWNTs, the former is defined by $n=m$ and the later by $n-m=3 p$, where $p$ is a non-zero integer. They are both gapless within the frame of a simple zone-folding model of the $\pi$-electron graphene spectrum and their low electron energy spectrum is linearly dependent on the electron wave vector. Therefore, within this model the charge carriers behave as one dimensional massless Dirac fermions. However, due to curvature effects, quasi-metallic SWNTs are in fact narrow-gap semiconductors and thus their charge carriers behave as massive one dimensional Dirac fermions.

In what follows, the electron energy spectrum for a $(n, m)$ nanotube is derived using the zone folding model of the $\pi$-electron graphene spectrum. From this result, the low energy spectrum for quasi metallic nanotubes is obtained. Finally, the effective matrix Hamiltonian which describes quasi-metallic tubes is found.

### 3.3.2 The zone-folding model

From chapter one, Eq. (2.20), the energy spectrum of graphene's charge carriers was found to be:

$$
\begin{equation*}
\xi_{b}=s|t| \sqrt{1+4 \cos \left(\frac{\sqrt{3}}{2} a k_{x}\right) \cos \left(\frac{1}{2} a k_{y}\right)+4 \cos ^{2}\left(\frac{1}{2} a k_{y}\right)} \tag{3.15}
\end{equation*}
$$

Due to the manner in which motion is quantized, it is more convenient to resolve the electron's wave vector into components directed along the primitive unit vectors of the SWNT. $k_{x}$ and $k_{y}$ are related to $k_{C}$ and $k_{T}$ via the relation:

$$
\begin{equation*}
k_{x} \mathbf{i}+k_{y} \mathbf{j}=k_{C} \frac{\mathbf{C}_{\mathbf{h}}}{\left|\mathbf{C}_{\mathbf{h}}\right|}+k_{T} \frac{\mathbf{T}}{|\mathbf{T}|} . \tag{3.16}
\end{equation*}
$$

Using the identity Eq. (3.6) and equating the Cartesian projections of Eq. (3.16), $k_{x}$ and $k_{y}$ can be expressed in terms of $k_{C}$ and $k_{T}$ by

$$
\begin{align*}
& k_{x}=\frac{a}{2\left|\mathbf{C}_{\mathbf{h}}\right|}\left[\sqrt{3} k_{C}(n+m)+k_{T}(m-n)\right] ;  \tag{3.17}\\
& k_{y}=\frac{a}{2\left|\mathbf{C}_{\mathbf{h}}\right|}\left[k_{C}(n-m)+\sqrt{3} k_{T}(m+n)\right] . \tag{3.18}
\end{align*}
$$

To obtain the electron energy spectrum for a carbon nanotube defined by $(n, m)$, one must substi-


Figure 3.4: The electron energy spectrum for: (a) an armchair SWNT, with ( $\mathrm{n}, \mathrm{m}$ ) $=(5,5)$, (b) a zig-zag SWNT, with $(\mathrm{n}, \mathrm{m})=(6,0)$.
tute the definitions of $k_{x}, k_{y}$ and $k_{C}$ from Eq. (3.17), Eq. (3.18) and Eq. (3.13) respectively, into graphene's energy spectrum:

$$
\begin{gather*}
\xi_{b}=s|t|\left\{1+4 \cos ^{2}\left(\frac{1}{4} \frac{a^{2}}{\left|\mathbf{C}_{\mathbf{h}}\right|}\left[\frac{2 \pi(n-m)}{\left|\mathbf{C}_{\mathbf{h}}\right|} l+\sqrt{3}(m+n) k_{T}\right]\right)+\right. \\
\left.4 \cos \left(\frac{\sqrt{3}}{4} \frac{a^{2}}{\left|\mathbf{C}_{\mathbf{h}}\right|}\left[\frac{2 \pi(n+m) \sqrt{3}}{\left|\mathbf{C}_{\mathbf{h}}\right|} l+(m-n) k_{T}\right]\right) \cos \left(\frac{1}{4} \frac{a^{2}}{\left|\mathbf{C}_{\mathbf{h}}\right|}\left[\frac{2 \pi(n-m)}{\left|\mathbf{C}_{\mathbf{h}}\right|} l+\sqrt{3}(m+n) k_{T}\right]\right)\right\}^{\frac{1}{2}} \tag{3.19}
\end{gather*}
$$

From Eq. (3.19), the electron energy spectrum of an armchair and zig-zag nanotube, denoted by $\xi_{\text {arm }}\left(k_{T}\right)$ and $\xi_{\text {zig }}\left(k_{T}\right)$ respectively, are found to be

$$
\begin{equation*}
\xi_{\mathrm{arm}}\left(k_{T}\right)=s|t| \sqrt{1+4 \cos \left(\pi \frac{l}{n}\right) \cos \left(k_{T} \frac{a}{2}\right)+4 \cos ^{2}\left(k_{T} \frac{a}{2}\right)} ; \tag{3.20}
\end{equation*}
$$

$$
\begin{equation*}
\xi_{z \mathrm{zig}}\left(k_{T}\right)=s|t| \sqrt{1+4 \cos \left(\frac{\sqrt{3} a}{2} k_{T}\right) \cos \left(\pi \frac{l}{n}\right)+4 \cos ^{2}\left(\pi \frac{l}{n}\right)} \tag{3.21}
\end{equation*}
$$

and are plotted in Fig. 3.4. Note, that for convenience the zig-zag SWNT was defined by $(n,-n)$.

### 3.3.3 Narrow gap nanotubes

In rolling graphene to form a SWNT, the available electron wave vectors become restricted, forming continuous parallel lines separated by a distance $2 \pi /\left|\mathbf{C}_{\mathbf{h}}\right|$ in $k$-space. Each line cuts through the manifold defined by $\xi_{b}=s|t| \sqrt{\left|f_{k}\right|^{2}}$, the projection of each cut forms the $N$ conduction (valence) bands. In the low energy regime, graphene's electron energy spectrum is conical, therefore the lines must intersect the Dirac point to result in a truly linear nanotube spectrum. This criteria is satisfied by the condition $n-m=3 p$.

From the above consideration, to obtain a linear spectrum by crossing the $\mathbf{K}_{ \pm}$point, the components $k_{x}$ and $k_{y}$ must satisfy the following relations:

$$
\begin{gather*}
k_{x}=\frac{a}{2\left|\mathbf{C}_{\mathbf{h}}\right|}\left[\sqrt{3} k_{C}(n+m)+k_{T}^{m i n}(m-n)\right]=0  \tag{3.22}\\
k_{y}=\frac{a}{2\left|\mathbf{C}_{\mathbf{h}}\right|}\left[k_{C}(n-m)+\sqrt{3} k_{T}^{m i n}(m+n)\right]= \pm \frac{4 \pi}{3 a}, \tag{3.23}
\end{gather*}
$$

where the value of $k_{T}$ for which the bands cross is denoted by $k_{T}=k_{T}^{\mathrm{min}}$. The above conditions are met when

$$
\begin{equation*}
l= \pm \frac{(n-m)}{3} . \tag{3.24}
\end{equation*}
$$

This gives the band index that corresponds to the highest occupied (lowest unoccupied) valence (conduction) band and hence the crossing point occurs at

$$
\begin{equation*}
k_{T}^{m i n}= \pm \frac{2 \pi(n+m)}{\sqrt{3}\left|\mathbf{C}_{\mathbf{h}}\right|} \tag{3.25}
\end{equation*}
$$

Notably, this point shifts depending on the values of $n$ and $m$, except for the case of the zigzag quasi-metallic nanotube, where the crossing point is always at $k_{T}=0$. As in the case of graphene, it is the behavior of the spectrum around these crossing points which is of the foremost interest since we are interested in terahertz applications. Therefore, it is more appropriate to measure momentum relative to these points, namely, $q_{T}=k_{T}-k_{T}^{\text {min }}$. The Cartesian components of momentum thus become

$$
\begin{equation*}
k_{x}=\frac{(m-n)}{2\left|\mathbf{C}_{\mathbf{h}}\right|}\left(a q_{T}\right) \tag{3.26}
\end{equation*}
$$

$$
\begin{equation*}
k_{y}= \pm \frac{4 \pi}{3 a}+\frac{\sqrt{3}}{2\left|\mathbf{C}_{\mathbf{h}}\right|}(m+n)\left(a q_{T}\right) . \tag{3.27}
\end{equation*}
$$

The low energy spectrum of a quasi-metallic SWNT is obtained by substituting Eqs. (3.26-3.27) into the graphene electronic spectrum Eq. (2.20). The result of performing a Taylor series expansion in $q_{T}$ and retaining only first order terms is:

$$
\xi_{b}\left(q_{T}\right)=s v_{\mathrm{F}} \hbar\left|q_{T}\right|
$$

The particle's energy is linearly dependent on the electron wave vector $q_{T}$ and thus it behaves as a one dimensional massless Dirac fermion. The full spectrum, obtained from this simple zone folding model, for a $(4,1)$ quasi-metallic SWNT is shown in Fig. 3.5.


Figure 3.5: The electron energy spectrum for a quasi-metallic tube defined by $(\mathrm{n}, \mathrm{m})=(4,1)$

### 3.3.3.1 The effective matrix Hamiltonian

As in the case of energy, the matrix Hamiltonian which describes quasi-metallic SWNT charge carriers motion can be obtained by applying the circumferential boundary conditions, imposed upon the system in the act of rolling, to the flat graphene sheet's matrix Hamiltonian, which was found in chapter 1 to be

$$
H_{\mathrm{eff}}=-|t|\left[\begin{array}{cc}
0 & f_{k}  \tag{3.28}\\
f_{k}^{\star} & 0
\end{array}\right]
$$

which acts on a two-component Dirac wavefunction given by

$$
\begin{equation*}
\binom{C_{1}}{C_{2}} \tag{3.29}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are the wavefunctions associated with the $A$ and $B$ sub-lattices of graphene respectively and

$$
\begin{equation*}
f_{k}=\left[e^{i\left(\frac{a}{\sqrt{3}} k_{x}\right)}+2 e^{i\left(-\frac{a}{2 \sqrt{3}} k_{x}\right)} \cos \left(k_{y} \frac{a}{2}\right)\right] . \tag{3.30}
\end{equation*}
$$

To obtain the charge carrier behavior at low energy, Eq. (3.30) is re-expressed in terms of $q_{T}$ using the identities Eq. (3.26) and Eq. (3.27) and then a series expansion in $q_{T}$ to first order is performed, this yields the simple expression

$$
\begin{equation*}
f_{k}=\left[-(m+n)+\frac{1}{\sqrt{3}}(m-n) i\right]\left(a q_{T}\right) \frac{3 a}{4\left|\mathbf{C}_{\mathbf{h}}\right|} \equiv-\frac{\sqrt{3}}{2} a e^{i \Theta} q_{T} \tag{3.31}
\end{equation*}
$$

where $\Theta=\arctan \left(-\frac{1}{\sqrt{3}} \frac{(m-n)}{(m+n)}\right)$. This allows the effective matrix Hamiltonian for all quasi-metallic nanotubes to be expressed as

$$
H_{\mathrm{eff}}=\hbar v_{\mathrm{F}}\left[\begin{array}{cc}
0 & e^{i \Theta} q_{T}  \tag{3.32}\\
e^{-i \Theta} q_{T} & 0
\end{array}\right]
$$

By changing the basis wavefunctions from $C_{1}$ and $C_{2}$ to $D_{1}=C_{1}$ and $D_{2}=e^{i \Theta} C_{2}$ the effective matrix Hamiltonian can be expressed as

$$
\tilde{H}_{\mathrm{eff}}=\hbar v_{\mathrm{F}}\left[\begin{array}{cc}
0 & q_{T}  \tag{3.33}\\
q_{T} & 0
\end{array}\right]
$$

which now acts on the on two-component Dirac wavefunction of the form:

$$
\left[\begin{array}{l}
D_{1}  \tag{3.34}\\
D_{2}
\end{array}\right]
$$

Hence, by appropriate transformations, one can reduce the low energy effective matrix Hamiltonian of any quasi-metallic tube to that of one describing a one dimensional massless Dirac fermion. However, due to curvature effects the nature of quasi-metallic SWNTs charge carriers changes from massless to massive, and the effective matrix Hamiltonian, Eq. (3.33) becomes of the form,

$$
\tilde{H}_{\mathrm{eff}}=\hbar v_{\mathrm{F}}\left[\begin{array}{cc}
0 & q_{T}  \tag{3.35}\\
q_{T} & 0
\end{array}\right]+\left[\begin{array}{cc}
m_{0} v_{\mathrm{F}}^{2} & 0 \\
0 & -m_{0} v_{\mathrm{F}}^{2}
\end{array}\right]
$$

where $m_{0}$ is the effective mass due to curvature. The resulting electron energy spectrum, $\xi\left(q_{T}\right)$, is given by

$$
\begin{equation*}
\xi_{b}=s \sqrt{\left(m_{0} v_{\mathrm{F}}^{2}\right)^{2}+\hbar^{2} q_{T}^{2} v_{\mathrm{F}}^{2}} \tag{3.36}
\end{equation*}
$$

### 3.4 Terahertz applications

In the last decade there has been significant progress made in the development of ultra-fast laser based terahertz sources [85], quantum cascade [86] and free electron lasers [87] which operate in the terahertz range as well as Synchrotron based terahertz sources [88]. However, current terahertz sources and detectors often suffer from low output power, are often considerable in size and operate at liquid helium temperatures. For this reason, the search for ultra-bright, coherent, compact terahertz sources and detectors is one of the key areas of modern applied physics [89].

The potential applications of terahertz radiation are extensive and far reaching. For example, the vibrational breathing modes of many large molecules occur in the terahertz domain making terahertz spectroscopy a potentially powerful tool for the identification and characterization of biomolecules $[90,91,92,93,94]$. Furthermore, the non-ionizing nature of terahertz radiation means it is seen by many as the future of imaging technology and it also has promising applications in biomedicine and biosensing. As well as utilizing terahertz technology for pharmaceutical research [95] and biomedical diagnostic devices, other potential uses range from security applications such as the sensing and detection of biological hazards and explosives [72], through to communication technology and astrophysics.

There are several promising proposals of using carbon nanotubes for terahertz applications including: a nanoklystron utilizing extremely efficient high-field electron emission from nanotubes [77, 96, 97]; devices based on negative differential conductivity in large-diameter semiconducting nanotubes [98, 99]; high-frequency resonant-tunneling diodes [100] and Schottky diodes [101, 102, $103,104]$; as well as electric-field-controlled carbon nanotube superlattices [78]; frequency multipliers [105, 106]; terahertz amplifiers [107], switches [108] and antennas [109]. In the forthcoming sections three proposals for terahertz applications are presented: two using quasi-metallic tubes and one using graphene.

### 3.5 Generation of terahertz radiation by hot electrons in carbon nanotubes

### 3.5.1 Introduction

Applying a voltage across the ends of a quasi-metallic carbon nanotube results in the emission of terahertz radiation. This scheme is based on the electric-field induced heating of an electron gas, which results in a population inversion of optically active states with an energy difference within the terahertz spectrum range. It is well-known that the elastic backscattering processes in metallic SWNTs are strongly suppressed $[110,111]$ and in a high enough electric field charge carriers can be accelerated up to the energy allowing the emission of optical/zone-boundary phonons. At this energy, corresponding to a frequency of about 40 terahertz, the major scattering mechanism switches on abruptly, resulting in current saturation [112, 113, 114, 115]. In what follows it is shown that, for certain types of carbon nanotubes, the heating of electrons to energies below the highenergy phonon emission threshold results in spontaneous terahertz emission whose peak frequency is controlled by an applied voltage.

### 3.5.2 Population inversion of optically active states

The ballistic transport of carriers in sub-micron CNTs at room temperature for bias voltages up to 0.16 V is perhaps one of most well-known features of metallic CNTs. When a voltage, $V$, is applied between the ends of a quasi-metallic SWNT, the whole voltage drop occurs within the narrow regions close to the contacts, while in the inner regions of the carbon nanotube the voltage is constant [71]. The non-equilibrium carriers, which are generated ("injected") and accelerated in the narrow high-field areas near the contacts, travel ballistically through the nanotube interior, where they have a chance to recombine, emitting terahertz photons. In the ballistic or so-called "low-bias" regime [113, 114], (which persists for sub-micron SWNTs for applied voltages up to $V \approx 0.16 \mathrm{~V}$ ) the experimentally observed current, $I$, is,

$$
\begin{equation*}
I \approx 4 \frac{e^{2}}{h} V . \tag{3.37}
\end{equation*}
$$

When the bias voltage exceeds 0.16 V the fast emission of high-energy phonons causes the current to saturate at $I_{s} \approx 4(e / h) \hbar \Omega$, where $\hbar \Omega=0.16 \mathrm{eV}$ is the energy of zone-edge phonons associated with ultrafast electron-phonon scattering rates [114]. For the case of ideal Ohmic contacts [113], which we will suppose from now on, conservation of energy requires that an electron moving from one contact to another gains a total energy $\Delta \varepsilon=e V$, hence

$$
\begin{equation*}
I=4 \frac{e}{h} \Delta \varepsilon \tag{3.38}
\end{equation*}
$$

The energy spectrum near the crossing of the valence and conduction bands in single walled metallic CNTs is linear, therefore, the speed of all charged particles, which corresponds to the slope of the spectrum $v=\frac{1}{\hbar} \frac{\partial \varepsilon}{\partial q}$, is the same $\left(v=v_{F}\right)$. This speed does not depend on energy (or momentum) in a broad range of energies (up to 0.5 eV for CNTs of small enough radii). Herein the zero of energy is defined as the Fermi energy position in the absence of an external field. Since all electrons have the same speed $v_{\mathrm{F}}$, the electron component of the total current is given by

$$
\begin{equation*}
I_{e}=\frac{e v_{\mathrm{F}}}{L}\left|\triangle N_{e}\right| \tag{3.39}
\end{equation*}
$$

where $L$ is the nanotube length and $\triangle N_{e}$ is the difference between the number of electrons moving towards one end of the nanotube and its other end. In turn, $\left|\triangle N_{e}\right|$ is given by

$$
\begin{equation*}
\left|\triangle N_{e}\right|=4 \times \frac{L}{2 \pi} \int f_{e}(k) d k \tag{3.40}
\end{equation*}
$$

where the factor 4 reflects the degeneracy of electronic states in carbon nanotubes (two-fold spin degeneracy and two-fold "valley" degeneracy) therefore,

$$
\begin{equation*}
I_{e}=4 \frac{e v_{\mathrm{F}}}{2 \pi} \int f_{e}(k) d k \tag{3.41}
\end{equation*}
$$

Due to electron-hole symmetry, the contribution to the total current from holes is exactly the same as that from electrons. For Eq. (3.41) to be equal to $I_{e}=2(e / h) \Delta \varepsilon$ the hot electron distribution function must be of the form,

$$
f_{e}\left(q_{T}\right)=\left\{\begin{array}{cc}
1, & 0<q_{T}<\Delta \varepsilon / 2 \hbar v_{\mathrm{F}}  \tag{3.42}\\
0, & q_{T}>\Delta \varepsilon / 2 \hbar v_{\mathrm{F}}
\end{array}\right.
$$

and the distribution function for hot holes, $f_{h}\left(q_{T}\right)$, has the same form as $f_{e}\left(q_{T}\right)$. This distribution simultaneously satisfies conservation of energy and sustains the experimentally observed values of current in the low-bias regime. In fact, using this distribution is the only way to explain the observed transport properties of metallic nanotubes shorter than $l_{a c} \approx 2 \mu \mathrm{~m}$ at bias voltages below the 0.16 V threshold. Therefore, applying a bias voltage across the ends of a quasi-metallic SWNT results in the electron distribution being shifted, in the way shown by the heavy lines in Fig. 3.6 which correspond to the filled electron states.

This shift causes a population inversion which results in optical transitions between the filled
(a)
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Figure 3.6: (a) Crossing valence and conduction subbands in metallic SWNTs. The thick lines show the states occupied by electrons in the presence of an applied bias voltage. (b) The scheme of terahertz photon generation by hot carriers. Figure adapted from Ref. [39]
states in the conduction band and empty states in the valence band. The spectrum of optical transitions is determined by the distribution function of hot carriers, which in turn depends on the applied voltage and scattering processes in the SWNT. In high-quality nanotubes disordermediated scattering is known to be weaker than electron-phonon scattering [112, 113, 114, 115]. Since the scattering processes erode the inversion of the electron population, an optimal condition for observing the discussed optical transitions takes place when the length of the SWNT, $L<l_{a c}$, where the electron mean-free path for acoustic phonon scattering is $l_{a c} \approx 2.4 \mu m$ [114]. Below we shall consider only short SWNTs in the ballistic transport regime, where the total shift, $\Delta \varepsilon$, of the electron distribution (see Fig. 3.6 (b)) does not exceed the value of $\hbar \Omega=0.16 \mathrm{eV}$.

Let us select a SWNT with the crystal structure most suitable for the observation of terahertz emission from a biased nanotube. First, the required nanotube should have metallic conductivity and second, the optical transitions between the lowest conduction subband and the top valence subband should be allowed. The only SWNTs with a truly metallic energy band structure are the armchair $(n, n)$ SWNTs $[70,116,117,118,119]$. However, the optical transitions between the first conduction and valence subbands are strictly forbidden by symmetry [120, 121]. The next logical candidate to use for the observation of terahertz generation are the so-called quasi-metallic ( $n, m$ ) SWNTs with $n-m=3 p$, where $p$ is an non-zero integer. These nanotubes are gapless within the frame of a simple zone-folding model of the $\pi$-electron graphene spectrum [35], but are in fact narrow-gap semiconductors due to curvature effects. Their band gap is given by $[116,119]$ :

$$
\begin{equation*}
\xi_{g}=\frac{\hbar v_{F} a_{C C} \cos 3 \theta}{8 R^{2}} \tag{3.43}
\end{equation*}
$$

where $R$ is the nanotube radius, and $\theta=\arctan [\sqrt{3} m /(2 n+m)]$ is the chiral angle [35]. In ballistic
one-dimensional structures the whole voltage drop occurs in the narrow regions close to the contacts where the carriers are accelerated [71]. The presence of a band gap imposes a threshold voltage which must be exceeded in order for current to flow through the carbon nanotube. For Zener break down to occur the potential energy of the particle must exceed the band gap, thereby allowing quantum tunneling from the valence band into the conduction band.

Let us assume that the electric field in the narrow regions close to the contacts is constant, therefore the electrostatic potential is given by $U=e E x$. Due to curvature effects the energy spectrum near the band edge is given by $\xi_{b}=s \sqrt{\xi_{g}^{2} / 4+\hbar^{2} v_{F}^{2} q_{T}^{2}}$. In this instance the probability of tunneling across the band gap is given by

$$
\begin{equation*}
\exp \left(-2 \int_{x_{1}}^{x_{2}}|\kappa| d x\right) \tag{3.44}
\end{equation*}
$$

where $|\kappa|=\sqrt{\xi_{g}^{2} / 4-(U-\xi)^{2}} / \hbar v_{F}$ and $x_{1}$ and $x_{2}$ are the classical turning points. By taking $U$ and $\varepsilon$ to be zero at $x=0$ the tunneling probability becomes

$$
\begin{equation*}
\exp \left(-\frac{2}{\hbar v_{F}} \int_{x_{1}}^{x_{2}} \sqrt{\xi_{g}^{2} / 4-U^{2}} d x\right) \tag{3.45}
\end{equation*}
$$

where the classical turning points are defined as $x_{1}=-\varepsilon_{g} / 2 e E$ and $x_{2}=\varepsilon_{g} / 2 e E$. The probability of tunneling can be re-expressed in terms of purely potential energy yielding

$$
\begin{equation*}
\exp \left(-\frac{4}{e E \hbar v_{F}} \int_{0}^{\varepsilon_{g} / 2} \sqrt{\xi_{g}^{2} / 4-U^{2}} d U\right) \tag{3.46}
\end{equation*}
$$

invoking the change of variable $U=\left(\xi_{g} / 2\right) \sin (t)$ results in

$$
\begin{equation*}
\exp \left(-\frac{\xi_{g}^{2}}{e E \hbar v_{F}} \int_{0}^{\pi / 2} \cos ^{2}(t) d t\right) \tag{3.47}
\end{equation*}
$$

Hence the tunneling probability is given by

$$
\begin{equation*}
\exp \left(-\frac{\pi}{4} \frac{\xi_{g}^{2}}{e E \hbar v_{F}}\right) \tag{3.48}
\end{equation*}
$$

It can be seen from Eq. (3.43) that the gap decreases rapidly with increasing nanotube radius. Hence for large values of $R$ this gap can be neglected even in the case of moderate applied voltages, due to the Zener tunneling of electrons across the gap. For example, for a zig-zag $(30,0)$ SWNT the gap is $\xi_{g} \approx 6 \mathrm{meV}$ and the Zener breakdown takes place when the electric field, $E \sim 10^{-1} \mathrm{~V} / \mu \mathrm{m}$.

Since almost the whole voltage drop in the ballistic regime occurs within the few-nanometer regions near the contacts [71, 122], a typical 0.1 V bias voltage corresponds to an electric field which is more than sufficient to achieve a complete breakdown. The results presented herein are for quasimetallic SWNTs ( $n-m=3 p$ where $p$ is a non-zero integer), of large enough radius $R$ and for an applied bias exceeding the Zener breakdown voltage, such that the finite-gap effects can be neglected.

### 3.5.3 Optical selection rules

Optical transitions in SWNTs have been a subject of extensive research (see, e.g., Refs. [38, 120, $121,123,124,125,126]$; comprehensive reviews of earlier work can be found in Refs. [69, 70]). The optical selection rules are obtained using the nearest-neighbor orthogonal $\pi$-electron tight binding model [35]. Despite its apparent simplicity and well-known limitations, this model has been extremely fruitful in describing low-energy optical spectra and electronic properties of SWNTs (see, e.g., Ref. [127]). The goal is to calculate the spectral density of spontaneous emission, $I_{\nu}$, which is the probability of optical transitions per unit time with photon frequencies in the interval $(\nu, \nu+d \nu)$ divided by $d \nu$. In the dipole approximation [128] this spectral density is given by:

$$
\begin{equation*}
\left.I_{\nu}=\frac{8 \pi e^{2} \nu}{3 c^{3}} \sum_{i, f} f_{e}\left(k_{i}\right) f_{h}\left(k_{f}\right)\left|\mathbf{e} \cdot\left\langle\psi_{f}\right| \hat{v}_{z}\right| \psi_{i}\right\rangle\left.\right|^{2} \delta\left(\xi_{i}-\xi_{f}-h \nu\right), \tag{3.49}
\end{equation*}
$$

where $\psi_{i}$ and $\psi_{f}$ are the eigenfunctions of the electrons in the initial and final states, $\xi_{i}$ and $\xi_{f}$ are their associated energies, and $k_{i}$ and $k_{f}$ are their associated wave-vectors. $\mathbf{e}$ is the polarization of the excitation which we take to be propagating along the carbon nanotube axis. Eq. (3.49) contains the matrix element of the projection of electron velocity along the nanotube axis, which can be derived from graphene's matrix element of velocity by applying the circumferential boundary condition. In the frame of the tight binding model, graphene's matrix element of velocity is given by (see Appendix A.2);

$$
\begin{align*}
\left\langle\psi^{C}\right| \hat{\mathbf{v}}\left|\psi^{V}\right\rangle=i \frac{a t}{\hbar \sqrt{f_{k}^{2}}} & \left\{\frac{1}{\sqrt{3}}\left[\cos \left(\frac{\sqrt{3} a}{2} k_{x}\right) \cos \left(k_{y} \frac{a}{2}\right)-\cos \left(k_{y} a\right)\right] \mathbf{i}\right. \\
+ & \left.\sin \left(k_{x} \frac{\sqrt{3} a}{2}\right) \sin \left(k_{y} \frac{a}{2}\right) \mathbf{j}\right\} \tag{3.50}
\end{align*}
$$

In section 3.3.3 the following relations for the lowest conduction and highest valence band where found:

$$
\begin{equation*}
k_{x}=\frac{(m-n)}{2\left|\mathbf{C}_{\mathbf{h}}\right|}\left(a q_{T}\right) \tag{3.51}
\end{equation*}
$$

$$
\begin{equation*}
k_{y}=\left[\frac{4 \pi}{3 a}+\frac{\sqrt{3}}{2\left|\mathbf{C}_{\mathbf{h}}\right|}(m+n)\left(a q_{T}\right)\right] . \tag{3.52}
\end{equation*}
$$

These relations allow the velocity operator between the lowest conduction and highest valence band to be expressed as;

$$
\begin{gather*}
i \frac{a t}{\hbar \sqrt{f_{k}^{2}}}\left\{\frac{1}{\sqrt{3}} \cos \left(\frac{\sqrt{3}(m-n) a}{4\left|\mathbf{C}_{\mathbf{h}}\right|}\left(a q_{T}\right)\right) \cos \left(\frac{2 \pi}{3}+\frac{\sqrt{3} a}{4\left|\mathbf{C}_{\mathbf{h}}\right|}(m+n)\left(a q_{T}\right)\right) \mathbf{i}\right. \\
-\frac{1}{\sqrt{3}} \cos \left(\frac{4 \pi}{3}+\frac{\sqrt{3} a}{2\left|\mathbf{C}_{\mathbf{h}}\right|}(m+n)\left(a q_{T}\right)\right) \mathbf{i} \\
\left.\quad+\sin \left(\frac{\sqrt{3}(m-n) a}{4\left|\mathbf{C}_{\mathbf{h}}\right|}\left(a q_{T}\right)\right) \sin \left(\frac{2 \pi}{3}+\frac{a \sqrt{3}}{4\left|\mathbf{C}_{\mathbf{h}}\right|}(m+n)\left(a q_{T}\right)\right) \mathbf{j}\right\} \tag{3.53}
\end{gather*}
$$

The polarization of incident light can be decomposed into two components, that which lies along the nanotube axis and that which is perpendicular to it. Each polarization results in drastically different optical selection rules. Namely, for light polarized along the nanotube axis, transitions occur between subbands with the same angular momentum, whereas for light polarized perpendicular to the axis, transitions occur between subbands which differ in angular momentum by one. For light polarized along the nanotube axis the polarization vector is given by,

$$
\begin{equation*}
\mathbf{e}=\frac{\mathbf{T}}{|\mathbf{T}|}=\frac{1}{|\mathbf{T}|}\left(t_{1} \mathbf{a}_{\mathbf{1}}+t_{2} \mathbf{a}_{\mathbf{2}}\right) \tag{3.54}
\end{equation*}
$$

Using the relations Eqs. $(3.6,3.5,2.1)$ allows the polarization vector to be expressed as:

$$
\begin{equation*}
\mathbf{e}=\frac{1}{\sqrt{3}\left|\mathbf{C}_{\mathbf{h}}\right|}\left[(2 m+n) \mathbf{a}_{\mathbf{1}}-(2 n+m) \mathbf{a}_{\mathbf{2}}\right]=\frac{a}{2\left|\mathbf{C}_{\mathbf{h}}\right|}[(m-n) \mathbf{i}+\sqrt{3}(m+n) \mathbf{j}] . \tag{3.55}
\end{equation*}
$$

Therefore, the projection of velocity along a quasi metallic nanotube axis, $\hat{\mathbf{T}} \cdot\left\langle\psi^{C}\right| \hat{\mathbf{v}}\left|\psi^{V}\right\rangle$, is:

$$
\begin{gather*}
i \frac{a t}{2 \hbar} \frac{a}{\sqrt{f_{k}^{2}}\left|\mathbf{C}_{\mathbf{h}}\right|}\left[\sqrt{3} \sin \left(\frac{a \sqrt{3}}{4\left|\mathbf{C}_{\mathbf{h}}\right|}(m-n)\left(a q_{T}\right)\right) \sin \left(\frac{2 \pi}{3}+\frac{a \sqrt{3}}{4\left|\mathbf{C}_{\mathbf{h}}\right|}(m+n)\left(a q_{T}\right)\right)(m+n)\right. \\
+\frac{1}{\sqrt{3}} \cos \left(\frac{a \sqrt{3}}{4\left|\mathbf{C}_{\mathbf{h}}\right|}(m-n)\left(a q_{T}\right)\right) \cos \left(\frac{2 \pi}{3}+\frac{a \sqrt{3}}{4\left|\mathbf{C}_{\mathbf{h}}\right|}(m+n)\left(a q_{T}\right)\right)(m-n) \\
\left.-\frac{1}{\sqrt{3}} \cos \left(\frac{4 \pi}{3}+\frac{\sqrt{3} a}{2\left|\mathbf{C}_{\mathbf{h}}\right|}(m+n)\left(a q_{T}\right)\right)(m-n)\right] \tag{3.56}
\end{gather*}
$$

It is clear from Eq. (3.56) that the projection of electron velocity along the tube is zero if $n=m$, hence by symmetry, all armchair CNTs are optically inactive. While for a zig-zag CNT ( $C_{h}=$ $(n,-n))$ Eq. (3.56) reduces to the simple analytic expression:

$$
\begin{equation*}
i \frac{2 v_{\mathrm{F}}}{3 \sqrt{3} a q_{T}}\left[1-\cos \left(\frac{\sqrt{3}}{2} a q_{T}\right)\right] \tag{3.57}
\end{equation*}
$$

Performing a Taylor series in expansion in $q_{T}$, and retaining only first order terms, allows the matrix element for optical transitions between the lowest conduction and the highest valence subbands of a quasi-metallic SWNT to be written as:

$$
\begin{equation*}
\hat{\mathbf{T}} \cdot\left\langle\psi^{C}\right| \hat{\mathbf{v}}\left|\psi^{V}\right\rangle=i v_{\mathrm{F}} \frac{1}{\sqrt{3}}(m+2 n)(2 m+n)(m-n)\left(\frac{a}{2\left|\mathbf{C}_{\mathbf{h}}\right|}\right)^{3}\left(a q_{T}\right) . \tag{3.58}
\end{equation*}
$$

For brevity Eq. (3.58) can be expressed as:

$$
\begin{equation*}
i \frac{t_{1} t_{2}(m-n) a^{2}}{4|\mathbf{T}| N} v_{\mathrm{F}} q_{T} \tag{3.59}
\end{equation*}
$$

For a zig-zag quasi-metallic nanotube the matrix element of optical transition Eq. (3.58) becomes,

$$
\begin{equation*}
\hat{\mathbf{T}} \cdot\left\langle\psi^{C}\right| \hat{\mathbf{v}}\left|\psi^{V}\right\rangle=-i \frac{v_{\mathrm{F}}}{4} a_{C C} q_{T} \tag{3.60}
\end{equation*}
$$

These derived transitions rules are in agreement with the general selection rules for SWNTs [120, 39].

Treating $q_{T}$ as a continuous variable allows the the sum over all $q_{T}$ in Eq. (3.49) to be replaced by an integral over all $q_{T}$ states:

$$
\begin{equation*}
\sum_{q_{T}} \Longrightarrow \frac{L}{2 \pi} \int d q_{T} \times 2=\frac{L}{\pi} \int \frac{1}{\frac{d \varepsilon}{d q_{T}}} d \varepsilon \tag{3.61}
\end{equation*}
$$

where the additional factor of two accounts for the two valleys. Conservation of energy requires $\xi_{C}-\xi_{V}-h \nu=0$ and for direct transitions $\xi_{C}=-\xi_{V}$, hence:

$$
\begin{equation*}
\xi_{C}=\frac{h \nu}{2}=\hbar v_{\mathrm{F}} q_{T} \tag{3.62}
\end{equation*}
$$

Substituting Eq. (3.58) into Eq. (3.49) and integrating over all states yields:

$$
\begin{equation*}
I_{\nu}=L f_{e}\left(\frac{\pi \nu}{v_{\mathrm{F}}}\right) f_{h}\left(\frac{\pi \nu}{v_{\mathrm{F}}}\right) \frac{\pi^{2} e^{2} a_{c c}^{2} \nu^{3}}{24 \hbar v_{\mathrm{F}} c^{3}} \frac{(m+2 n)^{2}(2 m+n)^{2}(n-m)^{2}}{\left(n^{2}+m^{2}+n m\right)^{3}} . \tag{3.63}
\end{equation*}
$$

For a zig-zag quasi-metallic nanotube this becomes

$$
\begin{equation*}
I_{\nu}=L f_{e}\left(\frac{\pi \nu}{v_{\mathrm{F}}}\right) f_{h}\left(\frac{\pi \nu}{v_{\mathrm{F}}}\right) \frac{\pi^{2} e^{2} a_{C C}^{2} \nu^{3}}{6 c^{3} \hbar v_{\mathrm{F}}} \tag{3.64}
\end{equation*}
$$

Equation Eq. (3.63) has broader applicability limits than the considered case of $L<l_{a c}$ and
$e V<\hbar \Omega$, in which the distribution functions for electrons and holes are given by Eq. (3.42). In the general case there is a strong dependence of $I_{\nu}$ on the distribution functions, which have to be calculated taking into account all the relevant scattering mechanisms [112, 113, 114, 115, 122, 129].

In the discussed ballistic regime, the spectral density has a universal dependence on the applied voltage and photon frequency for all quasi-metallic SWNTs. In Fig. 3.7 the spectral density for a quasi-metallic zig-zag tube is shown for two values of voltage. It is clearly seen that the maximum of the spectral density of emission has a strong voltage dependence and lies in the terahertz frequency range for experimentally attainable voltages. Spectrally integrating $I_{\nu}$ yields the total photon emission rate. For a single zig-zag SWNT with length $L=2 \mu m$ and applied voltage of 0.16 V , this rate is approximately 3000 photons per second. This number can be significantly increased for an array [130] of similarly-biased nanotubes, for which stimulated emission will occur.


Figure 3.7: The spectral density of spontaneous emission as a function of frequency for two values of applied voltage: solid line for $V=0.1 \mathrm{~V}$; dashed line for $V=0.15 \mathrm{~V}$. The inset shows the directional radiation pattern of the terahertz emission with respect to the nanotube axis. Figure adapted from Ref. [39].

The directional radiation pattern, shown in the inset of Fig. 3.7, is given by $\cos ^{2} \varphi$, where $\varphi$ is the angle between the light propagation direction and the nanotube axis. It reflects the fact that the emission of light polarized normally to the nanotube axis is forbidden by the selection rules for optical transitions between the lowest conduction subband and the top valence subband.

For some device applications it might be desirable to emit photons propagating along the nanotube axis, which is possible in optical transitions between the SWNT subbands characterized by angular momenta differing by one [70,120]. To achieve the emission of these photons by electron heating, it is necessary to have an intersection of such subbands within the energy range accessible to electrons accelerated by attainable voltages. It has been show that this intersection is possible, for example the lowest conduction subbands in several semiconducting zig-zag nanotubes and in all armchair nanotubes [79]. However, for an effective terahertz emission from these nanotubes it is necessary to move the Fermi level very close to the subband intersection point. Therefore, obtaining
terahertz emission propagating along the nanotube axis is a much more difficult technological problem compared to the generation of the emission shown in Fig. 3.7.

### 3.5.4 Conclusion

In conclusion, it has been demonstrated that a quasi-metallic carbon nanotube can emit terahertz radiation when a potential difference is applied to its ends. The typical required voltages and nanotube parameters are similar to those available in the state-of-the-art transport experiments. The maximum of the spectral density of emission is shown to have a strong voltage dependence, which is universal for all quasi-metallic carbon nanotubes in the ballistic regime. Therefore, the discussed effect can be used for creating a terahertz source whose frequency is controlled by the applied voltage. Appropriately arranged arrays of these nanotubes should be considered as promising candidates for active elements of amplifiers and generators of coherent terahertz radiation. In such an array all biased quasi-metallic SWNTs will emit in a similar fashion, whereas semiconducting and armchair nanotubes will be optically inactive in the terahertz and mid-infrared range; therefore, no special selection of the nanotube type is needed. In addition, the discussed effect provides a spectroscopic tool allowing us to distinguish between quasi-metallic and true metallic (armchair) nanotubes and to verify the validity of the ballistic transport picture for short SWNTs at elevated temperatures and non-vanishing bias voltages.

### 3.6 Terahertz absorption and emission in quasi-metallic carbon nanotubes

### 3.6.1 Introduction

In what follows, it shall be shown that the same intrinsic curvature of semi-metallic carbon nanotubes which opens the gap in the nanotube energy spectrum also allows strong optical transitions in the terahertz range. This method is analogous to subjecting an armchair SWNT to a strong magnetic field [81]. Namely, the intrinsic curvature of the nanotube plays the role of a strong magnetic field. Finally, a scheme using the intrinsic curvature of semi-metallic carbon nanotubes to generate terahertz radiation is proposed.

To illustrate that intrinsic curvature allows strong terahertz transitions, we shall study a subclass of these tubes, known as zig-zag quasi-metallic SWNTs, defined by $(3 p, 0)$. However, the approach used herein can be generalized to all quasi-metallic tubes, all of which are expected to be optically active, since it is the curvature-induced gap which gives rise to the strong terahertz transitions.

### 3.6.2 The band structure of narrow-gap single walled nanotubes with curvature

Rolling a graphene sheet to form a carbon nanotube decreases the bond length to the nearest neighbors and rotates the $2 p_{z}$ orbitals, this results in the re-hybridization of the $\pi$ and $\sigma$ orbitals. All of the aforementioned effects result in the modification of the hopping parameters of the tightbinding Hamiltonian. In what follows we shall consider the dominant effect, that of bond length contraction. A full calculation taking into account re-hybridization shall be a subject of future study. Let us begin with the electron energy spectrum of graphene:

$$
\begin{equation*}
\xi(k)=s \sqrt{\left|\tilde{f}_{k}\right|^{2}} \tag{3.65}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{f}_{k}=\sum_{i=1}^{3} t_{i} \exp \left(i \mathbf{k} \cdot \mathbf{u}_{i}\right) \tag{3.66}
\end{equation*}
$$

and $\mathbf{u}_{i}$ are the nearest neighbors vectors, which for a graphene sheet are

$$
\begin{equation*}
\mathbf{u}_{i}=\left(\frac{a}{\sqrt{3}}, 0\right),\left(-\frac{a}{2 \sqrt{3}},-\frac{a}{2}\right),\left(-\frac{a}{2 \sqrt{3}}, \frac{a}{2}\right) . \tag{3.67}
\end{equation*}
$$

$t_{i}$ are the tight-binding matrix elements associated with the $i^{t h}$ nearest neighbor, which for graphene are equivalent i.e., $t_{i}=t \approx-3 \mathrm{eV}$. For convenience, we shall construct our zig-zag SWNTs such that motion is quantized along $k_{y}$ i.e. $(n,-n)$. The electron energy spectrum for a zig-zag SWNT is obtained from Eq. (3.65) by applying the periodic boundary condition:

$$
\begin{equation*}
k_{y}=2 \pi \frac{l}{n} \tag{3.68}
\end{equation*}
$$

where $l$ is an integer and for the lowest conduction subband and the highest valence subband is given by Eq. (3.24). Which in the case of a zig-zag SWNT becomes:

$$
\begin{equation*}
l=\frac{2}{3} n \tag{3.69}
\end{equation*}
$$

Hence, the electron energy spectrum for a zig-zag SWNT is given by:

$$
\begin{equation*}
\xi(k)=s|t| \sqrt{2-2 \cos \left(\frac{\sqrt{3}}{2} k_{x} a\right)} \tag{3.70}
\end{equation*}
$$

In the terahertz regime Eq. (3.70) becomes:

$$
\begin{equation*}
\xi(k)=s \hbar v_{\mathrm{F}}\left|k_{x}\right| . \tag{3.71}
\end{equation*}
$$


(b)


Figure 3.8: (a) The zig-zag quasi-metallic nanotube as an unrolled graphene sheet, represented by the set of effective nearest neighbor vectors $\mathbf{u}_{i}^{\star}, i=1,2,3$. (b) The zig-zag quasi-metallic nanotube.

Let us now consider the role of curvature. In rolling a graphene sheet to form a carbon nanotube one decreases the length of the nearest neighbor vectors. This is because the new distance is given by the chord between the two sites. One can see from Fig. 3.8 that upon rolling a zig-zag SWNT, $\left|\mathbf{u}_{1}\right|$ remains unchanged whereas the magnitude of $\mathbf{u}_{2}$ and $\mathbf{u}_{3}$ are reduced in comparison to that of a planar graphene sheet. The chord length, $\left|\mathbf{u}_{\mathbf{2}}\right|$, is given by:

$$
\begin{equation*}
\left|\mathbf{u}_{2}\right|=\sqrt{a_{y}^{2}+\left(\frac{a}{2 \sqrt{3}}\right)^{2}} \tag{3.72}
\end{equation*}
$$

where $a_{y}=\sqrt{A_{1}^{2}+A_{2}^{2}}$. Using simply geometry $A_{1}$ and $A_{2}$ are found to be

$$
\begin{gathered}
\left|A_{1}\right|=R \sin \left(\frac{a}{2 R}\right) \\
\left|A_{2}\right|=R\left[1-\cos \left(\frac{a}{2 R}\right)\right],
\end{gathered}
$$

where $R$ is the radius of the nanotube given by $R=a n / 2 \pi$. To understand the effects of including curvature, one can imagine the nanotube as an unrolled graphene sheet, which is described by the same coordinate system as the non-curved case, but differs by a modified set of nearest neighbor vectors, $\mathbf{u}_{i}^{\star}$, defined as:

$$
\begin{equation*}
\mathbf{u}_{i}^{\star}=\left(\frac{a}{\sqrt{3}}, 0\right),\left(-\frac{a}{2 \sqrt{3}},-a_{y}\right),\left(-\frac{a}{2 \sqrt{3}}, a_{y}\right) \tag{3.73}
\end{equation*}
$$

The effect of curvature is to break the symmetry between the nearest neighbor vectors, thereby breaking the former equivalency of $t_{1}, t_{2}$ and $t_{3}$. By symmetry, the hopping parameter $t_{1}$ does not change i.e. $t_{1}=t$. The probability of hopping between sites is inversely proportional to the distance squared between hoping sites i.e. $t_{i} \propto \frac{1}{\left|\mathbf{u}_{\mathbf{i}}\right|^{2}}$ [131]. Hence, $t_{2}$ and $t_{3}$ are modified in the same way. The modified matrix elements of hopping, $t_{i}^{\star}$, are related to the original elements, $t_{i}$, by the simply relation:

$$
\begin{equation*}
\frac{t_{i}^{\star}}{t_{i}}=\left(\frac{\left|\mathbf{u}_{i}\right|}{\left|\mathbf{u}_{i}^{\star}\right|}\right)^{2} \tag{3.74}
\end{equation*}
$$

Hence $\tilde{f}_{k}$ in the presence of curvature becomes:

$$
\begin{equation*}
\tilde{f}_{k}=t \exp \left(i \frac{k_{x} a}{\sqrt{3}}\right)+2 t_{2}^{\star} \exp \left(-i \frac{k_{x} a}{2 \sqrt{3}}\right) \cos \left(k_{y} a_{y}\right) \tag{3.75}
\end{equation*}
$$

and the modified electron energy spectrum for a zig-zag SWNT is now given by:

$$
\begin{equation*}
\xi\left(k_{x}\right)=s|t| \sqrt{1+4 \frac{t_{2}^{\star}}{t} \cos \left(\frac{\sqrt{3}}{2} k_{x} a\right) \cos \left(k_{y} a_{y}\right)+4\left(\frac{t_{2}^{\star}}{t}\right)^{2} \cos ^{2}\left(k_{y} a_{y}\right)} \tag{3.76}
\end{equation*}
$$

With the inclusion of curvature the spectrum is no longer linear near the crossing point (see Fig. 3.9), a band gap, $\xi_{g}$, has been opened which is given by

$$
\begin{equation*}
\xi_{g}=2\left|t+2 t_{2}^{\star} \cos \left(k_{y} a_{y}\right)\right| . \tag{3.77}
\end{equation*}
$$

For a $(30,0)$ SWNT this gap corresponds to $\approx 5.7$ terahertz. In the vicinity of the point $k_{x}=0$ the low energy spectrum takes the form

$$
\begin{equation*}
\xi\left(k_{x}\right)=s \sqrt{\left(\frac{\xi_{g}}{2}\right)^{2}-2 \frac{t_{2}^{\star}}{t} \cos \left(k_{y} a_{y}\right)\left(v_{\mathrm{F}} \hbar k_{x}\right)^{2}} \tag{3.78}
\end{equation*}
$$

which is similar in form to that of a one dimensional, massive, relativistic Dirac fermion, and in the limit that $a_{y} \rightarrow \frac{a}{2}$ (i.e. neglecting the effects of curvature) Eq. (3.78) restores the massless answer $\xi\left(k_{x}\right)=s \hbar v_{\mathrm{F}}\left|k_{x}\right|$.


Figure 3.9: (a) Detailed view of the gap, which is opened between the top valence subband and the lowest conduction subband, for a SWNT defined by $(30,0)$. (b) Dependence of the dipole matrix element for the transition (between the top valence subband and the lowest conduction subband) on the 1D wave vector $k_{x}$, with (black dashed line) and without (grey line) curvature, ploted in arbitrary units. The only appreciable change is in the appearance of a high, narrow peak associated with the transition between the top valence subband and the lowest conduction subband, which is not allowed in the absence of curvature.

### 3.6.3 Optical selection rules

In the dipole approximation, the spectral density, $I_{\nu}$, is given by

$$
\begin{equation*}
\left.I_{\nu}=\frac{8 \pi e^{2} \nu}{3 c^{3}} \sum_{i, f} f_{e}\left(k_{i}\right) f_{h}\left(k_{f}\right)\left|\mathbf{e} \cdot\left\langle\psi_{f}\right| \hat{v}_{z}\right| \psi_{i}\right\rangle\left.\right|^{2} \delta\left(\xi_{i}-\xi_{f}-h \nu\right), \tag{3.79}
\end{equation*}
$$

where $\psi_{i}$ and $\psi_{f}$ are the eigenfunctions of the electrons in the initial and final states, $\xi_{i}$ and $\xi_{f}$ are their associated energies, and $k_{i}$ and $k_{f}$ are their associated wave vectors and $\mathbf{e}$ is the polarization of the excitation which we take to be propagating along the carbon nanotube axis. In the frame of the tight binding model, the matrix element $\mathbf{e} \cdot\left\langle\psi_{f}\right| \hat{v}_{z}\left|\psi_{i}\right\rangle$ can be written as

$$
\begin{equation*}
\frac{i}{\hbar} \mathbf{e} \cdot \Re\left[\frac{\tilde{f}_{k}^{\star}}{\sqrt{\left|\tilde{f}_{k}\right|^{2}}} \sum_{i=1}^{3} e^{i \mathbf{k} \cdot \mathbf{u}_{i}^{\star}} t_{i}^{\star} \mathbf{u}_{i}^{\star}\right] \tag{3.80}
\end{equation*}
$$

(c.f. $\mathrm{Eq}(2.62)$ ). The matrix element of the electron velocity operator Eq. (3.80) in the absence of curvature between the lowest conduction and the highest valence subbands of the ( $3 p, 0$ ) zig-zag SWNT can be written as (cf. [39])

$$
\begin{equation*}
\left\langle\psi_{f}\right| v\left|\psi_{i}\right\rangle=i \frac{a_{c c}}{8} \omega_{i f} \tag{3.81}
\end{equation*}
$$

where $\hbar \omega_{i f}=\xi_{i}-\xi_{f}$ is the energy difference between the initial $(i)$ and the final $(f)$ states and the result of substituting Eq. (3.81) into Eq. (3.79) and performing the necessary summation was found in section 3.5.3 to be:

$$
\begin{equation*}
I_{\nu}=L f_{e}\left(\frac{\pi \nu}{v_{\mathrm{F}}}\right) f_{h}\left(\frac{\pi \nu}{v_{\mathrm{F}}}\right) \frac{\pi^{2} e^{2} a_{c c}^{2} \nu^{3}}{6 c^{3} \hbar v_{\mathrm{F}}} \tag{3.82}
\end{equation*}
$$

In what follows we shall see how the matrix element Eq. (3.81) and the spectral density Eq. (3.82) are drastically modified when curvature is taken into account. In the presence of curvature the matrix element Eq. (3.80) becomes,

$$
\begin{equation*}
i \frac{4 \hbar v_{F}^{2}}{3 \sqrt{3} a} \frac{1}{\sqrt{\left|\tilde{f}_{k}\right|^{2}}}\left[1-2\left(\frac{t_{2}^{\star}}{t}\right)^{2} \cos ^{2}\left(k_{y} a_{y}\right)+\frac{t_{2}^{\star}}{t} \cos \left(\frac{\sqrt{3} k_{x} a}{2}\right) \cos \left(k_{y} a_{y}\right)\right] \tag{3.83}
\end{equation*}
$$

Which in the terahertz regime becomes:

$$
\begin{equation*}
i \frac{4 \hbar v_{F}^{2}}{3 \sqrt{3} a} \frac{1}{\sqrt{\left|\tilde{f}_{k}\right|}}\left[\frac{3}{4}-3\left(\frac{t_{2}^{\star}}{t}\right)^{2} \cos ^{2}\left(k_{y} a_{y}\right)+\frac{1}{4}\left(\frac{\xi}{t}\right)^{2}\right] \tag{3.84}
\end{equation*}
$$

where $\xi$ is given by Eq. (3.78). For the full derivation of Eq. (3.83) see Appendix B.1. Notably, the matrix element Eq. (3.83) remains finite at $k_{x}=0$ in the presence of any asymmetry between $\mathbf{U}_{1}$ and $\mathbf{U}_{2}$ and is zero for the case of $\mathbf{U}_{1}=\mathbf{U}_{2}$. Curvature not only opens the gap in the zig-zag SWNT spectrum, but also allows dipole optical transitions at $k_{x}=0$ between the highest valence subband and the lowest conduction subband. In this regime the result should hold true across the entire class of quasi-metallic SWNTs, differing only by geometrical factors. In Fig. 3.9 we show
how the matrix elements of the dipole optical transitions polarized along the nanotube axis are modified by taking into account curvature.

The spectral density for a zig-zag SWNT taking into account curvature effects is obtained by substituting Eq. (3.83) into Eq. (3.79), after performing the necessary summation one obtains:

$$
\begin{equation*}
I_{\nu}=L \frac{32}{27} \frac{e^{2} \nu v_{F}}{c^{3} \hbar} \frac{t}{\xi} \frac{\left[\frac{3}{4}-3\left(\frac{t_{\frac{*}{*}}^{t}}{t}\right)^{2} \cos ^{2}\left(k_{y} a_{y}\right)+\frac{1}{4}\left(\frac{\xi}{t}\right)^{2}\right]^{2}}{\sqrt{-2 \frac{t_{2}^{*}}{t} \cos \left(k_{y} a_{y}\right)\left[\left(\frac{\xi}{t}\right)^{2}-\left(\frac{\xi_{g}}{2 t}\right)^{2}\right]}} f_{e}\left(\frac{\pi \nu}{v_{\mathrm{F}}}\right) f_{h}\left(\frac{\pi \nu}{v_{\mathrm{F}}}\right) \delta\left(\xi_{i}-\xi_{f}-h \nu\right), \tag{3.85}
\end{equation*}
$$

where $\xi$ is defined by Eq. (3.76) and $s=1$. A full derivation of Eq. (3.85) is given in Appendix B.1. The electronic (hole) energy spectrum near the bottom (top) of the gap produced by curvature is non-parabolic as a function of carrier momentum along the nanotube axis. This dispersion results in a van-Hove singularity in the reduced density of states, which in turn leads to a very sharp absorption maximum near the band edge and correspondingly to a very high sensitivity of the photocurrent to photon frequency, see Fig. 3.10.


Figure 3.10: The calculated photon absorption spectra for a zig-zag SWNT defined by: (a) (30, 0), (b) $(21,0)$ and (c) $(18,0)$, these correspond to intensity peaks at (a) 1.4, (b) 2.9 and (c) 3.9 THz .

### 3.6.4 Tunable terahertz emitter

The same effect can be used for the generation of a very narrow emission line where the peak frequency is dictated by the radius of the SWNT. The absorption of light polarized normal to the nanotube axis is only possible by optical transitions between SWNT subbands characterized by angular momenta differing by one [70, 120], i.e. for this polarization, transitions between the lowest conduction subband and the top valence subband are forbidden. Therefore a population inversion can be achieved by optical pumping, with the exciting light polarized normally to the
nanotube axis, as shown in Fig. 3.11. Therefore, appropriately arranged arrays of quasi-metallic nanotubes, placed inside a suitable chosen optical resonator, should be considered as promising candidates for active elements of amplifiers and generators of coherent terahertz radiation. An additional benefit of this scheme is that all quasi-metallic SWNTs will emit in a similar fashion, whereas semiconducting and armchair nanotubes will be optically inactive in the terahertz and mid-infrared range; therefore, no special selection of nanotube type is needed. Furthermore, the band gap of quasi-metallic nanotubes can also be controlled by an applied magnetic field [132], therefore allowing such devices to be tunable. Arrays of quasi-metallic SWNTs may also be used as building blocks in terahertz radiation detectors, which would have a high sensitivity in the photocurrent to photon frequency.


Figure 3.11: A scheme for creating a population inversion between the lowest conduction subband and the top valence subband of an zig-zag SWNT. The right plot shows several energy subbands closest to the Fermi level and illustrates the creation of photoexcited carriers and their non-radiative thermalization. Figure adapted from Ref. [81]

### 3.6.5 Conclusion

In the absence of curvature, at $k_{x}=0$, optical transitions between the top valence subband and the bottom conduction subband in quasi-metallic SWNTs are strictly forbidden by symmetry within the simple zone-folding model of the $\pi$-electron graphene spectrum. However, for zig-zag quasimetallic SWNTs, dipole optical transitions are indeed allowed due to the gap opened in their energy spectrum by intrinsic curvature, which is of the order of terahertz. This result is expected to be true for all quasi-metallic tubes.

### 3.7 Excitons in narrow-gap carbon nanotubes

### 3.7.1 Introduction

As was mentioned in the previous sections, the energy spectrum of a carbon nanotube is determined by the way it is rolled and is characterized by two integers $(n, m)$. For most combinations of $n$ and $m$ the energy spectrum of the nanotube is characterized by the gap, whose value is comparable to those in semiconductor materials. However, for a third of $n$ and $m$ combinations, namely when $m-n=3 p, p=0,1,2, \ldots$ the value of the gap is drastically reduced and lies in terahertz frequency range. Moreover, for $m=n$ the gap vanishes in zero magnetic field, and opens only after the application of the magnetic field parallel to the nanotube axis [35, 133, 135].

Optical properties of carbon nanotubes have been investigated by many authors [136, 137, 138, 139, 140]. It was shown that the excitonic effect plays an important role and that the properties of the excitonic resonance can be modulated by applying external fields [83, 141, 142]. However, excitons were theoretically studied mostly for semiconductor carbon nanotubes with sufficiently large gaps [143, 144, 145]. For metallic nanotubes only the excitons associated with high branches of the nanotube spectrum, separated by the energy of about 1 eV , were considered [146, 147, 148]. On the other hand, the analysis of the optical properties of narrow band nanotubes is also of high interest, as there is a growing number of proposals using carbon nanotubes of this type for THz applications, including several schemes put forward by the authors of the present work [39, 80, 81].

In this section we shall consider theoretically the exciton formed by an electron and a hole excited across a narrow gap in a quasi-metallic carbon nanotube, for which the effective mass approximation can not be applied and the effects of the non-parabolicity of the electron and hole dispersion play the major role.

### 3.7.2 Attractive model potential for excitons

The Hamiltonian for a single free electron in this case can be written as

$$
\widehat{H}_{0}=\hbar v_{\mathrm{F}}\left(b \widehat{\sigma}_{x} \widehat{q}+\widehat{\sigma}_{y} \Delta\right)=\hbar v_{\mathrm{F}}\left[\begin{array}{cc}
0 & b \widehat{q}-i \Delta  \tag{3.86}\\
b \widehat{q}+i \Delta & 0
\end{array}\right]
$$

where $\widehat{q}$ is the operator of the wave vector along the nanotube axis and we use the basis $\left|\psi_{A}\right\rangle,\left|\psi_{B}\right\rangle$ with indices $A, B$ corresponding to the carbon atoms of two different sublattices in the honeycomb lattice (see Appendix B.2). Here $v_{\mathrm{F}}$ is the Fermi velocity in graphene, connected to the tightbinding matrix element of electron hopping $|t| \approx 3 \mathrm{eV}$ and the graphene lattice constant $a$ by $\hbar v_{\mathrm{F}}=\frac{\sqrt{3}}{2}|t| a$, where $a=\left|\mathbf{a}_{1}\right|=\left|\mathbf{a}_{2}\right|=2.46 \AA[35]$. For the $(n, n)$ armchair nanotube the value
of the band gap $2 \hbar v_{\mathrm{F}}|\Delta|$ is determined by the external magnetic field, $\Delta=\frac{2}{a \sqrt{3}} \sin \left(\frac{\pi \Phi}{n \Phi_{0}}\right)$, where $\Phi$ is the magnetic flux through the nanotube cross section, $\Phi_{0}=c h / e$ is the flux quantum and $b=\sqrt{\frac{4}{3}-\frac{1}{3} \cos ^{2}\left(\frac{\pi \Phi}{n \Phi_{0}}\right)}$. For experimentally accessible magnetic fields $\Phi / \Phi_{0} \ll 1$, hence herein we shall set $b=1$. A similar Hamiltonian can be written for a narrow gap carbon nanotube with a gap opened by curvature [116] or for a certain type of graphene nanoribbon [46]. Diagonalization of Eq. (3.86) gives a quasi-relativistic dispersion, $\xi= \pm \hbar v_{\mathrm{F}} \sqrt{\Delta^{2}+q^{2}}$. To go from the case of electrons to the case of holes $\left|\psi_{i}^{e}\right\rangle \rightarrow\left|\psi_{i}^{h}\right\rangle$, one should use the substitution $\widehat{q} \rightarrow-\widehat{q}, \Delta \rightarrow-\Delta$. For the interacting electron-hole pair, the total Hamiltonian can be written in the form of a $4 \times 4$ matrix, and the stationary Schrödinger equation for determining the binding energy written in the basis $\left|\Psi_{i j}\right\rangle=\left|\psi_{i}^{e}\right\rangle\left|\psi_{j}^{h}\right\rangle$ reads

$$
\hbar v_{\mathrm{F}}\left[\begin{array}{cccc}
0 & \widehat{q}_{e}-i \Delta & -\widehat{q}_{h}+i \Delta & 0  \tag{3.87}\\
\widehat{q}_{e}+i \Delta & 0 & 0 & -\widehat{q}_{h}+i \Delta \\
-\widehat{q}_{h}-i \Delta & 0 & 0 & \widehat{q}_{e}-i \Delta \\
0 & -\widehat{q}_{h}-i \Delta & \widehat{q}_{e}+i \Delta & 0
\end{array}\right]\left[\begin{array}{c}
\Psi_{A A} \\
\Psi_{B A} \\
\Psi_{A B} \\
\Psi_{B B}
\end{array}\right]=\left[\xi-V\left(x_{e}-x_{h}\right)\right]\left[\begin{array}{c}
\Psi_{A A} \\
\Psi_{B A} \\
\Psi_{A B} \\
\Psi_{B B}
\end{array}\right]
$$

where indices $e$ and $h$ correspond to the electrons and holes, $\widehat{q}_{e, h}=-i \frac{\partial}{\partial x_{e, h}}$. In the absence of interaction this Hamiltonian yields four energy eigenvalues corresponding to a pair of noninteracting quasi-particles: $\xi=\hbar v_{\mathrm{F}}\left( \pm \sqrt{\Delta^{2}+q_{e}^{2}} \pm \sqrt{\Delta^{2}+q_{h}^{2}}\right)$ and the band gap of the two-particle system is given by $\xi_{g}=4|\Delta|$. In what follows, we shall consider the case where the Fermi level lies in the middle of the gap (i.e. equilibrium) and all the states above it are empty and all the states below it are fully occupied. In this instance the creation of a quasi-particle (either an electron or a hole) with a negative energy is forbidden by the Pauli principle. Indeed you can not promote a hole into an empty conduction band or create an extra electron in a completely full valence band. Therefore, henceforth only bound states in the energy range 0 to $2 \Delta$ shall be considered.

As the potential of electron-hole interaction $V\left(x_{e}-x_{h}\right)$ depends only on the distance between the electron and hole, it is convenient to move to the center of mass and relative motion coordinates, $X=\left(x_{e}+x_{h}\right) / 2, x=x_{e}-x_{h}, \widehat{q}_{e}=\widehat{K} / 2+\widehat{k}, \widehat{q}_{h}=\widehat{K} / 2-\widehat{k}$, and represent the exciton wavefunctions as $\Psi_{i j}(X, x)=e^{i K X} \phi_{i j}(x)$, which permits the substitution of the operator $\widehat{K}$ by a number $K$ having the physical meaning of the wave vector of the exciton as a whole. Considering the case of $K=0$ corresponding to a static exciton, the equation for the wavefunction of relative motion reads

$$
\left[\begin{array}{cccc}
0 & \widehat{k}-i \Delta & \widehat{k}+i \Delta & 0  \tag{3.88}\\
\widehat{k}+i \Delta & 0 & 0 & \widehat{k}+i \Delta \\
\widehat{k}-i \Delta & 0 & 0 & \widehat{k}-i \Delta \\
0 & \widehat{k}-i \Delta & \widehat{k}+i \Delta & 0
\end{array}\right]\left[\begin{array}{c}
\phi_{A A} \\
\phi_{B A} \\
\phi_{A B} \\
\phi_{B B}
\end{array}\right]=[\varepsilon-\tilde{V}(x)]\left[\begin{array}{c}
\phi_{A A} \\
\phi_{B A} \\
\phi_{A B} \\
\phi_{B B}
\end{array}\right]
$$

where $\varepsilon=\xi / \hbar v_{\mathrm{F}}, \tilde{V}(x)=V(x) / \hbar v_{F}, \widehat{k}=-i \partial / \partial x$.
Eq. (3.88) represents a system of the first order differential equations, which can be reduced to a single second order equation for $\psi_{A A}$ :

$$
\begin{align*}
& \frac{d^{2} \phi_{A A}}{d x^{2}}+\frac{1}{(\varepsilon-\tilde{V}(x))} \frac{d \tilde{V}(x)}{d x} \frac{d \phi_{A A}}{d x} \\
& +\left[\left(\frac{\varepsilon-\tilde{V}(x)}{2}\right)^{2}-\Delta^{2}\right] \phi_{A A}=0 \tag{3.89}
\end{align*}
$$

Before solving Eq. (3.89), we need to specify the interaction potential. It needs to possess the following properties: first, due to the finite diameter of the nanotube $d$ it should remain finite at $x \rightarrow 0$ for small $x$ and scale as $V(x) \approx-e^{2} / \sqrt{x^{2}+d^{2}}$; second, for large $x$ it should decay exponentially due to the effects of the screening necessarily present in nanotubes of the metallic type [146]. The convenient choice of the potential is

$$
\begin{equation*}
\tilde{V}(x)=-\frac{\alpha}{\cosh (\beta x)}, \tag{3.90}
\end{equation*}
$$

where $\alpha=e^{2} /\left(\hbar v_{\mathrm{F}} d\right), \beta \sim 1 / d$. The additional advantage of the choice of the potential given by Eq. (3.90) is that it admits some analytical results in the context of graphene physics as was shown in Ref. [24].

The results of the numerical solution are shown in Fig. 3.12, Fig. 3.13 and Fig. 3.14. Figures 3.12 and 3.13 show the dependence of the binding energy $\varepsilon_{b}$ calculated as an absolute value of the difference between the eigenenergy of Eq. (3.89) and the energy of the pair of non-interacting electron and hole, $\varepsilon_{b}=|\varepsilon-2 \Delta|$ measured in the units of $\beta$ on the effective strength of the interaction $\alpha / \beta$ for two different values of $\Delta / \beta=1$ and $\Delta / \beta=0.01$ corresponding to the cases of semiconductor and narrow-gap quasi-metallic nanotube respectively. For both of these cases, for small values of $\alpha / \beta$ there is only one bound s-type state, whose binding energy increases with the increase of the interaction strength, until it reaches the value $\varepsilon_{b}=\varepsilon_{g}=4 \Delta$ after which it goes to the continuum of states with negative energies and thus unbinds. On the other hand, the increase of $\alpha$ leads to the appearance of the higher order solutions, corresponding to p , d , etc excitons, so that for any value of $\alpha$ there always exists a bound state with energy lying inside the gap.


Figure 3.12: The dependence of the exciton binding energy on the interaction strength for a semiconductor nanotube with $\Delta / \beta=1$. Different lines correspond to different excitonic states. Crosses show the exact analytic result for mid-gap states.


Figure 3.13: The dependence of the exciton binding energy $\varepsilon_{b} / \beta$ on the interaction strength for a quasi-metallic nanotube with $\Delta / \beta=0.01$. Different lines correspond to different excitonic states. Crosses show exact the analytic result for mig-gap states.

Note also, that one can find the analytical expression for the values of the parameters when the binding energy is exactly equal to the half of the band gap $2 \Delta$, which can be obtained by reducing Eq. (3.89) to the hypergeometric equation for $\varepsilon=0$ (see Appendix B.3):

$$
\begin{equation*}
\frac{\alpha}{\beta}=1+2 n+\sqrt{1+4 \frac{\Delta^{2}}{\beta^{2}}} \tag{3.91}
\end{equation*}
$$

where $n=0,1,2, \ldots$ These exact values are shown by crosses in Figs. 3.12 and 3.13.
Fig. 3.14 shows the dependence of the ratio of the binding energy of the 1 s exciton to the value of the gap on the interaction strength for the cases of the semiconductor and narrow gap nanotubes. One can see that for small interaction strength the ratio $\varepsilon_{b} / \varepsilon_{g}$ is a universal linear function of $\alpha / \beta$ (for $\alpha / \beta \lesssim 0.6$ ). It should be noted that for a zero-range attractive potential between the electron and hole this universality holds for all the range of interaction strengths (see Appendix B.4). However, for the smooth interaction potential considered here the universality breaks for sufficiently large interaction strength. The difference between the case of semiconductor and quasi-metallic nanotubes is not, however, as large as one could expect. Namely, the value of
$\alpha / \beta$ for which the 1 s -exciton binding energy is equal exactly to the half of the gap is about 3.2 for the case of a semiconductor nanotube with $\Delta / \beta=1$ and about 2 for quasi-metallic nanotube with $\Delta / \beta=0.01$. Also, the calculations of the binding energy in semiconductor nanotubes give values of 20-30 percent of the band gap [143], which according to Fig. 3.14 corresponds to the values of $\alpha / \beta \approx 2$ and ensures that for quasi-metallic nanotubes of similar geometry the 1 s excitonic bound state lies within the gap as well.


Figure 3.14: The dependence of the ratio of the exciton binding energy to the nanotube band gap on the interaction strength for a quasi-metallic carbon nanotube with $\Delta / \beta=0.01$ (upper line) and a semiconductor nanotube with $\Delta / \beta=1$. Only s-states are shown.

Fig. 3.15 shows the square modulus of the excitonic wavefunction in real space for a quasimetallic nanotube. One sees that for the 1 s state the density in the center of mass has a local minimum, which differs strikingly from the result obtained earlier for semiconductor nanotubes in the effective-mass approximation [139], in which the probability density in the exciton center of mass has a maximum. This is related to the complex matrix structure of the Hamiltonian (3.86) resulting in the multi-component structure of the eigenfunctions. A similar dip in the ground-state density was previously reported for graphene-based waveguides $[24,149]$.


Figure 3.15: Density of the 1 s-exciton for a $(10,10)$ carbon nanotube with the magnetic-field induced gap of $10 \mathrm{meV}(2.5 \mathrm{THz})$ corresponding to a magnetic field of 15 T along the nanotube axis. The density represents the probability of finding the electron and hole composing the exciton at the indicated relative separation. Red and blue colors correspond to the highest and lowest values of the density, respectively.

It should be noted that taking into account the valley and spin quantum numbers increases the number of different types of excitons associated with a given carbon nanotube spectrum branch to 16 [145]. Their consideration, however, can be done along the lines described above, the only difference being the modified interaction strength $\alpha / \beta$. The lowest in energy exciton in semicon-
ductor nanotubes is known to be optically inactive (dark). The difference between the energy of the dark and bright excitons is proportional to the exciton binding energy and exceeds $k_{\mathrm{B}} T$ at room temperature causing significant suppression of optical emission from semiconductor nanotubes. As is shown above, for narrow-gap nanotubes the binding energy is drastically reduced and there should be no noticeable difference in the population of dark and bright excitonic states at any experimentally attainable temperature. At room temperature, all dark and bright excitons in narrow-gap nanotubes should be fully ionized and the direct inter-band transitions [39, 80, 81] govern the emission in the terahertz range.

### 3.7.3 Conclusion

In conclusion, we considered the formation of the exciton in narrow gap carbon nanotubes characterized by the quasi-relativistic spectrum of free particles. It was shown that the exciton binding energy scales with the band gap and vanishes as the gap decreases, even for strong electron-hole attraction. Therefore, excitonic effects including strongly-bound dark excitons, which explain poor electroluminescent properties of semiconducting nanotubes, should not dominate for narrow-gap carbon nanotubes. This opens the possibility of using quasi-metallic carbon nanotubes for various terahertz applications.

### 3.8 Graphene as a terahertz detector

As a gapless semiconductor with ultra-high carrier mobility, graphene is a natural material for detecting terahertz radiation. Graphene p-n junctions structures [19, 20, 21, 22, 150, 151, 152] can be created using two gates placed above and below the graphene layer. In such structures, with high enough top and bottom gate voltages, terahertz absorption is only possible in the junction area. The Fermi level in graphene-based devices can be easily controlled by the gate voltage, which allows a certain degree of tunability in the lower limit of absorbed radiation frequency via the Moss-Burstein effect. In conjunction with an extremely strong angular dependence of the tunneling probability for graphene p-n junctions [14, 18, 25], optical alignment of momenta raises the possibility of using recently fabricated graphene p-n junction structures in polarization-sensitive terahertz detectors, with sub-wave length resolution.


Figure 3.16: A scheme for a proposed polarization-sensitive terahertz detector. The grey line represents the electrostatically defined potential created by a graphene top gate and the dotted line represents the Fermi-level which can be controlled by varying the back gate. (a) shows the allowed region of terahertz absorption. (b) Polar plots of the momentum distribution function of photo-excited carriers of two different polarizations are shown (gold lines). The black arrows represent the polarizations of the excitations. The strong angular dependence of particles traversing the barrier allows the device to be polarization discriminant.

### 3.9 Conclusion

Within the frame of a simple zone-folding model of the $\pi$-electron graphene spectrum, quasimetallic SWNTs can be considered as one-dimensional analogs of graphene, since in this model the electron low-energy spectrum is linearly dependent on the electron wave vector. Using this model the selection rules for optical transitions caused by light polarized along the nanotube axis was derived. It was demonstrated that quasi-metallic nanotubes can emit terahertz radiation when a potential difference is applied to their ends. The maximum of the spectral density of emission is shown to have a strong voltage dependence, which is universal for all quasi-metallic carbon nanotubes in the ballistic regime. However, due to curvature effects quasi-metallic SWNTs are in fact narrow-gap semiconductors whose band gaps can be of the order of terahertz. For the case of zig-zag quasi-metallic carbon nanotubes, it has been shown that the same intrinsic curvature which opens the gap in the quasi-metallic carbon nanotubes spectrum also allows optical transitions in the terahertz range. This result is expected to be true for all quasi-metallic tubes. In narrowgap carbon nanotubes, it has been shown that the exciton binding energy scales with the band gap and vanishes as the gap decreases, even for strong electron-hole attraction. Hence, excitonic effects, which explain the poor electroluminescent properties of semiconducting nanotubes, should not dominate for narrow-gap carbon nanotubes. Therefore, arrays of quasi-metallic tubes are promising candidates as active elements of amplifiers and generators of coherent terahertz radiation or as building blocks in terahertz radiation detectors.

## Chapter 4

## Steering electrons in graphene by electrostatic potentials

### 4.1 Introduction

Klein proposed that relativistic particles do not experience exponential damping within a barrier like their non-relativistic counterparts, and that as the barrier height tends towards infinity, the transmission coefficient approaches unity [153]. This inherent property of relativistic particles makes confinement non-trivial. Carriers within graphene behave as two-dimensional (2D) massless Dirac fermions, exhibiting relativistic behavior at sub-light speed [12, 13] owing to their linear dispersion, which leads to many optical analogies [25, 154, 155, 156, 157]. Klein tunneling through p-n junction structures in graphene has been studied both theoretically [14, 18, 23, 149, 154, $158,159,160,161,162$ ] and experimentally [19, 20, 21, 22, 150, 151, 152]. Quasi-bound states were considered in order to study resonant tunneling through various sharply terminated barriers [149, 154, 158, 159, 162]. A change in the geometry of the problem is proposed in order to study the propagation of fully confined modes along a smooth electrostatic potential, much like photons moving along an optical fiber.

So far quasi-one-dimensional channels have been achieved within graphene nanoribbons [13, 163], however the control of their transport properties requires precise tailoring of edge termination [46, 164, 165], currently unachievable. In this chapter it shall be shown that truly bound modes can be created within bulk graphene by top gated structures $[19,20,21,22,151,152]$, such as the one shown in Fig. 4.8 (a). In an ideal graphene sheet at half-filling, the Fermi level is at the Dirac point and the density of states for a linear 2D dispersion vanishes. In realistic graphene devices the Fermi level can be set using the back gate. This is key to the realization of truly bound
modes within a graphene waveguide as zero-energy modes cannot escape into the bulk as there are no states to tunnel into. Moreover the electrostatic confinement isolates carriers from the sample edges, which are considered as a major source of inter-valley scattering in clean graphene [166].

In this chapter we obtain an exact analytical solution for bound modes within a smooth electrostatic potential in pristine graphene at half-filling, count the number of modes and calculate the conductance of the channel. The conductance carried by each of these modes is comparable to the minimal conductivity of a realistic disordered graphene system [12, 167, 168, 169]. For the considered model potential we show that there is a threshold potential characteristic strength (the product of the potential strength with its width), for which bound modes appear. Whereas a symmetric quantum well always contains a bound mode for non-relativistic particles, we show that it is not the case for charge carriers in graphene.

### 4.2 Background theory

### 4.2.1 Klein tunneling



Figure 4.1: Klein tunneling of a particle, characterized with incident energy, $E$, tunneling through an electrostatically defined potential, $U(x)$. The $y$-axis represents energy.

Consider a two-dimensional massless Dirac fermion impinging upon an electrostatic potential, $U(x)$ of the form (Fig. 4.1)

$$
U(x)=\left\{\begin{array}{cl}
U_{0}, & \text { for } x>0  \tag{4.1}\\
0, & \text { for } x<0
\end{array}\right.
$$

whose energy, $E$, is less than that of the barrier. The particles Hamiltonian is given by,

$$
\begin{equation*}
\hbar v_{\mathrm{F}}\left(\sigma_{x} \hat{\mathbf{q}}_{x}+\sigma_{y} \hat{\mathbf{q}}_{y}\right) \psi=[E-U(x)] \psi \tag{4.2}
\end{equation*}
$$

where $\hat{\mathbf{q}}_{x}=-i \frac{\partial}{\partial x}$ and $\hat{\mathbf{q}}_{y}=-i \frac{\partial}{\partial y}, \sigma_{x}$ and $\sigma_{y}$ are the Pauli spin matrices:

$$
\sigma_{x}=\left[\begin{array}{cc}
0 & 1  \tag{4.3}\\
1 & 0
\end{array}\right] ; \quad \sigma_{y}=\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right]
$$

When Eq. (4.2) is applied to a two-component Dirac wavefunction of the form:

$$
\mathrm{e}^{i q_{y} y}\left[\begin{array}{l}
C_{1}(x)  \tag{4.4}\\
C_{2}(x)
\end{array}\right]
$$

where $C_{1}(x)$ and $C_{2}(x)$ are the wavefunctions associated with the $A$ and $B$ sub-lattices of graphene respectively and the free motion in the $y$-direction is characterized by the wave vector $q_{y}$ measured with respect to the Dirac point, the following coupled first-order differential equations are obtained:

$$
\begin{gather*}
\frac{1}{[\varepsilon-V(x)]}\left(-i \frac{\partial C_{2}}{\partial x}+-i q_{y} C_{2}\right)=C_{1} ;  \tag{4.5}\\
\frac{1}{[\varepsilon-V(x)]}\left(-i \frac{\partial C_{1}}{\partial x}+i q_{y} C_{1}\right)=C_{2}, \tag{4.6}
\end{gather*}
$$

where $\varepsilon=E / \hbar v_{\mathrm{F}}$ and $V=U / \hbar v_{\mathrm{F}}$. Eliminating $C_{2}$ reduces the system of Eqs. (4.5-4.6) to a single second order differential equation for $C_{1}$, which for the potential given by Eq. (4.1) becomes:

$$
\begin{equation*}
\frac{\partial^{2} C_{1}}{\partial x^{2}}+\left\{[V(x)-\varepsilon]^{2}-q_{y}^{2}\right\} C_{1}=0 \tag{4.7}
\end{equation*}
$$

which has the solution

$$
\begin{equation*}
C_{1}=A_{ \pm} e^{i \kappa x} \tag{4.8}
\end{equation*}
$$

where $\kappa= \pm \sqrt{[V(x)-\varepsilon]^{2}-q_{y}^{2}}$. $C_{2}$ is obtained by substituting Eq. (4.8) into Eq. (4.6):

$$
\begin{equation*}
C_{2}=\frac{1}{[\varepsilon-V(x)]}\left(\kappa+i q_{y}\right) C_{1} . \tag{4.9}
\end{equation*}
$$

The wavefunction in region I is given by

$$
\psi_{I}=A_{1}\left[\begin{array}{c}
1  \tag{4.10}\\
\frac{\left|\kappa_{I}\right|+i q_{y}}{\varepsilon}
\end{array}\right] e^{i\left|\kappa_{I}\right| x}+A_{2}\left[\begin{array}{c}
1 \\
\frac{-\left|\kappa_{I}\right|+i q_{y}}{\varepsilon}
\end{array}\right] e^{-i\left|\kappa_{I}\right| x}
$$

where $\kappa_{I}= \pm \sqrt{\varepsilon^{2}-q_{y}^{2}}$. Whereas the wavefunction in region II is given by

$$
\psi_{I I}=A_{3}\left[\begin{array}{c}
1  \tag{4.11}\\
\frac{\left|\kappa_{I I}\right|+i q_{y}}{\left(\varepsilon-V_{0}\right)}
\end{array}\right] e^{i\left|\kappa_{I I}\right| x}+A_{4}\left[\begin{array}{c}
1 \\
\frac{-\left|\kappa_{I I}\right|+i q_{y}}{\left(\varepsilon-V_{0}\right)}
\end{array}\right] e^{-i\left|\kappa_{I I}\right| x}
$$

where $\kappa_{I I}= \pm \sqrt{\left(V_{0}-\varepsilon\right)^{2}-q_{y}^{2}}$.


Figure 4.2: A depiction of the spatial dependence of the dispersion relation, the $y$-axis represents energy.

For a particle to propagate from the left hand side to right hand side of the barrier, its $x$ component of group velocity must be positive. Therefore, inside the barrier we must take the $\kappa_{I I}<0$ solution and discard the $\kappa_{I I}>0$ solution (see Fig. 4.1). This results in the following choice of wavefunctions for region I $\left(\psi_{I}\right)$ and II $\left(\psi_{I I}\right)$

$$
\begin{gather*}
\psi_{I}=\left[\begin{array}{c}
1 \\
\frac{\left|\kappa_{I}\right|+i q_{y}}{\varepsilon}
\end{array}\right] e^{i\left|\kappa_{I}\right| x}+r\left[\begin{array}{c}
1 \\
\frac{-\left|\kappa_{I}\right|+i q_{y}}{\varepsilon}
\end{array}\right] e^{-i\left|\kappa_{I}\right| x} ;  \tag{4.12}\\
\psi_{I I}=t\left[\begin{array}{c}
1 \\
\frac{-\left|\kappa_{I I}\right|+i q_{y}}{\left(\varepsilon-V_{0}\right)}
\end{array}\right] e^{-i\left|\kappa_{I I}\right| x}, \tag{4.13}
\end{gather*}
$$

where $r$ and $t$ are the probabilities amplitudes of reflection and transmission respectively. Note, the incident flux of particles from the left has been normalized to unity. The continuity of the wave function at the boundary requires:

$$
\begin{gather*}
1+r=t  \tag{4.14}\\
\frac{\left(\left|\kappa_{I}\right|+i q_{y}\right)}{\varepsilon}+r \frac{\left(-\left|\kappa_{I}\right|+i q_{y}\right)}{\varepsilon}=t \frac{\left(-\left|\kappa_{I I}\right|+i q_{y}\right)}{\left(\varepsilon-V_{0}\right)} \tag{4.15}
\end{gather*}
$$

Eliminating $t$ reduces the system of Eqs.(4.14-4.15) to a single expression:

$$
\begin{equation*}
r=\frac{\left|\kappa_{I}\right|\left(\varepsilon-V_{0}\right)+\varepsilon\left|\kappa_{I I}\right|-i q_{y} V_{0}}{\left|\kappa_{I}\right|\left(\varepsilon-V_{0}\right)-\varepsilon\left|\kappa_{I I}\right|+i q_{y} V_{0}} . \tag{4.16}
\end{equation*}
$$

For a particle of normal incidence i.e., $q_{y}=0, r=0$. Therefore, these massless particles exhibit no reflection upon striking the potential barrier $V_{x}$. During the tunneling process, the particle changes from electron-like behavior outside the barrier to hole-like behavior inside the barrier. This electron-hole conjugation allows the particles to continue moving in the same direction with no reflection. It is this property which gives rise to many of graphene's highly desirable electronic and thermal properties. However, this same effect also presents a problem for device realization, namely the seemingly impossible task of true confinement and thus a total lack of device switchability.

### 4.2.2 "Sharp but smooth" potentials

The above analysis is true for 2D Dirac fermions. However, directly applying this atomically abrupt electrostatically defined potential to graphene's charge carriers engenders certain problems. One must be cautious, since one has made an implicit assumption that the potential is in fact smooth (here smooth refers to a potential which varies on a scale far larger than that of the graphene crystal lattice primitive unit cell) despite being atomically abrupt. Features which are on the same scale as the lattice constant give rise to large changes in charge carrier momenta, which allows particles to be scattered into another valley. This process is known as intervalley scattering and is commonly neglected in "sharp but smooth" potentials.

Indeed atomic detail is important, for example in graphene nanoribbons, the precise nature of the edge structure dictates the strips properties. This is a result of the unique boundary conditions each edge type has $[33,46,170,171]$. This is highlighted by the two highest symmetry edges; the zigzag and armchair edge. The former is able to support edge surface states and resonances whereas as later can not. Hence, by considering truly smooth potentials one can avoid the statement "sharp but smooth" potentials, which is commonly used to neglect inter valley mixing for the tunneling problem [14, 18, 149, 158, 159].

### 4.2.3 Introduction to graphene p-n junctions

Traditionally, top gate structures are formed by the deposition of a layer of insulating dielectric on top of which is laid a metal structure, shaped to requirement by electron-beam lithography (the procedure is described in Refs. [19, 20, 151, 152]). The application of a voltage between the top gate and the sample below changes the potential profile locally within the sample, creating a p-n-p or n-p-n junction. In traditional semiconductor samples the conducting layer, a 2D electron gas, is found deep in the sample within a quantum well formed by the growth of a semiconducting


Figure 4.3: A schematic diagram representing a variety of graphene-gated structures. The effect of modulating the top $\left(V_{\mathrm{TG}}\right)$ and back gate voltages $\left(V_{\mathrm{BG}}\right)$ on the charge carrier concentration in both graphene (dark grey) and the silicon substrate (light grey) is shown. The blue (red) circles represent electrons (holes) and the resulting change in the Fermi level (dashed line) is shown on the right hand side. In the instance of: (a) a positive back gate voltage, the electrons are drawn from the earth into the graphene sheet, thereby rasing the Fermi level; (b) no applied gate voltage, the Fermi level remains at the Dirac point; (c) a negative back gate voltage, the electrons are driven from the graphene sheet, thereby lowering the Fermi level. The last figure (d) represents a typical top-gated structure with zero applied back gate voltage. The electrostatic potential generated by the top gate is shown by the thick black line.
material, like gallium arsenide, sandwiched between two layers of a wider band gap material, e.g. aluminum arsenide. In this case the top gate can be deposited directly on top of the larger band gap material.

In graphene, one has direct physical contact with the 2 D conducting layer and in a similar fashion to conventional systems its carrier density can be manipulated via external gates as shown in Fig. 4.3. Ballistic field effect devices such as p-n and p-n-p junctions have been fabricated $[19,20,21,22,150,151,152]$ however, their behavior is markedly different to that of conventional hetero-structures. Namely, graphene's charge carries behave as two-dimensional massless Dirac fermions and therefore exhibit an absence of backscattering from smooth electrostatically defined potentials [16].

It is well known that graphene is prone to doping from the substrate and materials with which it has contact [172]. In this case, one must ask what effect an insulating dielectric layer deposited on the surface of the graphene will have. In fact, it is known that a dielectric layer decreases the mobility of carriers below it, which makes achieving the ballistic transport regime difficult [19]. Whilst top gate structures deposited upon dielectric layers have been used in graphene $[19,20,151,152]$ there has been active research in achieving "air-bridge" top gates [21, 22]: top gates that have an air gap below them to remove the effect of the dielectric layer.


Figure 4.4: A series of top gates of varying sizes separated from the substrate with an air gap. The scale bar is $2 \mu \mathrm{~m}$. From Liu et al. in Ref. [22]
"Air-bridge" top gate structures are produced using lift-off resist; the top gate is deposited upon a layer that can be removed using solvents [21, 22]. The top gate is now suspended above the graphene sheet, separated by an air gap (see Fig. 4.4) and removes the problem with the reduction in mobility due to the dielectric layer. There are, however, other problems associated with "air-bridge" structures, including sagging of the top gate; with a large suspension distance, the top gate begins to sag under its own weight [21, 22], see Fig. 4.5.Furthermore, due to this, "air


Figure 4.5: Top gate structures are shown to sag with decreasing width. The scale bar is $2 \mu \mathrm{~m}$. From Liu et al. in Ref. [22]
bridge" top gates have to be wider than conventional top gates to increase their rigidity [21, 22].

### 4.3 Fully confined modes in graphene

### 4.3.1 Optical analogies

However, in light of the proceeding analogy it is not surprising that confinement is impossible using the current geometry employed in top gated devices to study resonant tunneling. Owing to graphene's linear dispersion one can liken graphene's charge carriers to that of photons. Such an analogy has led to many proposed effects such as the Goos-Hänchen effect $[155,156]$ and using the Veslago's lens for electron beam focusing [25]. Fiber optic cables are used to guide and confine photons, light entering normal to the fiber easily passes through as shown in Fig. 4.6 (a), whereas light propagating along the fiber can be confined as shown in Fig 4.6 (b), providing the waveguide is constructed from materials of appropriate refractive indices. The electrostatic equivalent of such structures is the p-n-p junction. Here the quantum well acts as the higher index material and traps the electrons and of course, a smooth well is required to avoid inter-valley scattering. The described geometry is therefore akin to a waveguide formed by a smoothly graduated refractive index.


Figure 4.6: Light propagating: (a) along a fiber optic cable, (b) through a fiber optic cable.

### 4.3.2 Observation of modes

In the low energy regime, graphene's dispersion is given by

$$
\begin{equation*}
E= \pm v_{\mathrm{F}} \hbar|\mathbf{q}|, \tag{4.17}
\end{equation*}
$$

where $\mathbf{q}$ is the particles momentum relative to the Dirac point. From Eq. (4.17) the density of states per unit volume, $D$, is found to be

$$
\begin{equation*}
D(E)=\frac{2 E}{\pi}\left(\frac{1}{\hbar v_{F}}\right)^{2} . \tag{4.18}
\end{equation*}
$$

(a)

(b)

(c)


Figure 4.7: A depiction of graphene's dispersion relation (thick black line) outside the influence of an electrostatic potential (represented by the thin black line) created by a top gate. The dotted line shows the Fermi level position at: (a) $\epsilon_{F}<0$, (b) $\epsilon_{F}>0$ and (c) $\epsilon_{F}=0$. (d) represents a waveguide in bi-layer graphene.

The density of states is linear in energy, hence as $E \rightarrow 0$ the density of states vanishes, whereas for a conventional two-dimensional system, the of density of states per unit volume, given by

$$
\begin{equation*}
D(E)=\frac{m}{\pi \hbar^{2}} \tag{4.19}
\end{equation*}
$$

remains finite.
Let us now consider a one-dimensional symmetric potential, which is both smooth and vanishing as $x \rightarrow \infty$. For a conventional system, inside the well there exists discrete energy levels, whereas outside the well the particles are free, their spectra continuous. The transverse degree of freedom (i.e. motion along the well) allows the coupling of states inside and outside of the well. Hence any mode contained within such a waveguide has a finite lifetime and are referred to as "leaky modes". For both conventional and graphene systems when the Fermi energy, $\epsilon_{F}$, is non-zero, the conductivity will be dominated by the 2D Fermi sea of electrons throughout the sample, as can be seen in Fig. 4.7, thus making the observation of confined modes difficult.

Let us now consider the case of $E=0$. For conventional systems the density of states outside the well is finite, therefore the bound states inside the well can leak into the continuum states outside of the well. In contrast to conventional systems, graphene's density of states is zero at $E=0$; there are no accessible states outside the well at $E=0$, therefore fully confined modes in graphene can exist. For an ideal sample, at low temperatures, the conductivity of the channel would be the only contribution to sample conductance. In contrast to this, bi-layer graphene's dispersion is parabolic and therefore any modes propagating along the waveguide would be leaky and their contribution to sample conductivity would be swamped by the sea of Fermi electrons outside the well c.f. Fig. 4.7 (d).

### 4.4 Fully confined modes in a model potential

The Hamiltonian of graphene for a two-component Dirac wavefunction in the presence of a onedimensional potential $U(x)$ is

$$
\begin{equation*}
\hat{H}=v_{F}\left(\sigma_{x} \hat{p}_{x}+\sigma_{y} \hat{p}_{y}\right)+U(x) \tag{4.20}
\end{equation*}
$$

where $\sigma_{x, y}$ are the Pauli spin matrices, $\hat{p}_{x}=-i \hbar \frac{\partial}{\partial x}$ and $\hat{p}_{y}=-i \hbar \frac{\partial}{\partial y}$ are the momentum operators in the $x$ and $y$ directions respectively and $v_{F} \approx 1 \times 10^{6} \mathrm{~m} / \mathrm{s}$ is the Fermi velocity in graphene. In what follows we will consider smooth confining potentials, which do not mix the two inequivalent valleys. All the results herein can be easily reproduced for the other valley. When Eq. (4.20) is
applied to a two-component Dirac wavefunction of the form:

$$
\left[\begin{array}{l}
\Psi_{A}(x)  \tag{4.21}\\
\Psi_{B}(x)
\end{array}\right] \mathrm{e}^{i q_{y} y}
$$

where $\Psi_{A}(x)$ and $\Psi_{B}(x)$ are the wavefunctions associated with the $A$ and $B$ sub-lattices of graphene respectively and the free motion in the $y$-direction is characterized by the wave vector $q_{y}$ measured with respect to the Dirac point, the following coupled first-order differential equations are obtained:

$$
\begin{align*}
& {[V(x)-\epsilon] \Psi_{A}(x)-i\left(\frac{\partial}{\partial x}+q_{y}\right) \Psi_{B}(x)=0}  \tag{4.22}\\
& -i\left(\frac{\partial}{\partial x}-q_{y}\right) \Psi_{A}(x)+[V(x)-\epsilon] \Psi_{B}(x)=0 \tag{4.23}
\end{align*}
$$

Here $V(x)=U(x) / \hbar v_{F}$ and energy $\epsilon$ is measured in units of $\hbar v_{F}$. For the treatment of confined modes within a symmetric electron waveguide, $V(x)=V(-x)$, it is convenient to consider symmetric and anti-symmetric modes. One can see from Eqs.(4.5-4.6) that $\Psi_{A}(x)$ and $\Psi_{B}(x)$ are neither even or odd, so we transform to symmetrized functions:

$$
\begin{equation*}
\Psi_{1}=\Psi_{A}(x)-i \Psi_{B}(x), \quad \Psi_{2}=\Psi_{A}(x)+i \Psi_{B}(x) \tag{4.24}
\end{equation*}
$$

The wavefunctions $\Psi_{1}$ and $\Psi_{2}$ satisfy the following system of coupled first-order differential equations:

$$
\begin{align*}
& {\left[V(x)-\left(\epsilon-q_{y}\right)\right] \Psi_{1}-\frac{\partial \Psi_{2}}{\partial x}=0}  \tag{4.25}\\
& \frac{\partial \Psi_{1}}{\partial x}+\left[V(x)-\left(\epsilon+q_{y}\right)\right] \Psi_{2}=0 \tag{4.26}
\end{align*}
$$

It is clear from Eqs.(4.25-4.26) that $\Psi_{1}$ and $\Psi_{2}$ have opposite parity.
Notably, upon exchanging $x$ for $y$ and $p_{x}$ for $p_{y}$, the system of equations Eqs.(4.25-4.26) can be written in the compact form:

$$
\begin{equation*}
\left(v_{F} \sigma_{y} \hat{p}_{y}+m_{e f f} v_{\mathrm{F}}^{2} \sigma_{z}\right) \psi=[E-U(y)] \psi, \tag{4.27}
\end{equation*}
$$

where

$$
\psi=\left[\begin{array}{l}
\Psi_{1}(y)  \tag{4.28}\\
\Psi_{2}(y)
\end{array}\right] \mathrm{e}^{i q_{x} x},
$$

$\sigma_{z}$ is the Pauli spin matrix and $m_{e f f}=\left|p_{x}\right| / v_{\mathrm{F}}$. Eq. (4.27) is none other than the 1D Dirac equation
with mass, and for a particle with mass, confinement is the natural expectation. Furthermore, it can be seen from Eq. (4.27) that a particle impinging normal to the barrier will become massless, and according to the Klein paradox will be transmitted with a probability of unity.

For an ideal graphene sheet at half-filling the conductivity is expected to vanish due to the vanishing density of states. When the Fermi energy is at the Dirac point $(\epsilon=0)$ there are no charge carriers within the system, so graphene is a perfect insulator. However all available experiments demonstrate non-vanishing minimal conductivity [12, 13, 167] of the order of $e^{2} / h$ which is thought to be due to disorder within the system [13, 168, 169, 173] or finite-size effects [174, 175].

In order to study confined states within and conductance along an electron waveguide it is necessary to use the back gate to fix the Fermi energy $\left(\epsilon_{F}\right)$ at zero, as shown in Fig. 4.8 (b). Note that Fig. 4.8 (a) is just a schematic of the proposed experimental geometry and that side contacts may be needed to maintain the "bulk" Fermi level at zero energy. The conductivity of the graphene sheet is a minimum and for a square sample the conductance is of the order of the conductance carried by a single mode within a waveguide. Thus the appearance of confined modes within the electron waveguide will drastically change the conductance of a graphene flake. Indeed each mode will contribute $4 e^{2} / h$, taking into account valley and spin degeneracy. For device applications the sample should be designed in such a way that the contribution to the conductance from the confined modes is most prominent. In the ideal case, the conductivity of the channel would be the only contribution to that of the graphene sheet. When $\epsilon_{F} \neq 0$, the conductivity will be dominated by the 2D Fermi sea of electrons throughout the graphene sheet. Henceforth, we shall consider the modes for $\epsilon=0$.

We shall consider truly smooth potentials, allowing us to avoid the statement of "sharp but smooth" potentials, which is commonly used to neglect inter-valley mixing for the tunneling problem [14, 18, 149, 158, 159]. Furthermore, we are interested in potentials that vanish at infinity and have at least two fitting parameters, characterizing their width and strength, in order to fit experimental potential profiles $[19,20,21,22,151,152]$. Let us consider the following class of potentials, which satisfy the aforementioned requirements:

$$
\begin{equation*}
V(x)=-\frac{\alpha}{\cosh ^{\lambda}(\beta x)} \tag{4.29}
\end{equation*}
$$

where $\alpha, \beta$ and $\lambda$ are positive parameters. The negative sign in Eq. (4.29) reflects a potential well for electrons, and similar results can easily be obtained for holes by changing the sign of $V(x)$. Notably $\lambda=2$ is the familiar case of the Pöschl-Teller potential, which has an analytic solution for the non-relativistic case [176].

(b)


Figure 4.8: (a) A schematic diagram of a Gedankenexperiment for the observation of localized modes in graphene waveguides, created by the top gate ( $\mathrm{V}_{\mathrm{TG}}$ ). The Fermi level is set using the back gate $\left(\mathrm{V}_{\mathrm{BG}}\right)$ to be at the Dirac point $\left(\epsilon_{F}=0\right)$. (b) The electrostatic potential created by the applied top gate voltage. The plane shows the Fermi level position at $\epsilon_{F}=0$.

### 4.4.1 Accuracy of the model potential

To illustrate the relevance of the chosen model potential to realistic top-gate structures a simple calculation of the potential distribution in the graphene plane for a simplified top-gate structure is presented. Fig. 4.9 shows the model used in the estimate. We shall consider a wire of radius $r_{0}$, separated by distance $h$ from a metallic substrate (i.e. doped Si ). We are interested in the potential profile in the graphene plane elevated by distance $d$ from the same substrate. As we are interested in the case when the Fermi level in graphene is at zero energy (the Dirac point), we assume the absence of free carriers in graphene. We also assume the absence of any dielectric layers, but the problem can be generalized in such an instance.

The potential generated by the wire $\phi_{1}$ and the potential due to the image charge within the doped Si $\phi_{2}$ are

$$
\begin{equation*}
\phi_{1}=-\frac{\Gamma}{2 \pi \epsilon} \ln \left(\frac{r}{h}\right) \tag{4.30}
\end{equation*}
$$



Figure 4.9: The simplified geometry used to obtain the model potential. The image charge is shown for convenience.
and

$$
\begin{equation*}
\phi_{2}=\frac{\Gamma}{2 \pi \epsilon} \ln \left(\frac{l}{h}\right) \tag{4.31}
\end{equation*}
$$

respectively, where $r$ and $l$ are the distances from the wire and image charge respectively, and $\epsilon$ is the permittivity of air. The total potential along the $z$-axis is found (using $l=2 h-z$ and $r=z$ ) to be:

$$
\begin{equation*}
\phi=\frac{\Gamma}{2 \pi \epsilon}\left[\ln \left(\frac{2 h-z}{h}\right)-\ln \left(\frac{z}{h}\right)\right]=\frac{\Gamma}{2 \pi \epsilon} \ln \left(\frac{2 h-z}{z}\right), \tag{4.32}
\end{equation*}
$$

thus the applied potential at the wire (e.g. $z=r_{0}$ ) is

$$
\begin{equation*}
\phi_{a p p l}=\frac{\Gamma}{2 \pi \epsilon} \ln \left(\frac{2 h-r_{0}}{r_{0}}\right) \tag{4.33}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma=2 \pi \epsilon\left[\frac{\phi_{\text {appl }}}{\ln \left(\frac{2 h-r_{0}}{r_{0}}\right)}\right] \tag{4.34}
\end{equation*}
$$

The potential in the graphene sheet can be found using the fact that $r^{2}=x^{2}+(h-d)^{2}$ and $l^{2}=x^{2}+(h+d)^{2}$ and is easily shown to be:

$$
\begin{equation*}
U(x)=\frac{e \widetilde{\phi_{0}}}{2} \ln \left[\frac{x^{2}+(h-d)^{2}}{x^{2}+(h+d)^{2}}\right] \tag{4.35}
\end{equation*}
$$

where $\widetilde{\phi_{0}}=\phi_{0} / \ln \left[\left(2 h-r_{0}\right) / r_{0}\right]$ and $\phi_{0}$ is the voltage applied between the top electrode and metallic substrate. One can see that this potential behaves as:

$$
\begin{array}{cl}
U(x) \approx-U_{0}+e \widetilde{\phi_{0}} \frac{2 h d}{\left(h^{2}-d^{2}\right)^{2}} x^{2} ; & x \ll(h-d),  \tag{4.36}\\
U(x) \approx e \widetilde{\phi_{0}} \frac{2 h d}{x^{2}} ; & x \gg(h+d) .
\end{array}
$$

The depth of the potential well is given by

$$
\begin{equation*}
U_{0}=e \phi_{0}\left[\frac{\ln \left(\frac{h+d}{h-d}\right)}{\ln \left(\frac{2 h-r_{0}}{r_{0}}\right)}\right], \tag{4.37}
\end{equation*}
$$

and the half-width at half-maximum (HWHM) is given by $x_{0}=\sqrt{h^{2}-d^{2}}$. In Fig. 4.10 we show a comparison between the potential given by Eq. (4.35) and the potential $-U_{0} / \cosh (\beta x)$ with the same HWHM and potential strength. Clearly the potential given by $-U_{0} / \cosh (\beta x)$ provides a significantly better approximation than that of the square well potential.


Figure 4.10: A comparison between the potential created by a wire suspended above the graphene plane (solid line) and the $-U_{0} / \cosh (\beta x)$ potential with the same half width at half maximum (dashed line).

### 4.4.2 Solution of the 2D Dirac equation for $-U_{0} / \cosh (\beta x)$

Eliminating $\Psi_{2}\left(\Psi_{1}\right)$ reduces the system of Eqs. (4.25-4.26) to a single second-order differential equation for $\Psi_{1}\left(\Psi_{2}\right)$, which for the potential given by Eq. (4.29) and $\epsilon=0$ becomes

$$
\begin{equation*}
\frac{\partial^{2} \Psi_{1,2}}{\partial z^{2}}+\lambda \tanh (z) \frac{\omega \cosh ^{-\lambda}(z)}{\omega \cosh ^{-\lambda}(z) \pm \Delta} \frac{\partial \Psi_{1,2}}{\partial z}+\left(\omega^{2} \cosh ^{-2 \lambda}(z)-\Delta^{2}\right) \Psi_{1,2}=0 \tag{4.38}
\end{equation*}
$$

where the dimensionless variables $z=\beta x, \Delta=q_{y} / \beta$ and $\omega=\alpha / \beta$ are used. For $\lambda=1$, the change of variable $\xi=\tanh (z)$ allows Eq. (4.38) to be reduced to a set of hypergeometric equations yielding the following non-normalized bound solutions for $\Delta>0$ :

$$
\begin{align*}
& \Psi_{1,2}= \pm(1+\xi)^{p}(1-\xi)^{q}{ }_{2} \mathrm{~F}_{1}\left(p+q-\omega, p+q+\omega ; 2 p+\frac{1}{2} ; \frac{1+\xi}{2}\right) \\
& +(-1)^{n}(1+\xi)^{q}(1-\xi)^{p}{ }_{2} \mathrm{~F}_{1}\left(p+q-\omega, p+q+\omega ; 2 p+\frac{1}{2} ; \frac{1-\xi}{2}\right), \tag{4.39}
\end{align*}
$$

where in order to terminate the hypergeometric series it is necessary to satisfy $p=\frac{1}{2}(\omega-n)+\frac{1}{4}$, $q=\frac{1}{2}(\omega-n)-\frac{1}{4}$ and $\Delta=\omega-n-\frac{1}{2}$, where $n$ is a positive integer. Though it has been assumed that $\omega$ is positive, one can see that the structure of the solutions in Eq. (4.39) remains unchanged with the change of sign of $\omega$, reflecting electron-hole symmetry. In order to avoid a singularity at $\xi= \pm 1$ we require that both $p>0$ and $q>0$ and obtain the condition that $\omega-n>\frac{1}{2}$. It should be noted that this puts an upper limit on $n$, the order of termination of the hypergeometric series. Notably the first mode occurs at $n=0$, thus there is a lower threshold of $\omega>\frac{1}{2}$ for which bound modes appear. Hence within graphene, quantum wells are very different to the non-relativistic case; bound states are not present for any symmetric potential, they are only present for significantly strong or wide potentials, such that $\omega=\alpha / \beta>\frac{1}{2}$.

Let us consider the first mode $(n=0)$ in Eq. (4.39) which appears within the electronic waveguide with increasing $\omega$. In this case the hypergeometric function is unity, and the normalized wavefunctions are:

$$
\begin{equation*}
\Psi_{1,2}=A_{1}\left[(1+\xi)^{\frac{\omega}{2}-\frac{1}{4}}(1-\xi)^{\frac{\omega}{2}+\frac{1}{4}} \pm(1+\xi)^{\frac{\omega}{2}+\frac{1}{4}}(1-\xi)^{\frac{\omega}{2}-\frac{1}{4}}\right] \tag{4.40}
\end{equation*}
$$

where $A_{1,2}$ is given by:

$$
\begin{equation*}
A_{1,2}=\left\{\frac{\beta(2 \omega-1) \Gamma(\omega) \Gamma\left(\omega+\frac{1}{2}\right)}{4 \sqrt{\pi}\left[2 \Gamma^{2}\left(\omega+\frac{1}{2}\right) \pm(2 \omega-1) \Gamma^{2}(\omega)\right]}\right\}^{\frac{1}{2}} \tag{4.41}
\end{equation*}
$$

where $\Gamma(z)$ is the Gamma function. As expected, the two functions given by Eq. (4.40) are of different parity, thus unlike the non-relativistic case there is an odd function corresponding to the first confined mode. This leads to a threshold in the characteristic potential strength $\omega$ at which the first confined mode appears; much like in the conventional quantum well, where the first odd state appears only for a sufficiently deep or wide potential well. Fig. 4.11 shows $\Psi_{1}, \Psi_{2}$ and the corresponding electron density profiles for the first and second bound modes for the case of $\omega=2$. The shape of the confinement potential is shown for guidance within the same figure. The charge density profile for these modes differs drastically from the non-relativistic case. The first mode $(n=0)$ has a dip in the middle of the potential well, whereas the second mode $(n=1)$ has a maximum. This is a consequence of the complex two-component structure of the wavefunctions.

For negative values of $\Delta, \Psi_{1}$ and $\Psi_{2}$ switch parity such that $\Psi_{1,2}(-\Delta)=\Psi_{2,1}(\Delta)$. This means backscattering within a channel requires a change of parity of the wavefunctions in the $x$-direction. Notably, when another inequivalent Dirac valley is considered, one finds that there are modes of the same parity propagating in the opposite direction. However inter-valley scattering requires a very short-range potential or proximity to the sample edges. Thus for smooth scattering potentials


Figure 4.11: The wavefunctions $\Psi_{1}$ (solid line) and $\Psi_{2}$ (dashed line) are shown for $\omega=2$ for (a) the first $(n=0)$ mode and (b) the second $(n=1)$ mode. A potential profile is provided as a guide for the eye (dotted line). The insets show the electron density profile for the corresponding modes.
backscattering should be strongly suppressed. Such suppression should result in an increase in the mean free path of the channel compared to that of graphene. This is similar to the suppression of backscattering in carbon nanotubes [16], where the ballistic regime is believed to persist up to room temperature with a mean free path exceeding one micrometer [39, 71]. In some sense the considered waveguide can be thought of as a carbon nanotube-like structure with parameters controlled by the top gate.

Notably, the results obtained are also applicable for the case of a one-dimensional massive particle which is confined in the same potential. This can be achieved by the substitution $\left|q_{y}\right| \rightarrow$ $m v_{F} / \hbar$ into Eqs.(4.25-4.26), where the gap is given by $2 m v_{F}^{2}$. Hence in the massless 2D case the momentum along the waveguide plays the same role as the gap in the massive one-dimensional case. Therefore, in a massive one-dimensional Dirac system (such as a narrow gap carbon nanotube) there exists a bound state in the middle of the gap for certain values of the characteristic strength of the potential. This problem is considered in more detail in Ref. [177].

The number of modes $N_{\omega}$ at a fixed value of $\omega$ is the integer part of $\omega+\frac{1}{2}$ herein denoted $N_{\omega}=\left\lfloor\omega+\frac{1}{2}\right\rfloor$. The conductance of an ideal one-dimensional channel characterized by $\omega$ is found using the Landauer formula to be $G_{\omega}=4 N_{\omega} e^{2} / h$. By modulating the parameters of the potential, one can increase the conductance of the channel from zero in jumps of $4 e^{2} / h$. The appearance of the first and further confined modes within the conducting channel modifies both the strength and the profile of the potential. This nonlinear screening effect $[23,160]$ is neglected in the above expression for $G_{\omega}$ and shall be a subject of future investigation.

### 4.4.3 Discussion and conclusions

All the results obtained in this section have been for a specific potential. However, general conclusions can be drawn from these results for any symmetric potential. Namely, the product of the potential strength and its width dictates the number of confined modes within the channel [178]. Moreover, this product has a threshold value for which the first mode appears. The width of the potential is defined by the geometry of the top gate structure, and the strength of the potential is defined by the voltage applied to the top gate. The mean free path of electrons within graphene is of the order of 100 nm and sub- 100 nm width gates have been reported in the literature [19, 20, 21, 22, 151, 152], making quantum effects relevant. The number of modes within such top-gated structures is governed by the strength of the potential, with new modes appearing with increasing potential strength. In a top gate structure modeled by our potential with a width at half maximum of 50 nm , the first bound mode should appear for a potential strength of approximately 17 meV and further modes should appear with increasing potential strength in steps of 34 meV ,
which corresponds to 395 K . Therefore a noticeable change in conductivity should be observed in realistic structures even at room temperature. This is similar to the quantum Hall effect which is observed in graphene at room temperature [179]. Thus by changing the geometry from normal transmission to propagation along a potential, we establish the ability of graphene to be used as a switching device.

In summary, it has been shown that contrary to widespread belief, truly confined (non-leaky) modes are possible in graphene in a smooth electrostatic potential vanishing at infinity. Full confinement is possible for zero-energy modes due to the vanishing density of states at the charge neutrality point. Exact analytical solutions for fully confined zero-energy modes in the potential $V(x)=-\alpha / \cosh (\beta x)$ have been obtained. Such a potential provides a reasonable fit to experimental potential profiles in existing top gate structures [19, 20, 21, 22, 151, 152]. Within such a potential there is a threshold value of $\omega=\alpha / \beta$ for which bound modes first appear, which is contrary to conventional non-relativistic systems. A simple relation between the number of confined modes and the characteristic potential strength $\omega$ has been found. The threshold potential strength enables on/off behavior within the graphene waveguide, and suggests future device applications. The existence of bound modes within smooth potentials in graphene may provide an additional argument in favor of the mechanism for minimal conductivity, where charge puddles lead to a percolation network of conducting channels [173].

There are experimental challenges which need to be resolved in order to observe confined modes in graphene waveguides. These include creating narrow gates and thin dielectric layers as well as optimizing the geometry of the sample. Our work also poses further theoretical problems, including the study of non-linear screening, many-body effects, parity changing backscattering and inter-valley scattering within the channel.

The study of quasi-one-dimensional channels within conventional semiconductor systems has led to many interesting effects. Many problems are still outstanding, including the 0.7 anomaly in the ballistic conductance which is a subject of extensive experimental and theoretical study [180]. It is envisaged that the ability to produce quasi-one-dimensional channels within graphene, containing quasi-relativistic carriers, will reveal new, interesting and non-trivial physics.

## Chapter 5

## Conclusion

A linearly polarized excitation is shown to create a strongly anisotropic distribution of photoexcited carriers in graphene, where the momenta of photoexcited carriers are aligned preferentially normal to the polarization plane, allowing one to effectively steer the electrons in graphene by light. The alignment is due to the pseudo-spin. Namely, the ratio of the two components of the spinor-like graphene wavefunction depends on momentum which influences the optical transition selection rules. The alignment phenomena offers an experimental tool to generate highly directional photoexcited carriers which could assist in the investigation of "direction-dependent phenomena" in graphene-based nanostructures.

The effect of momentum alignment in graphene also provides a contact-free method of characterizing energy and momentum relaxation. It was shown that in the weak pumping regime, the HPL is completely de-polarized after relaxing via the interaction with long-wavelength optical phonons intrinsic to graphene, whereas the relaxation of hot electrons via the coupling to bulk optical phonons in silicon carbide does not. Studying the depolarization of HPL in a magnetic field, allows one to obtain the momentum relaxation times of hot electrons.

In the presence of trigonal warping one must take into account contributions from both Dirac points to fully describe graphene's optical transition selection rules. This warping has also been shown to be a means to spatially separate carriers belonging to different valleys, therefore opening the door to an optical means of controlling valley polarization (optovalleytronics) and quantum computing in graphene.

Within the frame of a simple zone-folding model of the $\pi$-electron graphene spectrum, it was demonstrated that quasi-metallic carbon nanotubes can emit terahertz radiation when a potential difference is applied to their ends. The maximum of the spectral density of emission is shown to have a strong voltage dependence, which is universal for all quasi-metallic carbon nanotubes in the
ballistic regime.
For the case of zig-zag quasi-metallic carbon nanotubes, it was shown that the same intrinsic curvature which opens the gap in the spectrum also allows optical transitions in the terahertz range. This result is expected to be true for all quasi-metallic tubes. In such narrow-gap carbon nanotubes, it has been shown that the exciton binding energy scales with the band gap and vanishes as the gap decreases, even for strong electron-hole attraction. Hence, excitonic effects, which explain the poor electroluminescent properties of semiconducting nanotubes, should not dominate for narrowgap carbon nanotubes. Therefore, arrays of quasi-metallic tubes are promising candidates as active elements of amplifiers and generators of coherent terahertz radiation or as building blocks in terahertz radiation detectors

Not only can the electrons in graphene be steered by light, but they can also be confined and steered by electrostatic potentials. It has been shown that contrary to widespread belief, truly confined modes are possible in graphene in a smooth electrostatic potential vanishing at infinity. Full confinement is possible for zero-energy modes due to the vanishing density of states at the charge neutrality point. Exact analytical solutions for fully confined zero-energy modes in the potential $V(x)=-\alpha / \cosh (\beta x)$ have been obtained. Such a potential provides a reasonable fit to experimental potential profiles in existing top gate structures . Within such a potential there is a threshold value of $\omega=\alpha / \beta$ for which bound modes first appear, which is contrary to conventional non-relativistic systems. A simple relation between the number of confined modes and the characteristic potential strength $\omega$ has been found. The threshold potential strength enables on/off behavior within the graphene waveguide and could serve as a basis for future device applications.

## Appendix A

## Appendices to chapter 1

## A. 1 Graphene's dispersion in polar coordinates

Graphene's electron energy spectrum can be described by the expression:

$$
\begin{equation*}
\xi_{s}=s|t| \sqrt{3+4 \cos \left(\frac{\sqrt{3}}{2} a k_{x}\right) \cos \left(\frac{1}{2} a k_{y}\right)+2 \cos \left(k_{y} a\right)} . \tag{A.1}
\end{equation*}
$$

Since we are interested in optical transitions which occur in the vicinity of the Dirac point, it is natural to re-express Eq. (A.1) in terms of $\mathbf{q}$, defined as the momentum measured relative to the $\mathbf{K}_{+}$or $\mathbf{K}_{-}$point. i.e. $\mathbf{k}=\mathbf{q}+\mathbf{K}_{ \pm}$, thus Eq. (A.1) can be expressed by

$$
\begin{gather*}
\xi_{s}=s|t|\left[3-2 \cos \left(q_{y} a \pm \frac{\pi}{3}\right) \mp \sqrt{3} \sin \left(\frac{1}{2} a q_{y}+\frac{\sqrt{3}}{2} a q_{x}\right) \mp \sqrt{3} \sin \left(\frac{1}{2} q_{y} a-\frac{\sqrt{3}}{2} a q_{x}\right)\right. \\
\left.-\cos \left(\frac{1}{2} q_{y} a-\frac{\sqrt{3}}{2} a q_{x}\right)-\cos \left(\frac{1}{2} q_{y} a+\frac{\sqrt{3}}{2} a q_{x}\right)\right]^{\frac{1}{2}} . \tag{A.2}
\end{gather*}
$$

Upon moving to polar coordinates Eq. (A.2) becomes

$$
\begin{gathered}
\xi_{s}=s|t|\left\{3-2 \cos \left[a q \sin \left(\varphi_{\mathbf{q}}\right) \pm \frac{\pi}{3}\right] \mp \sqrt{3} \sin \left[a q \sin \left(\varphi_{\mathbf{q}}-\frac{\pi}{3}\right)\right]-\cos \left[a q \sin \left(\varphi_{\mathbf{q}}-\frac{\pi}{3}\right)\right]\right. \\
\left.\mp \sqrt{3} \sin \left[a q \sin \left(\varphi_{\mathbf{q}}+\frac{\pi}{3}\right)\right]-\cos \left[a q \sin \left(\varphi_{\mathbf{q}}+\frac{\pi}{3}\right)\right]\right\}^{\frac{1}{2}}
\end{gathered}
$$

where $q=\sqrt{q_{x}^{2}+q_{y}^{2}}$ and $\varphi_{\mathbf{q}}=\arctan \left(q_{y} / q_{x}\right)$. Further simplification results in
$\xi_{s}=s|t| \sqrt{3-2 \cos \left[\frac{\pi}{3} \mp a q \sin \left(\varphi_{\mathbf{q}}-\frac{\pi}{3}\right)\right]-2 \cos \left[\frac{\pi}{3} \mp a q \sin \left(\varphi_{\mathbf{q}}+\frac{\pi}{3}\right)\right]-2 \cos \left[\frac{\pi}{3} \pm a q \sin \left(\varphi_{\mathbf{q}}\right)\right]}$.

## A. 2 Matrix element of optical transitions

In section 2.3.3 the matrix element of velocity between the valence and conduction bands was found to be

$$
\begin{equation*}
i \frac{t}{\hbar}\left[\left(C_{1}^{C}\right)^{\star}\left(C_{2}^{V}\right) \sum_{i=1}^{3} e^{i \mathbf{k} \cdot \mathbf{u}_{i}} \mathbf{u}_{i}-\left(C_{2}^{C}\right)^{\star}\left(C_{1}^{V}\right) \sum_{i=1}^{3} e^{-i \mathbf{k} \cdot \mathbf{u}_{i}} \mathbf{u}_{i}\right] \tag{A.3}
\end{equation*}
$$

Using the identity $-\left(C_{2}^{C}\right)^{\star}\left(C_{1}^{V}\right)=\left\{\left(C_{1}^{C}\right)^{\star}\left(C_{2}^{V}\right)\right\}^{\star}$ Eq. (A.3) can be reduced to

$$
\begin{equation*}
i 2 \frac{t}{\hbar} \Re\left[\left(C_{1}^{C}\right)^{\star}\left(C_{2}^{V}\right) \sum_{i=1}^{3} e^{i \mathbf{k} \cdot \mathbf{u}_{i}} \mathbf{u}_{i}\right] \tag{A.4}
\end{equation*}
$$

Eqs.(2.21, A.4) yield;

$$
\begin{gathered}
i \frac{a t}{\hbar \sqrt{\left|f_{k}\right|^{2}}} \Re\left\{\frac{1}{\sqrt{3}}\left[1-2 \cos ^{2}\left(\frac{1}{2} a k_{y}\right)+2 e^{i \frac{\sqrt{3}}{2} a k_{x}} \cos \left(\frac{1}{2} a k_{y}\right)-e^{-i \frac{\sqrt{3}}{2} a k_{x}} \cos \left(\frac{1}{2} a k_{y}\right)\right] \mathbf{i}\right. \\
\left.+i \sin \left(k_{y} \frac{a}{2}\right)\left[e^{-i \frac{\sqrt{3}}{2} a k_{x}}+\cos \left(\frac{1}{2} a k_{y}\right)\right] \mathbf{j}\right\}
\end{gathered}
$$

Retaining the real part only, the matrix element becomes

$$
i \frac{a t}{\hbar \sqrt{\left|f_{k}\right|^{2}}}\left\{\frac{1}{\sqrt{3}}\left[\cos \left(\frac{\sqrt{3}}{2} a k_{x}\right) \cos \left(\frac{1}{2} a k_{y}\right)-\cos \left(a k_{y}\right)\right] \mathbf{i}+\sin \left(\frac{\sqrt{3}}{2} a k_{x}\right) \sin \left(\frac{1}{2} a k_{y}\right) \mathbf{j}\right\}
$$

The projection of the electron velocity along the direction of the polarization vector, $\mathbf{e}$, is given by $\mathbf{e} \cdot\left\langle\psi^{C}\right| \hat{\mathbf{v}}\left|\psi^{V}\right\rangle:$

$$
\begin{equation*}
i \frac{a t}{\hbar \sqrt{\left|f_{k}\right|^{2}}}\left\{\frac{1}{\sqrt{3}}\left[\cos \left(\frac{\sqrt{3}}{2} a k_{x}\right) \cos \left(\frac{1}{2} a k_{y}\right)-\cos \left(a k_{y}\right)\right] e_{x}+\sin \left(\frac{\sqrt{3}}{2} a k_{x}\right) \sin \left(\frac{1}{2} a k_{y}\right) e_{y}\right\} \tag{A.5}
\end{equation*}
$$

Since we are interested in optical transitions which occur in the vicinity of the Dirac point, it is natural to re-express Eq. (A.5) in terms of $\mathbf{q}$, defined as the momentum measured relative to the $\mathbf{K}_{+}$or $\mathbf{K}_{-}$point. i.e. $\mathbf{k}=\mathbf{q}+\mathbf{K}_{ \pm}$, thus Eq. (A.5) can be expressed as

$$
i \frac{a t}{2 \hbar \sqrt{\left|f_{k}\right|^{2}}}\left\{\frac{1}{\sqrt{3}}\left[-\cos \left(\frac{\pi}{3} \pm\left[\frac{\sqrt{3}}{2} a q_{x}-\frac{1}{2} a q_{y}\right]\right)-\cos \left(\frac{\pi}{3} \mp\left[\frac{\sqrt{3}}{2} a q_{x}+\frac{1}{2} a q_{y}\right]\right)+2 \cos \left(a q_{y} \pm \frac{\pi}{3}\right)\right] e_{x}\right.
$$

$$
\begin{equation*}
\left.+\left[\cos \left(\frac{\pi}{3} \mp\left[\frac{\sqrt{3}}{2} a q_{x}+\frac{1}{2} a q_{y}\right]\right)-\cos \left(\frac{\pi}{3} \pm\left[\frac{\sqrt{3}}{2} a q_{x}-\frac{1}{2} a q_{y}\right]\right)\right] e_{y}\right\} . \tag{A.6}
\end{equation*}
$$

Upon moving to polar coordinates Eq. (A.6) becomes

$$
\begin{gather*}
i \frac{a t}{2 \hbar \sqrt{\left|f_{k}\right|^{2}}}\left[\left\{\cos \left[\frac{\pi}{3} \mp a q \sin \left(\frac{\pi}{3}+\varphi_{\mathbf{q}}\right)\right]-\cos \left[\frac{\pi}{3} \pm a q \sin \left(\frac{\pi}{3}-\varphi_{\mathbf{q}}\right)\right]\right\} \sin \left(\varphi_{\mathbf{e}}\right)\right. \\
\left.+\frac{1}{\sqrt{3}}\left\{-\cos \left[\frac{\pi}{3} \pm a q \sin \left(\frac{\pi}{3}-\varphi_{\mathbf{q}}\right)\right]-\cos \left[\frac{\pi}{3} \mp a q \sin \left(\frac{\pi}{3}+\varphi_{\mathbf{q}}\right)\right]+2 \cos \left[a q \sin \left(\varphi_{\mathbf{q}}\right) \pm \frac{\pi}{3}\right]\right\} \cos \left(\varphi_{\mathbf{e}}\right)\right] \tag{A.7}
\end{gather*}
$$

where $q=\sqrt{q_{x}^{2}+q_{y}^{2}}, \varphi_{\mathbf{q}}=\arctan \left(q_{y} / q_{x}\right)$ and $\varphi_{\mathbf{e}}=\arctan \left(e_{y} / e_{x}\right)$. Further manipulation yields

$$
\begin{gather*}
\mathbf{e} \cdot\left\langle\psi^{C}\right| \hat{\mathbf{v}}\left|\psi^{V}\right\rangle=-i v_{\mathrm{F}} \frac{2}{3 \sqrt{\left|f_{k}\right|^{2}}}\left\{\cos \left(\varphi_{\mathbf{e}}\right) \cos \left[q a \sin \left(\varphi_{\mathbf{q}}\right) \pm \frac{\pi}{3}\right]\right. \\
\left.-\cos \left(\frac{\pi}{3}+\varphi_{\mathbf{e}}\right) \cos \left[\frac{\pi}{3} \mp a q \sin \left(\frac{\pi}{3}+\varphi_{\mathbf{q}}\right)\right]-\cos \left(\frac{\pi}{3}-\varphi_{\mathbf{e}}\right) \cos \left[\frac{\pi}{3} \pm a q \sin \left(\frac{\pi}{3}-\varphi_{\mathbf{q}}\right)\right]\right\} . \tag{A.8}
\end{gather*}
$$

## A. 3 Derivation of $\alpha_{1} / \alpha_{0}$ due to intrinsic optical phonons

The intraband transition rate of an electron from a state with wave vector $\mathbf{q}$ at energy $E_{0}$ to state $\mathbf{q}^{\prime}$ at energy $E_{1}=E_{0}-E_{p h}$ is:

$$
\begin{equation*}
w_{\mu}\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \propto\left[1-s_{\mu} \cos \left(\varphi_{\mathbf{q}}+\varphi_{\mathbf{q}^{\prime}}-2 \varphi_{\mathbf{p}}\right)\right] \delta_{\mathbf{q}, \mathbf{q}^{\prime}+\mathbf{p}} \tag{A.9}
\end{equation*}
$$

where $\mathbf{p}$ is the phonon wave-vector, $\mu=l$ and $t$ denote the transverse and longitudinal modes respectively, and $s_{l}=1$ while $s_{t}=-1$. Introducing the variables $\theta=\varphi_{\mathbf{q}}-\varphi_{\mathbf{q}^{\prime}}$ and $\Theta=\varphi_{\mathbf{q}^{\prime}}-\varphi_{\mathbf{p}}$ allows Eq. (A.9) to be written as

$$
\begin{equation*}
w_{\mu}\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \propto\left[1-s_{\mu} \cos (\theta+2 \Theta)\right] \delta_{\mathbf{q}, \mathbf{q}^{\prime}+\mathbf{p}} \tag{A.10}
\end{equation*}
$$

Our goal is to express Eq. (A.10) as purely a function of $\theta$.
Momentum conservation requires that $\mathbf{p} \cdot \mathbf{p}=\left(\mathbf{q}-\mathbf{q}^{\prime}\right) \cdot\left(\mathbf{q}-\mathbf{q}^{\prime}\right)$, which results in the expression

$$
\begin{equation*}
p^{2}=q^{2}+q^{\prime 2}-2 q q^{\prime} \cos (\theta) \tag{A.11}
\end{equation*}
$$

Similarly $\mathbf{q} \cdot \mathbf{q}=\left(\mathbf{q}^{\prime}+\mathbf{p}\right) \cdot\left(\mathbf{q}^{\prime}+\mathbf{p}\right)$ yields

$$
\begin{equation*}
q^{2}=q^{\prime 2}+p^{2}+2 q^{\prime} p \cos (\Theta) . \tag{A.12}
\end{equation*}
$$

From Eq. (A.11) and Eq. (A.12) we obtain:

$$
\begin{equation*}
\cos (2 \Theta)=\frac{2\left[q^{\prime}-q \cos (\theta)\right]^{2}}{\left[q^{2}+q^{\prime 2}-2 q q^{\prime} \cos (\theta)\right]}-1 \tag{A.13}
\end{equation*}
$$

Momentum conservation also requires that $\mathbf{p} \times \mathbf{q}^{\prime}=\mathbf{q} \times \mathbf{q}^{\prime}$, which leads to the usefully identity

$$
\begin{equation*}
\sin (\Theta)=-\frac{q}{p} \sin (\theta) \tag{A.14}
\end{equation*}
$$

Therefore the sine of the double angle $\Theta$ is given by

$$
\begin{equation*}
\sin (2 \Theta)=-2 \frac{q}{p} \sin (\theta) \cos (\Theta) \tag{A.15}
\end{equation*}
$$

Using Eq. (A.11) and Eq. (A.12) this can be re-expressed as

$$
\begin{equation*}
\sin (2 \Theta)=\sin (\theta) \frac{2 q^{\prime} q-2 q^{2} \cos (\theta)}{\left[q^{2}+q^{\prime 2}-2 q q^{\prime} \cos (\theta)\right]} \tag{A.16}
\end{equation*}
$$

Eqs. (A.9, A.13, A.16) yield;

$$
\begin{equation*}
w_{\mu}\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \propto 1-s_{\mu}\left[\frac{\left(q^{2}+q^{\prime 2}\right) \cos (\theta)-2 q^{\prime} q}{q^{2}+q^{\prime 2}-2 q q^{\prime} \cos (\theta)}\right] \tag{A.17}
\end{equation*}
$$

Introducing the variable $r=\frac{2 q q^{\prime}}{q^{2}+q^{\prime 2}}$ Eq. (A.17) becomes

$$
\begin{equation*}
w_{\mu}\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \propto 1+s_{\mu}\left[\frac{r-\cos (\theta)}{1-r \cos (\theta)}\right] . \tag{A.18}
\end{equation*}
$$

After simplification, the individual intraband transition rates can be expressed as

$$
\begin{align*}
& w_{l}\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \propto(1+r) \frac{1-\cos (\theta)}{1-r \cos (\theta)}  \tag{A.19}\\
& w_{t}\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \propto(1-r) \frac{1+\cos (\theta)}{1-r \cos (\theta)} \tag{A.20}
\end{align*}
$$

The total transition rates are found by integrating Eqs.(A.19-A.20) over all possible $\theta$ :

$$
W_{\mu}=\int_{-\pi}^{\pi} w_{\mu}\left(\mathbf{q}, \mathbf{q}^{\prime}\right) d \theta \propto 1-s_{\mu}\left[\frac{1-r^{2}-\sqrt{1-r^{2}}}{r \sqrt{1-r^{2}}}\right]=1+s_{\mu} \frac{q^{\prime}}{q}
$$

The distribution function after one transition is as follows

$$
\begin{equation*}
\mathcal{F}_{1}\left(\mathbf{q}^{\prime}\right) \propto \int_{-\pi}^{\pi} w\left(\mathbf{q}, \mathbf{q}^{\prime}\right)\left[1+\alpha_{0} \cos \left(2 \phi_{1}-2 \theta\right)\right] d \theta \tag{A.21}
\end{equation*}
$$

where $\phi_{1}$ is the angle between $\hat{\mathbf{e}}$ and $\mathbf{q}^{\prime}$. Substituting Eq. (A.18) into Eq. (A.21) followed by integration yields

$$
\begin{equation*}
\mathcal{F}_{1}\left(\mathbf{q}^{\prime}\right) \propto 2 \pi\left[1+s_{\mu} \frac{1}{r}\left(1-\sqrt{1-r^{2}}\right)\right]+2 \pi s_{\mu} \alpha_{0} \frac{1}{r^{3}}\left[2\left(1-r^{2}\right)-\left(2-r^{2}\right) \sqrt{1-r^{2}}\right] \cos (2 \phi) \tag{A.22}
\end{equation*}
$$

Eq. (A.22) can be expressed in the form

$$
\mathcal{F}_{1}\left(\mathbf{q}^{\prime}\right)=F_{1}(r)\left[1+\alpha_{1} \cos (2 \phi)\right],
$$

where

$$
\alpha_{1}=\alpha_{0} s_{\mu} \frac{1}{r^{3}} \frac{\left[2\left(1-r^{2}\right)-\left(2-r^{2}\right) \sqrt{1-r^{2}}\right]}{\left[1+s_{\mu} \frac{1}{r}\left(1-\sqrt{1-r^{2}}\right)\right]},
$$

which upon substitution for $r$ becomes

$$
\alpha_{1}=-\alpha_{0} s_{\mu} \frac{1}{2}\left(\frac{q^{\prime}}{q}\right) \frac{1-\left(\frac{q^{\prime}}{q}\right)^{2}}{1+s_{\mu}\left(\frac{q^{\prime}}{q}\right)}
$$

## A. 4 Derivation of $\alpha_{1} / \alpha_{0}$ due to SiC optical phonons

The distribution function of photoexcited carriers after an interaction with a bulk optical phonon in silicon carbide is given by the expression

$$
\mathcal{F}_{1}\left(\mathbf{q}^{\prime}\right)=\int_{-\infty}^{\infty} d p_{z} \int_{-\pi}^{\pi} d \theta w\left(\mathbf{q}, \mathbf{q}^{\prime}\right)\left[1+\alpha_{0} \cos \left(2 \phi_{1}-2 \theta\right)\right]
$$

where $\phi_{1}=\varphi_{\mathbf{e}}-\varphi_{\mathbf{q}^{\prime}}$ and $\theta=\varphi_{\mathbf{q}}-\varphi_{\mathbf{q}^{\prime}}$. Expanding the above expression one obtains

$$
\begin{equation*}
\mathcal{F}_{1}\left(\mathbf{q}^{\prime}\right) \propto \int_{-\infty}^{\infty} d p_{z} \int_{-\pi}^{\pi} d \theta w\left(\mathbf{q}, \mathbf{q}^{\prime}\right)\left\{1+\alpha_{0}\left[\cos \left(2 \phi_{1}\right) \cos (2 \theta)-\sin \left(2 \phi_{1}\right) \sin (2 \theta)\right]\right\} \tag{A.23}
\end{equation*}
$$

Since $w\left(\mathbf{q}, \mathbf{q}^{\prime}\right)$ is an even function of the angle $\theta$, Eq. (A.23) can be expressed as

$$
\begin{equation*}
\mathcal{F}_{1}\left(\mathbf{q}^{\prime}\right) \propto \int_{-\infty}^{\infty} d p_{z} \int_{-\pi}^{\pi} d \theta w\left(\mathbf{q}, \mathbf{q}^{\prime}\right)\left[1+\alpha_{0} \cos \left(2 \phi_{1}\right) \cos (2 \theta)\right] . \tag{A.24}
\end{equation*}
$$

Assuming that $\mathcal{F}_{1}\left(\mathbf{q}^{\prime}\right)$ can be written in the same form as Eq. (2.75):

$$
\begin{equation*}
\mathcal{F}_{1}\left(\mathbf{q}^{\prime}\right) \propto\left[1+\alpha_{1} \cos \left(2 \phi_{1}\right)\right], \tag{A.25}
\end{equation*}
$$

where $\alpha_{1}$ is a dimensionless coefficient to be determined, which represents the degree of anisotropy. Using Eqs. (A.24) and (A.25), the ratio of the degrees of polarizations is found to be

$$
\begin{equation*}
\frac{\alpha_{1}}{\alpha_{0}}=\frac{\int_{-\infty}^{\infty} d p_{z} \int_{-\pi}^{\pi} d \theta w\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \cos (2 \theta) d \theta}{\int_{-\infty}^{\infty} d p_{z} \int_{-\pi}^{\pi} d \theta w\left(\mathbf{q}, \mathbf{q}^{\prime}\right) d \theta} \tag{A.26}
\end{equation*}
$$

This ratio is always less than one, hence the momentum distribution function becomes more isotropic after each phonon interaction. Let $I_{1}=\int_{-\infty}^{\infty} d p_{z} \int_{-\pi}^{\pi} d \theta w\left(\mathbf{q}, \mathbf{q}^{\prime}\right) \cos (2 \theta) d \theta$ and $I_{2}=$ $\int_{-\infty}^{\infty} d p_{z} \int_{-\pi}^{\pi} d \theta w\left(\mathbf{q}, \mathbf{q}^{\prime}\right) d \theta$, upon substitution of Eqs. (2.107) and (2.109) into $I_{1}$ and $I_{2}$, we obtain

$$
\begin{align*}
& I_{1}=\int_{-\pi}^{\pi}\left[\int_{-\infty}^{\infty} \frac{\cos (2 \theta)}{p_{z}^{2}+q^{2}+q^{\prime 2}-2 q q^{\prime} \cos (\theta)} d p_{z}\right] d \theta  \tag{A.27}\\
& I_{2}=\int_{-\pi}^{\pi}\left[\int_{-\infty}^{\infty} \frac{1}{p_{z}^{2}+q^{2}+q^{\prime 2}-2 q q^{\prime} \cos (\theta)} d p_{z}\right] d \theta \tag{A.28}
\end{align*}
$$

Integrating with respect to $p_{z}$, using the fact that $\int_{-\infty}^{\infty} 1 /\left(p_{z}^{2}+\varepsilon^{2}\right) d p_{z}=\frac{\pi}{\varepsilon}$, results in the following expressions for integrals $I_{1}$ and $I_{2}$ :

$$
\begin{align*}
& I_{1}=2 \pi \int_{0}^{\pi}\left[\frac{\cos (2 \theta)}{\sqrt{\left(q+q^{\prime}\right)^{2}-4 q q^{\prime} \cos ^{2}\left(\frac{\theta}{2}\right)}}\right] d \theta  \tag{A.29}\\
& I_{2}=2 \pi \int_{0}^{\pi}\left[\frac{1}{\sqrt{\left(q+q^{\prime}\right)^{2}-4 q q^{\prime} \cos ^{2}\left(\frac{\theta}{2}\right)}}\right] d \theta \tag{A.30}
\end{align*}
$$

Making the change of variable $\frac{\theta}{2}=\left(\frac{\pi}{2}-\alpha\right)$ allows the ratio of the anisotropy parameters of the distribution functions (the degree of linear depolarization), Eq. (A.26), to be expressed as

$$
\begin{equation*}
\frac{\alpha_{1}}{\alpha_{0}}=\frac{\int_{0}^{\frac{\pi}{2}}\left[\frac{\cos (4 \alpha)}{\sqrt{1-R^{2} \sin ^{2}(\alpha)}}\right] d \alpha}{\int_{0}^{\frac{\pi}{2}}\left[\frac{1}{\sqrt{1-R^{2} \sin ^{2}(\alpha)}}\right] d \alpha}=\frac{\int_{0}^{\frac{\pi}{2}}\left[\frac{\cos (4 \alpha)}{\sqrt{1-R^{2} \sin ^{2}(\alpha)}}\right] d \alpha}{\boldsymbol{K}(R)} \tag{A.31}
\end{equation*}
$$

where $R^{2}=\frac{4 q q^{\prime}}{\left(q+q^{\prime}\right)^{2}}$ and $\boldsymbol{K}$ is the complete elliptic integral of the first kind. In fact, $I_{1}$ can be expressed in terms of elliptic integrals of the first and second kind. Eq (A.29) can be expressed as

$$
\begin{equation*}
I_{1}=4 \pi \int_{0}^{\pi}\left[\frac{\cos ^{2}(\theta)}{\sqrt{q^{2}+q^{\prime 2}-2 q q^{\prime} \cos (\theta)}}\right] d \theta-I_{2} \tag{A.32}
\end{equation*}
$$

and $I_{2}$ in terms of the variable $\alpha=\frac{\pi}{2}-\frac{\theta}{2}$ is given by,

$$
\begin{equation*}
I_{2}=\frac{4 \pi}{\left(q+q^{\prime}\right)} \int_{0}^{\frac{\pi}{2}}\left[\frac{1}{\sqrt{1-\frac{4 q q^{\prime}}{\left(q+q^{\prime}\right)^{2}} \sin ^{2}(\alpha)}}\right] d \alpha=\frac{4 \pi}{\left(q+q^{\prime}\right)} \boldsymbol{K}(R) . \tag{A.33}
\end{equation*}
$$

The integral $\int_{0}^{\pi} \frac{\cos ^{2}(\theta)}{\sqrt{q^{2}+q^{\prime 2}-2 q q^{\prime} \cos (\theta)}} d \theta$ contained within Eq. (A.32) has the known solution [182]

$$
\begin{equation*}
\frac{2}{3 b^{2} \sqrt{a+b}}\left[\left(2 a^{2}+b^{2}\right) \boldsymbol{K}(R)-2 a(a+b) \boldsymbol{E}(R)\right] \tag{A.34}
\end{equation*}
$$

where $a=q^{2}+q^{\prime 2}, b=2 q q^{\prime}$ and $\boldsymbol{E}$ is the complete elliptic integral of the second kind. Substituting for $a$ and $b$ into Eq. (A.34) yields

$$
\begin{equation*}
\frac{2}{3\left(2 q q^{\prime}\right)^{2}\left(q+q^{\prime}\right)}\left\{\left[2\left(q^{2}+q^{\prime 2}\right)^{2}+\left(2 q q^{\prime}\right)^{2}\right] \boldsymbol{K}(R)-2\left(q^{2}+q^{\prime 2}\right)\left(q+q^{\prime}\right)^{2} \boldsymbol{E}(R)\right\} . \tag{A.35}
\end{equation*}
$$

This result allows the integral, $I_{1}$ to be expressed as

$$
\begin{equation*}
I_{1}=\frac{4 \pi}{3\left(q+q^{\prime}\right)\left(q q^{\prime}\right)^{2}}\left\{\left[\left(q^{2}+q^{\prime 2}\right)^{2}-\left(q q^{\prime}\right)^{2}\right] \boldsymbol{K}(R)-\left(q^{2}+q^{\prime 2}\right)\left(q+q^{\prime}\right)^{2} \boldsymbol{E}(R)\right\} . \tag{A.36}
\end{equation*}
$$

Thus the ratio of the anisotropy parameters is given by

$$
\begin{equation*}
\frac{\alpha_{1}}{\alpha_{0}}=\frac{1}{3 q^{2} q^{\prime 2}}\left[\left(q^{2}+q^{\prime 2}\right)^{2}-q^{2} q^{\prime 2}-\left(q^{2}+q^{\prime 2}\right)\left(q+q^{\prime}\right)^{2} \frac{\boldsymbol{E}(R)}{\boldsymbol{K}(R)}\right] \tag{A.37}
\end{equation*}
$$

## Appendix B

## Appendices to chapter 2

## B. 1 Matrix element of optical transitions incorporating curvature

In the frame of the tight binding model, the matrix element $\mathbf{e} \cdot\left\langle\psi_{f}\right| \hat{v}_{z}\left|\psi_{i}\right\rangle$ can be written as

$$
\begin{equation*}
\frac{i}{\hbar} \mathbf{i} \cdot \Re\left[\frac{\tilde{f}_{k}^{\star}}{\sqrt{\left|\tilde{f}_{k}\right|^{2}}} \sum_{i=1}^{3} e^{i \mathbf{k} \cdot \mathbf{u}_{\mathbf{i}}^{\star}} t_{i}^{\star} \mathbf{u}_{i}^{\star}\right] \tag{B.1}
\end{equation*}
$$

where $\mathbf{i}$ is the unit vector of $\mathbf{x}$,

$$
\tilde{f}_{k}=t \exp \left(i \frac{k_{x} a}{\sqrt{3}}\right)+2 t_{2}^{\star} \exp \left(-i \frac{k_{x} a}{2 \sqrt{3}}\right) \cos \left(k_{y} a_{y}\right)
$$

and

$$
\mathbf{u}_{i}^{\star}=\left(\frac{a}{\sqrt{3}}, 0\right),\left(-\frac{a}{2 \sqrt{3}},-a_{y}\right),\left(-\frac{a}{2 \sqrt{3}}, a_{y}\right) .
$$

Substituting for $\mathbf{u}_{i}^{\star}$ and $\tilde{f}_{k}$, Eq. (B.1) becomes

$$
\begin{align*}
& i \frac{a t^{2}}{\sqrt{3} \hbar} \frac{1}{\sqrt{\left|f_{k}\right|}} \Re\left[1-\left(\frac{t_{2}^{\star}}{t}\right) \exp \left(-i \frac{\sqrt{3}}{2} k_{x} a\right) \cos \left(k_{y} a_{y}\right)\right. \\
+ & \left.2\left(\frac{t_{2}^{\star}}{t}\right) \exp \left(i \frac{\sqrt{3}}{2} k_{x} a\right) \cos \left(k_{y} a_{y}\right)-2\left(\frac{t_{2}^{\star}}{t}\right)^{2} \cos ^{2}\left(k_{y} a_{y}\right)\right] \tag{B.2}
\end{align*}
$$

and retaining the real terms only, Eq. (B.2) reduces to

$$
\begin{equation*}
i \frac{4 \hbar v_{F}^{2}}{3 \sqrt{3} a} \frac{1}{\sqrt{\left|\tilde{f}_{k}\right|}}\left[1-2\left(\frac{t_{2}^{\star}}{t}\right)^{2} \cos ^{2}\left(k_{y} a_{y}\right)+\frac{t_{2}^{\star}}{t} \cos \left(\frac{\sqrt{3}}{2} k_{x} a\right) \cos \left(k_{y} a_{y}\right)\right] \tag{B.3}
\end{equation*}
$$

By expanding and retaining first order terms only we obtain

$$
\begin{equation*}
i \frac{4 \hbar v_{F}^{2}}{3 \sqrt{3} a} \frac{1}{\sqrt{\left|\tilde{f}_{k}\right|}}\left[1+\frac{t_{2}^{\star}}{t} \cos \left(k_{y} a_{y}\right)-2\left(\frac{t_{2}^{\star}}{t}\right)^{2} \cos ^{2}\left(k_{y} a_{y}\right)-\frac{t_{2}^{\star}}{t} \frac{1}{2}\left(\frac{\sqrt{3}}{2} k_{x} a\right)^{2} \cos \left(k_{y} a_{y}\right)\right] \tag{B.4}
\end{equation*}
$$

In the vicinity of the point $k_{x}=0$ the low energy spectrum takes the form

$$
\begin{equation*}
\xi=s \sqrt{\left(\frac{\xi_{g}}{2}\right)^{2}-2 \frac{t_{2}^{\star}}{t} \cos \left(k_{y} a_{y}\right)\left(v_{\mathrm{F}} \hbar k_{x}\right)^{2}}, \tag{B.5}
\end{equation*}
$$

using this definition Eq. (B.4) can be re-expressed in terms of $\xi$ :

$$
\begin{equation*}
i \frac{2 \hbar v_{F}^{2}}{3 \sqrt{3} a} \frac{1}{\sqrt{\left|\tilde{f}_{k}\right|}}\left[2+2 \frac{t_{2}^{\star}}{t} \cos \left(k_{y} a_{y}\right)-4\left(\frac{t_{2}^{\star}}{t}\right)^{2} \cos ^{2}\left(k_{y} a_{y}\right)+\frac{1}{2 t^{2}}\left\{\xi^{2}-\left[t+2 t_{2}^{\star} \cos \left(k_{y} a_{y}\right)\right]^{2}\right\}\right] \tag{B.6}
\end{equation*}
$$

With further simplification we obtain

$$
\begin{equation*}
i \frac{4 \hbar v_{F}^{2}}{3 \sqrt{3} a} \frac{1}{\sqrt{\left|\tilde{f}_{k}\right|}}\left[\frac{3}{4}-3\left(\frac{t_{2}^{\star}}{t}\right)^{2} \cos ^{2}\left(k_{y} a_{y}\right)+\frac{1}{4}\left(\frac{\xi}{t}\right)^{2}\right] . \tag{B.7}
\end{equation*}
$$

In the dipole approximation [128] the spectral density is given by:

$$
\begin{equation*}
\left.I_{\nu}=\frac{8 \pi e^{2} \nu}{3 c^{3}} \sum_{i, f} f_{e}\left(k_{i}\right) f_{h}\left(k_{f}\right)\left|\mathbf{e} \cdot\left\langle\psi_{f}\right| \hat{v}_{z}\right| \psi_{i}\right\rangle\left.\right|^{2} \delta\left(\xi_{i}-\xi_{f}-h \nu\right), \tag{B.8}
\end{equation*}
$$

where $\psi_{i}$ and $\psi_{f}$ are the eigenfunctions of the electrons in the initial and final states, $\xi_{i}$ and $\xi_{f}$ are their associated energies, and $k_{i}$ and $k_{f}$ are their associated wave vectors. By changing the sum, appearing in Eq. (B.8), to an integral over equi-energy surfaces, Eq. (B.8) can be re-expressed as

$$
\begin{equation*}
\left.I_{\nu}=2 \times\left(\frac{L}{2 \pi}\right) \times \frac{8 \pi e^{2} \nu}{3 c^{3}} f_{e}\left(k_{i}\right) f_{h}\left(k_{f}\right)\left|\mathbf{e} \cdot\left\langle\psi_{f}\right| \hat{v}_{z}\right| \psi_{i}\right\rangle\left.\right|^{2} \frac{1}{\frac{d \xi}{d k_{x}}} \delta\left(\xi_{i}-\xi_{f}-h \nu\right), \tag{B.9}
\end{equation*}
$$

where the additional factor of two takes into account valley degeneracy. Let us now consider $\frac{d \xi}{d k_{x}}$ given by the expression

$$
\begin{equation*}
\frac{d \xi}{d k_{x}}=-2 \frac{1}{\xi} \hbar^{2} v_{\mathrm{F}}^{2}\left(\frac{t_{2}^{\star}}{t}\right) \cos \left(k_{y} a_{y}\right) k_{x} \tag{B.10}
\end{equation*}
$$

which in terms of energy becomes

$$
\begin{equation*}
\frac{d \xi}{d k_{x}}=\frac{\hbar v_{\mathrm{F}}}{\xi} \sqrt{-2 \frac{t_{2}^{\star}}{t} \cos \left(k_{y} a_{y}\right)\left[\xi^{2}-\left(\frac{\xi_{g}}{2}\right)^{2}\right]} \tag{B.11}
\end{equation*}
$$

Eqs. (B.7, B.11, B.9) yield;

$$
\begin{equation*}
I_{\nu}=L \frac{32}{27} \frac{e^{2} \nu v_{F}}{c^{3} \hbar} \frac{t}{\xi} \frac{\left[\frac{3}{4}-3\left(\frac{t_{2}^{\star}}{t}\right)^{2} \cos ^{2}\left(k_{y} a_{y}\right)+\frac{1}{4}\left(\frac{\xi}{t}\right)^{2}\right]^{2}}{\sqrt{-2 \frac{t_{2}^{\star}}{t} \cos \left(k_{y} a_{y}\right)\left[\left(\frac{\xi}{t}\right)^{2}-\left(\frac{\xi_{g}}{2 t}\right)^{2}\right]}} f_{e}\left(\frac{\pi \nu}{v_{\mathrm{F}}}\right) f_{h}\left(\frac{\pi \nu}{v_{\mathrm{F}}}\right) \delta\left(\xi_{i}-\xi_{f}-h \nu\right) \tag{B.12}
\end{equation*}
$$

## B. 2 Armchair carbon nanotube in a magnetic field

Graphene's effective matrix Hamiltonian following the notations of Ref. [35] is given by

$$
H=t\left[\begin{array}{cc}
0 & f_{k} \\
f_{k}^{\star} & 0
\end{array}\right]
$$

and the corresponding eigenvalues are

$$
\xi= \pm|t| \sqrt{\left|f_{k}\right|^{2}}
$$

where

$$
\begin{equation*}
f_{k}=\exp \left(i \frac{a}{\sqrt{3}} k_{x}\right)+2 \exp \left(-i \frac{a}{2 \sqrt{3}} k_{x}\right) \cos \left(k_{y} \frac{a}{2}\right) . \tag{B.13}
\end{equation*}
$$

For an armchair carbon nanotube defined by $(n, n), k_{x}$ is quantized in the following manner

$$
k_{x}=\frac{2 \pi}{a \sqrt{3}} \frac{l}{n},
$$

where $l$ is an integer. Defining $k_{T}$ as the projection of the wave vector along the nanotube axis Eq. (B.13) can be expressed as

$$
\begin{equation*}
f_{k}=\exp \left(i \frac{2 \pi}{3} \frac{l}{n}\right)+2 \exp \left(-i \frac{\pi}{3} \frac{l}{n}\right) \cos \left(k_{T} \frac{a}{2}\right) . \tag{B.14}
\end{equation*}
$$

In the presence of a magnetic field, $l \rightarrow l+\mathcal{F}$ (here $\mathcal{F}=\Phi / \Phi_{0}$ ) and the armchair carbon
nanotube energy spectrum becomes

$$
\begin{equation*}
\xi= \pm|t| \sqrt{1+4 \cos \left(\pi \frac{l+\mathcal{F}}{n}\right) \cos \left(k_{T} \frac{a}{2}\right)+4 \cos ^{2}\left(k_{T} \frac{a}{2}\right)} . \tag{B.15}
\end{equation*}
$$

We are solely interested in the lowest conduction and the highest valence subbands, which corresponds to $l=n$, in this instance the subbands energy spectra are

$$
\begin{equation*}
\xi= \pm|t| \sqrt{1-4 \cos \left(\pi \frac{\mathcal{F}}{n}\right) \cos \left(k_{T} \frac{a}{2}\right)+4 \cos ^{2}\left(k_{T} \frac{a}{2}\right)} \tag{B.16}
\end{equation*}
$$

where the $+(-)$ sign denotes the lowest conduction (highest valence) subband. The introduction of a magnetic field along the nanotube axis shifts the minimum in the spectrum away from $k_{T}=2 \pi / 3 a$, the electrons "acquire mass" and a band gap is opened. The new minimum, $k_{T}^{\min }$, is obtained by differentiating Eq. (B.16) and equating it to zero, this yields:

$$
\begin{equation*}
\frac{1}{2} \cos \left(\pi \frac{\mathcal{F}}{n}\right)=\cos \left(k_{T}^{\min } \frac{a}{2}\right) . \tag{B.17}
\end{equation*}
$$

Since we are interested in particle behavior in the vicinity of $k_{T}^{\min }$, it is natural to re-express the electron energy spectrum in terms of $q_{T}$, defined as the momentum measured relative to $k_{T}^{\min }$ i.e. $k_{T}=k_{T}^{\min }+q_{T}$, thus Eq. (B.14) can be expressed by

$$
f_{k}=\exp \left[-i \frac{\pi}{3}\left(1+\frac{\mathcal{F}}{n}\right)\right]\left\{-\exp \left(i \pi \frac{\mathcal{F}}{n}\right)+2 \cos \left[\left(k_{T}^{\text {min }}+q_{T}\right) \frac{a}{2}\right]\right\} .
$$

Using the identity Eq. (B.17) $f_{k}$ becomes:

$$
\begin{gather*}
f_{k}=\exp \left[-i \frac{\pi}{3}\left(1+\frac{\mathcal{F}}{n}\right)\right]\left[-\exp \left(i \pi \frac{\mathcal{F}}{n}\right)\right. \\
\left.+\cos \left(\pi \frac{\mathcal{F}}{n}\right) \cos \left(\frac{1}{2} a q_{T}\right)-2 \sqrt{1-\frac{1}{4} \cos ^{2}\left(\pi \frac{\mathcal{F}}{n}\right)} \sin \left(\frac{1}{2} a q_{T}\right)\right] . \tag{B.18}
\end{gather*}
$$

Expanding Eq. (B.18) in terms of $q_{T}$ and retaining first order terms only yields

$$
\begin{equation*}
f_{k}=\exp \left[-i \frac{\pi}{3}\left(1+\frac{\mathcal{F}}{n}\right)\right]\left[-i \sin \left(\pi \frac{\mathcal{F}}{n}\right)-\sqrt{1-\frac{1}{4} \cos ^{2}\left(\pi \frac{\mathcal{F}}{n}\right)} a q_{T}\right] . \tag{B.19}
\end{equation*}
$$

For brevity let $\Theta=\frac{\pi}{3}\left(1+\frac{\mathcal{F}}{n}\right)$, the effective matrix Hamiltonian can therefore be written as:

$$
t\left[\begin{array}{cc}
0 & \exp (-i \Theta)\left[-i \sin \left(\pi \frac{\mathcal{F}}{n}\right)-\sqrt{1-\frac{1}{4} \cos ^{2}\left(\pi \frac{\mathcal{F}}{n}\right)} a \hat{q}\right]  \tag{B.20}\\
\exp (i \Theta)\left[i \sin \left(\pi \frac{\mathcal{F}}{n}\right)-\sqrt{1-\frac{1}{4} \cos ^{2}\left(\pi \frac{\mathcal{F}}{n}\right)} a \hat{q}\right] & 0
\end{array}\right.
$$

which acts on a two-component Dirac wavefunction given by

$$
\left[\begin{array}{l}
C_{1}(y)  \tag{B.21}\\
C_{2}(y)
\end{array}\right],
$$

where $C_{1}(y)$ and $C_{2}(y)$ are the wavefunctions associated with the $A$ and $B$ sub-lattices of graphene respectively and $\hat{q}=-i \frac{\partial}{\partial y}$. By changing the basis wavefunctions from $C_{1}$ and $C_{2}$ to $\psi_{A}=-C_{1}$ and $\psi_{B}=-\exp (-i \Theta) C_{2}$, and changing the variable $y \rightarrow-x$, so that the $x$-coordinate is now along the nanotube axis, the effective matrix Hamiltonian can be expressed as

$$
\hat{H}_{0}=|t|\left[\begin{array}{cc}
0 & \sqrt{1-\frac{1}{4} \cos ^{2}\left(\pi \frac{\mathcal{F}}{n}\right)} a \hat{q}-i \sin \left(\pi \frac{\mathcal{F}}{n}\right)  \tag{B.22}\\
\sqrt{1-\frac{1}{4} \cos ^{2}\left(\pi \frac{\mathcal{F}}{n}\right)} a \hat{q}+i \sin \left(\pi \frac{\mathcal{F}}{n}\right) & 0
\end{array}\right]
$$

which acts on the two-component Dirac wavefunction

$$
\left[\begin{array}{l}
\psi_{A}  \tag{B.23}\\
\psi_{B}
\end{array}\right]
$$

For brevity let $b=\sqrt{\frac{4}{3}-\frac{1}{3} \cos ^{2}\left(\frac{\pi}{n} f\right)}$ and $\Delta=\frac{2}{a \sqrt{3}} \sin \left(\frac{\pi}{n} f\right)$ :

$$
\hat{H}_{0}=\hbar v_{\mathrm{F}}\left[\begin{array}{cc}
0 & b \hat{q}-i \Delta  \tag{B.24}\\
b \hat{q}+i \Delta & 0
\end{array}\right]
$$

where now $\hat{q}=-i \frac{\partial}{\partial x}$.

## B. 3 Derivation of the analytic solution for $\xi=0$

For the case of $K=0$, corresponding to the static exciton, the equation for the wavefunction of relative motion reads

$$
\left[\begin{array}{cccc}
0 & \hat{k}-i \Delta & \hat{k}+i \Delta & 0 \\
\hat{k}+i \Delta & 0 & 0 & \hat{k}+i \Delta \\
\hat{k}-i \Delta & 0 & 0 & \hat{k}-i \Delta \\
0 & \hat{k}-i \Delta & \hat{k}+i \Delta & 0
\end{array}\right]\left[\begin{array}{c}
\phi_{A A} \\
\phi_{B A} \\
\phi_{A B} \\
\phi_{B B}
\end{array}\right]=[\varepsilon-\tilde{V}(x)]\left[\begin{array}{c}
\phi_{A A} \\
\phi_{B A} \\
\phi_{A B} \\
\phi_{B B}
\end{array}\right]
$$

where $\varepsilon=\xi /\left(\hbar v_{\mathrm{F}}\right), \tilde{V}=V /\left(\hbar v_{\mathrm{F}}\right)$. Since $\phi_{A A}=\phi_{B B}$ the system of equations reduces to

$$
\begin{gather*}
\phi_{B A}=\frac{2}{[\varepsilon-\tilde{V}(x)]}(\hat{k}+i \Delta) \phi_{A A}  \tag{B.25}\\
\phi_{A B}=\frac{2}{[\varepsilon-\tilde{V}(x)]}(\hat{k}-i \Delta) \phi_{A A}  \tag{B.26}\\
(\hat{k}-i \Delta) \phi_{B A}+(\hat{k}+i \Delta) \phi_{A B}=[E-V(y)] \phi_{A A} \tag{B.27}
\end{gather*}
$$

Substituting Eq. (B.25) and Eq. (B.26) into Eq. (B.27) yields

$$
\begin{equation*}
\frac{d^{2} \phi_{A A}}{d x^{2}}+\frac{1}{[\varepsilon-\tilde{V}(x)]} \frac{d \tilde{V}(x)}{d x} \frac{d \phi_{A A}}{d x}+\left\{\frac{[\varepsilon-\tilde{V}(x)]^{2}}{4}-\Delta^{2}\right\} \phi_{A A}=0 \tag{B.28}
\end{equation*}
$$

Let us now consider the case of

$$
\tilde{V}(x)=-\frac{\alpha}{\cosh (\beta x)}
$$

and $\varepsilon=0$. Making the change of variable $z=\beta x$, Eq. (B.28) becomes

$$
\begin{equation*}
\frac{d^{2} \phi_{A A}}{d z^{2}}+\tanh (z) \frac{d \phi_{A A}}{d z}+\left[-\frac{1}{4} \omega^{2} \tanh ^{2}(z)+\frac{1}{4} \omega^{2}-\tilde{\Delta}^{2}\right] \phi_{A A}=0 \tag{B.29}
\end{equation*}
$$

where $\omega=\alpha / \beta$ and $\tilde{\Delta}=\Delta / \beta$. The change of variable $\chi=\tanh (z)$ allows Eq. (B.29) to be expressed as

$$
\begin{equation*}
\left(\chi^{2}-1\right)^{2} \frac{\partial^{2} \phi_{A A}}{\partial \chi^{2}}+\chi\left(\chi^{2}-1\right) \frac{\partial \phi_{A A}}{\partial \chi}+\left(c \chi^{2}+e\right) \Psi_{A A}=0 \tag{B.30}
\end{equation*}
$$

where $c=-\frac{1}{4} \omega^{2}$ and $e=\frac{1}{4} \omega^{2}-\Delta^{2}$. Eq. (B.30) is of a known form and has the solution [181]

$$
\begin{equation*}
\phi_{A A}=A_{1}(\chi+1)^{p}(\chi-1)^{q} \eta\left[\frac{1}{2}(\chi+1)\right] \tag{B.31}
\end{equation*}
$$

where $A_{1}$ is a constant, the function $\eta\left[\frac{1}{2}(\chi+1)\right]$ is to be found and $p$ and $q$ are found from the following conditions

$$
\begin{equation*}
4 q(q-1)+2 q+c+e=0 ; \quad(p-q)[2(p+q)-1]=0 \tag{B.32}
\end{equation*}
$$

Eqs. (B.31, B.30, B.32) yield;

$$
\begin{equation*}
\left(\chi^{2}-1\right) \frac{\mathrm{d}^{2} \eta}{\mathrm{~d} \chi^{2}}+[(2 p+2 q+1) \chi-2(p-q)] \frac{\mathrm{d} \eta}{\mathrm{~d} \chi}+\left[(p+q)^{2}+c\right] \eta=0 \tag{B.33}
\end{equation*}
$$

Performing a change of variable $\kappa \rightarrow(\chi+1) / 2$ reduces Eq. (B.33) to the hypergeometric equation

$$
\kappa(\kappa-1) \frac{\mathrm{d}^{2} \eta}{\mathrm{~d} \kappa^{2}}+\left[\left(a_{1}+a_{2}+1\right) \kappa-a_{3}\right] \frac{\mathrm{d} \eta}{\mathrm{~d} \kappa}+a_{1} a_{2} \eta=0
$$

where $a_{1}=p+q \pm \sqrt{-c}, a_{2}=p+q \mp \sqrt{-c}$ and $a_{3}=2 p+\frac{1}{2}$. Thus the form of $\eta$ is

$$
\begin{equation*}
\eta={ }_{2} \mathrm{~F}_{1}\left(p+q-\sqrt{-c}, p+q+\sqrt{-c} ; 2 p+\frac{1}{2} ; \kappa\right) . \tag{B.34}
\end{equation*}
$$

Hence the wavefunction $\phi_{A A}$ is given by:

$$
\begin{equation*}
\phi_{A A}=A_{1}(1+\chi)^{p}(1-\chi)^{q}{ }_{2} \mathrm{~F}_{1}\left(p+q-\frac{\omega}{2}, p+q+\frac{\omega}{2} ; 2 p+\frac{1}{2} ; \frac{1+\chi}{2}\right) . \tag{B.35}
\end{equation*}
$$

From Eq. (B.32), $q$ is found to be

$$
\begin{equation*}
q=\frac{1 \pm \sqrt{1+4 \tilde{\Delta}^{2}}}{4} \tag{B.36}
\end{equation*}
$$

and $p$ can take the values

$$
\begin{equation*}
p=q \tag{B.37}
\end{equation*}
$$

or

$$
\begin{equation*}
p=\frac{1}{2}-q . \tag{B.38}
\end{equation*}
$$

Let us first consider the case of $p=q$. In this instance Eq. (B.35) becomes

$$
\begin{equation*}
\phi_{A A}=A_{1}\left[1-\tanh ^{2}(z)\right]^{q}{ }_{2} \mathrm{~F}_{1}\left(2 q-\frac{\omega}{2}, 2 q+\frac{\omega}{2} ; 2 q+\frac{1}{2} ; \frac{1+\tanh (z)}{2}\right) . \tag{B.39}
\end{equation*}
$$

For the function $\phi_{A A}$ to vanish as $z \rightarrow \infty$ we require

$$
\begin{equation*}
q=\frac{1 \pm \sqrt{1+4 \tilde{\Delta}^{2}}}{4}>0 \tag{B.40}
\end{equation*}
$$

and that the hypergeometric series is terminated. This can be satisfied if we take the positive root of $q$ and restrict $\omega$ such that $2 q-\frac{\omega}{2}=-n$, where $n$ is a positive integer, thus we arrive at the condition that

$$
\begin{equation*}
\omega=1+2 n+\sqrt{1+4 \tilde{\Delta}^{2}} . \tag{B.41}
\end{equation*}
$$

$\phi_{B A}$ and $\phi_{A B}$, which can be found from Eq. (B.25) and Eq. (B.26), must also vanish as $z \rightarrow \infty$. For simplicity lets analyze the linear combinations $\Psi_{+}=\phi_{B A}+\phi_{A B}$ and $\Psi_{-}=\phi_{B A}-\phi_{A B}$ :

$$
\begin{equation*}
\Psi_{+}=i \frac{4 \beta}{V(z)} \frac{\partial \phi_{A A}}{\partial z}=-i \frac{4}{\omega} \cosh (z) \frac{\partial \phi_{A A}}{\partial z} \tag{B.42}
\end{equation*}
$$

$$
\begin{equation*}
\Psi_{-}=-i \frac{4 \Delta}{V(z)} \phi_{A A}=i \frac{4 \tilde{\Delta}}{\omega} \cosh (z) \phi_{A A} \tag{B.43}
\end{equation*}
$$

For Eq. (B.42) and Eq. (B.43) to vanish in the limit that $z \rightarrow \infty$ we require

$$
\begin{equation*}
q=\frac{1+\sqrt{1+4 \tilde{\Delta}^{2}}}{4}>\frac{1}{2} \tag{B.44}
\end{equation*}
$$

This is automatically satisfied for any finite $\tilde{\Delta}$, therefore providing $\phi_{A A}$ vanishes as $z \rightarrow \infty \phi_{B A}$ and $\phi_{A B}$ will also vanish.

Let us now consider the case of $p+q=\frac{1}{2}$, in this instance Eq. (B.35) becomes

$$
\begin{equation*}
\phi_{A A}=\tilde{A}_{1}\left(1-\chi^{2}\right)^{q}(1+\chi)^{\frac{1}{2}-2 q}{ }_{2} \mathrm{~F}_{1}\left(\frac{1}{2}-\frac{\omega}{2}, \frac{1}{2}+\frac{\omega}{2} ; \frac{3}{2}-2 q ; \frac{1+\chi}{2}\right) . \tag{B.45}
\end{equation*}
$$

using the identity [182]

$$
\begin{equation*}
z^{1-c}{ }_{2} \mathrm{~F}_{1}(a+1-c, b+1-c ; 2-c ; z)={ }_{2} \mathrm{~F}_{1}(a, b ; c ; z), \tag{B.46}
\end{equation*}
$$

where $a=2 q-\frac{\omega}{2}, b=2 q+\frac{\omega}{2}, c=2 q+\frac{1}{2}$ and $z=(1+\chi) / 2$, Eq. (B.45) becomes

$$
\begin{equation*}
\phi_{A A}=\tilde{A}_{2}\left[1-\tanh ^{2}(z)\right]^{q}{ }_{2} \mathrm{~F}_{1}\left(2 q-\frac{\omega}{2}, 2 q+\frac{\omega}{2} ; 2 q+\frac{1}{2} ; \frac{1+\tanh (z)}{2}\right), \tag{B.47}
\end{equation*}
$$

where $\tilde{A}_{2}$ is a constant. This is of the same form as Eq. (B.39).

## B. 4 Excitons with an attractive delta-function potential

The problem of calculating the energy of an exciton in a carbon nanotube can be solved exactly in the case when the interaction potential between the electron and hole is taken to be a deltafunction, $\tilde{V}(x)=-U_{0} \delta(x)$, where the strength of the potential $U_{0}$ is positive and can be estimated as a product of the depth of the potential and its width.

Consider an electron-hole pair in a narrow-gap 1D carbon nanotube, with a band gap energy $4|\Delta|$ and measuring all the quantities in the units $\hbar v_{F}$ as in section 3.7 one can write the Hamiltonian as

$$
\begin{equation*}
\widehat{H}=\sqrt{\Delta^{2}+\widehat{q}_{e}^{2}}+\sqrt{\Delta^{2}+\widehat{q}_{h}^{2}}+V\left(\left|x_{e}-x_{h}\right|\right) \tag{B.48}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{q}_{e, h}=-i \frac{\partial}{\partial x_{e, h}} \tag{B.49}
\end{equation*}
$$

where we retained only the eigenstates of the general graphene-type Hamiltonian with positive
energies. The Schrödinger equation for the problem we consider thus reads

$$
\begin{equation*}
\left[\sqrt{\Delta^{2}+\widehat{q}_{e}^{2}}+\sqrt{\Delta^{2}+\widehat{q}_{h}^{2}}+V\left(\left|x_{e}-x_{h}\right|\right)\right] \Psi\left(x_{e}, x_{h}\right)=\varepsilon \Psi\left(x_{e}, x_{h}\right) \tag{B.50}
\end{equation*}
$$

Introducing new variables corresponding to the center of mass and relative motion, in the manner explained in section 3.7, and putting the wave vector of the center of mass motion equal to zero, one gets the following expression

$$
\begin{equation*}
2 \sqrt{\Delta^{2}-\frac{d^{2}}{d x^{2}}} \psi(x)=[\varepsilon-\tilde{V}(x)] \psi(x) \tag{B.51}
\end{equation*}
$$

where $\psi(x)$ is a wavefunction of the relative motion. The above expression is a 1D Schrödinger equation for a particle with a complicated dispersion placed in an external potential $\tilde{V}(x)$, which can be solved for the case when $\tilde{V}(x)=-U_{0} \delta(x)$. Indeed, in this case the solution of a Schrödinger equation corresponding to a bound state reads

$$
\begin{gather*}
\psi(x)=A e^{\kappa(\epsilon) x}, x<0  \tag{B.52}\\
\psi(x)=A e^{-\kappa(\epsilon) x}, x>0 \tag{B.53}
\end{gather*}
$$

where $\varepsilon=2 \sqrt{\Delta^{2}+\kappa^{2}}$. It is well known that the zero-range delta potential is equivalent to the introduction of the specific boundary condition for the derivative of the solution at $x=0$ (the function itself should be continuous, $\psi(+0)=\psi(-0))$. To obtain a condition for the derivative, let us integrate the Schrödinger equation

$$
\begin{equation*}
\left[\widehat{H}_{0}\left(\frac{d}{d x}\right)-\varepsilon\right] \psi(x)=U_{0} \delta(x) \psi(x) \tag{B.54}
\end{equation*}
$$

where $\widehat{H}_{0}\left(\frac{d}{d x}\right)=2 \sqrt{\Delta^{2}+\frac{d^{2}}{d x^{2}}}$ across the interval $[-0 ;+0]$. One has

$$
\begin{equation*}
\left.\int \widehat{H}_{0}\left(\frac{d}{d x}\right) \psi(x) d x\right|_{x=+0}-\left.\int \widehat{H}_{0}\left(\frac{d}{d x}\right) \psi(x) d x\right|_{x=-0}=U_{0} \psi(0) . \tag{B.55}
\end{equation*}
$$

Using this relation and Eqs. (B.52), (B.53) and (B.51) one gets the following expression for determining parameter $\kappa$

$$
\begin{equation*}
H_{0}(-\kappa)+H_{0}(\kappa)-2 H_{0}(0)=-\kappa U_{0} . \tag{B.56}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\sqrt{\Delta^{2}-\kappa^{2}}=\Delta-\frac{\kappa U_{0}}{4} \tag{B.57}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\kappa=\frac{8 U_{0} \Delta}{16+U_{0}^{2}}, \tag{B.58}
\end{equation*}
$$

where the energy is given by

$$
\begin{equation*}
\varepsilon=2 \sqrt{\Delta^{2}-\kappa^{2}} \tag{B.59}
\end{equation*}
$$

Note, that this result is valid only for the case of $U_{0}<4$, as for $U_{0}>4$, the right hand side of Eq. (B.57) is negative.

The binding energy of the exciton can be determined as

$$
\begin{equation*}
\varepsilon_{b}=2 \Delta-\epsilon=4 \Delta U_{0}^{2} /\left(16+U_{0}^{2}\right) \tag{B.60}
\end{equation*}
$$

which tends to the non-relativistic result $\varepsilon_{b}=U_{0}^{2} \Delta / 4$ for $U_{0} \ll 1$. Note, that in both relativistic and non-relativistic cases the value of the binding energy is proportional to the value of the gap.

## Appendix C

## Appendices to chapter 3

## C. 1 Wavefunction derivation in the potential $V(x)=-\frac{\alpha}{\cosh (\beta x)}$

This problem is much easier to solve in the non-symmetrized $\Psi_{A} / \Psi_{B}$ basis. Starting from the tight-binding Hamiltonian one obtains the following system of first-order differential equations

$$
\begin{aligned}
{[V(x)-\epsilon] \Psi_{A}-i\left(\frac{\mathrm{~d}}{\mathrm{~d} x}+q_{y}\right) \Psi_{B} } & =0 \\
-i\left(\frac{\mathrm{~d}}{\mathrm{~d} x}-q_{y}\right) \Psi_{A}+[V(x)-\epsilon] \Psi_{B} & =0
\end{aligned}
$$

Where $q_{y}$ characterizes the momentum in the $y$-direction and $\Psi_{A(B)}$ are the $x$-components of the $A(B)$ sublattice wavefunctions. For $\epsilon=0$ elimination of $\Psi_{A}$ yields

$$
\frac{\mathrm{d}^{2} \Psi_{B}}{\mathrm{~d} x^{2}}-\frac{1}{V(x)} \frac{\mathrm{d} V(x)}{\mathrm{d} x} \frac{\mathrm{~d} \Psi_{B}}{\mathrm{~d} x}+\left[V(x)^{2}-q_{y}^{2}-\frac{q_{y}}{V(x)} \frac{\mathrm{d} V(x)}{\mathrm{d} x}\right] \Psi_{B}=0
$$

For the potential given by $V(x)=-\frac{\alpha}{\cosh (\beta x)}$ and making a change of variable, $\xi=\tanh (\beta x)$, this becomes

$$
\left(1-\xi^{2}\right)^{2} \frac{\mathrm{~d}^{2} \Psi_{B}}{\mathrm{~d} \xi^{2}}-2 \xi\left(1-\xi^{2}\right) \frac{\mathrm{d} \Psi_{B}}{\mathrm{~d} \xi}+\left[\omega^{2}\left(1-\xi^{2}\right)+\Delta \xi-\Delta^{2}\right] \Psi_{B}=0
$$

where $\Delta=q_{y} / \beta$ and $\omega=\alpha / \beta$. This equation is reduced to the standard form

$$
\begin{equation*}
a\left(\chi^{2}-1\right) y^{\prime \prime}+b \chi\left(\chi^{2}-1\right) y^{\prime}+\left(c \chi^{2}+d \chi+e\right) y=0 \tag{C.1}
\end{equation*}
$$

where

$$
\begin{equation*}
a=1, b=1, c=-\omega^{2}, d=\Delta \text { and } e=\omega^{2}-\Delta^{2} \tag{C.2}
\end{equation*}
$$

Eq. (C.1) is of a known form, which has the solutions [181]

$$
\begin{equation*}
y=(\chi+1)^{p}(\chi-1)^{q} \eta\left[\frac{1}{2}(\chi+1)\right] \tag{C.3}
\end{equation*}
$$

where the function $\eta\left[\frac{1}{2}(\chi+1)\right]$ is to be found and $p$ and $q$ are found from the following conditions:

$$
\begin{equation*}
4 a q(q-1)+2 b q+c+d+e=0 ; \quad(p-q)[2 a(p+q-1)+b]=d \tag{C.4}
\end{equation*}
$$

We find the functional form of $\eta\left[\frac{1}{2}(\chi+1)\right]$ by substituting Eq. (C.3) into Eq. (C.1) which yields

$$
\begin{gathered}
\left(\chi^{2}-1\right)^{2} \frac{\mathrm{~d}^{2} \eta}{\mathrm{~d} \chi^{2}}+\left(\chi^{2}-1\right)[2 p(\chi-1)+2 q(\chi+1)+\chi] \frac{\mathrm{d} \eta}{\mathrm{~d} \chi}+ \\
+\left[2 p q\left(\chi^{2}-1\right)+p(p-1)(\chi-1)^{2}+q(q-1)(\chi+1)^{2}=0\right. \\
\\
\left.\quad+p \chi(\chi-1)+q \chi(\chi+1)+c \chi^{2}+d \chi+e\right] \eta
\end{gathered}
$$

Satisfying the conditions for $p$ and $q$ stated in Eq. (C.4) one obtains the equation

$$
\left(\chi^{2}-1\right) \frac{\mathrm{d}^{2} \eta}{\mathrm{~d} \chi^{2}}+[(2 p+2 q+1) \chi-2(p-q)] \frac{\mathrm{d} \eta}{\mathrm{~d} \chi}+\left[(P+q)^{2}+c\right] \eta=0
$$

Performing a change of variable $\kappa \rightarrow(\chi+1) / 2$ one obtains

$$
\kappa(\kappa-1) \frac{\mathrm{d}^{2} \eta}{\mathrm{~d} \kappa^{2}}+\left[(2 p+2 q-1) \kappa-\left(2 p+\frac{1}{2}\right)\right] \frac{\mathrm{d} \eta}{\mathrm{~d} \kappa}+\left[(p+q)^{2}+c\right] \eta=0
$$

This is the hypergeometric equation with redefined variables

$$
\kappa(\kappa-1) \frac{\mathrm{d}^{2} \eta}{\mathrm{~d} \kappa^{2}}+\left[\left(a_{1}+a_{2}+1\right) \kappa-a_{3}\right] \frac{\mathrm{d} \eta}{\mathrm{~d} \kappa}+a_{1} a_{2} \eta=0
$$

where $a_{1}=p+q \pm \sqrt{-c}, a_{2}=p+q \mp \sqrt{-c}$ and $a_{3}=2 p+\frac{1}{2}$. Thus the form of $\eta$ is

$$
\eta={ }_{2} \mathrm{~F}_{1}\left(p+q+\sqrt{-c}, p+q-\sqrt{-c} ; 2 p+\frac{1}{2} ; \kappa\right) .
$$

Hence the form of the wavefunction $\Psi_{B}$ is found by substitution of Eq. (C.2) to be

$$
\Psi_{B}=(1+\xi)^{p}(1-\xi)^{q}{ }_{2} \mathrm{~F}_{1}\left(p+q+\omega, p+q-\omega ; 2 p+\frac{1}{2} ; \frac{1+\xi}{2}\right)
$$

One can perform a similar derivation for $\Psi_{A}$ to find

$$
\Psi_{A}=-i(1+\xi)^{q}(1-\xi)^{p}{ }_{2} \mathrm{~F}_{1}\left(p+q+\omega, p+q-\omega ; 2 p+\frac{1}{2} ; \frac{1-\xi}{2}\right)
$$

where in both cases $q=\frac{\omega-n}{2}-\frac{1}{4}$ and $p=\frac{\omega-n}{2}+\frac{1}{4}$. One can write the non-normalized wavefunction in the symmetrized basis as

$$
\begin{aligned}
\Psi_{1,2}= & (1+\xi)^{p}(1-\xi)^{q}{ }_{2} \mathrm{~F}_{1}\left(p+q+\omega, p+q-\omega ; 2 p+\frac{1}{2} ; \frac{1+\xi}{2}\right) \\
& \pm(-1)^{n}(1+\xi)^{q}(1-\xi)^{p}{ }_{2} \mathrm{~F}_{1}\left(p+q+\omega, p+q-\omega ; 2 p+\frac{1}{2} ; \frac{1-\xi}{2}\right)
\end{aligned}
$$
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