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Abstract

First-principles calculations have been carried out testigate structural and electronic
properties of graphene on SiC and diamond substrates amdstody of doping of fluo-

rographene with various surface adsorbates.

New insight is given into the problem of the decoupling of tiraphene layers from

SiC substrates after epitaxial growth. Mechanisms of hyeinopenetration between
graphene and SiC(0001) surface, and properties of hydragdrfluorine intercalated

structures have been studied. Energy barriers for diffusi@tomic and molecular hydro-
gen through the interface graphene layer with no defectgyeaqghene layers containing
Stone-Wales defect or two- and four-vacancy clusters haea lbalculated. It is argued
that diffusion of hydrogen towards the SiC surface occursugh the hollow defects in

the interface graphene layer. It is further shown that hgdmeasily migrates between
the graphene layer and the SiC substrate and passivatesfifieesSi bonds, thus causing
the graphene layer decoupling. According to the band stredalculations the graphene
layer decoupled from the SiC(0001) surface by hydrogemndatation is undoped, while

that obtained by the fluorine intercalatiorpigype doped.

Further, structure and the electronic properties of siagleé double layer graphene on
H-, OH-, and F- passivated (111) diamond surface have beelest It is shown that
graphene only weakly interacts with the underlying subbssrand the linear dispersion of
graphener-bands is preserved. For graphene on the hydrogenated niiasoiofaces the
charge transfer results intype doping of graphene layers and the splitting of conduact
and valence bands in bilayer graphene. For the F- and OHrteted surfaces, charge

transfer and doping of graphene do not occur.

Finally, the possibility of doping fluorographene by sudaxsorbates have been inves-

tigated. The structure and electronic properties of flumphene with adsorbed K, Li,
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Au atoms, and F4-TCNQ molecule are described. It is showrattisorption of K or Li
atoms results in electron doping of fluorographene, whilefaums and F4-TCNQ intro-
duce deep levels inside the band gap. The calculated valthe dfuorographene work

function is extremely high, 7.3 eV, suggesting thdaype doping is difficult to achieve.
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Chapter 1

Introduction

Graphene is a monolayer of carbon atoms arranged in a twerdilmnal (2D) hexago-
nal lattice. Initially graphene has been studied thecadfias a basic building block of
graphite. In 1947 Wallace [1] showed that graphene is a gappsemiconductor with un-
usual linear dispersing electronic excitations more réégeralled Dirac electrons. Later
graphene was used as a model subject to describe the pespartdarbon nanotubes and
fullerenes. The existence of graphene, as well as other ¢BBjals, in a free state was
doubted, since it was shown theoretically that two dimeamaiorystals are thermodynam-
ically unstable [2,3]. However, in 2004 Kostya Novoseloadie Geim et al. [4] managed
to observe single graphene layers created by mechaniaalagidn of graphite and in-
vestigate their properties. It was further shown that cha@riers in graphene indeed
have a linear dispersion relation and exhibit propertiexgie for a two-dimensional gas
of massless Dirac fermions [4-8]. The discovery of grapheaee provided a new in-
sight into low-dimensional physics and has given a possilid observe experimentally
phenomena that were predicted for 2D systems. Graphenslases remarkable trans-
port [5, 9], optical [10,11] and mechanical [12] propertigsich open a fertile ground for

applications.
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1.1 Graphene crystal structure

The crystal structure of graphene can be represented amgdred lattice with a basis of

two atoms per unit cell Fig. 1.1(a) [13]. The primitive lativectors can be written as

a; = %(3, V3),  ap= %(3, —V/3), (1.1)

wherea, ~ 1.42A is the distance between neighbouring carbon atoms. Thehgree
lattice constant is them = |a;| = |as| = v/3ao ~ 2.46 A. The corresponding reciprocal

lattice vectors (Fig. 1.1(b)) are given by

2T 2T
b, = 3—%(1, V3),  by= 370(1, —V3) (1.2)

Figure 1.1(b) shows the first Brillouin zone of graphene whik high symmetrk-points

defined as

2T 2 1 2 1
=_—(1,0), K=—(1,—=), K'=—(1,——
3&0( ) ( \/3) ( \/§

I'=(0,0), M
(0,0), 3a; 3.

). (1.3)

It should be noted thaf andK” points are not related by reciprocal lattice vectors and

therefore they are not equivalent.

1.2 Electronic structure of graphene

An isolated carbon atom has six electrons with the grounte siectronic configuration
of 1522s%2p? [14]. The four electrons in the outes 2nd 2 orbitals are the valence elec-

trons and can participate in the formation of chemical bamitts other atoms. A specific

22



Figure 1.1: (a) Crystallographic structure of graphenee phmitive lattice vectors are
defined as, anda,. Graphene lattice can be considered as a hexagonal laiticéwo
atoms per unit cell (atoms A and B). Alternatively it can beresented as a superposition
of two sublattices shown in different colours. Each suldattontains only atoms that
can be translated by the primitive lattice vectors, i.eya@ibms A or only atoms B. (b)
First Brillouin zone of graphene with the reciprocal latticectors defined ds, andb,.

High symmetryk-points are labeled &, M, K andK”.

binding of carbon atoms in a planar graphene lattice is agmprence of the $hybridiza-
tion of carbon valence orbitals. That is, thevalence orbital mixes with thep2 and 2,
ones forming three equivalent®spybrid orbitals lying in thery plane. Three in-plane
covalent bonds are then formed between a carbon atom ardets mearest neighbours
by overlapping theigp? orbitals. The remaining;® orbital, with an axis normal to they
plane, can overlap with a neighbouring, 2rbital formingz bonding andr* antibonding
orbitals [14]. Overlap betweenp2 orbitals of neighbouring carbon atoms in graphene
results in the formation of a delocalizedsystem. Most of the spectacular electronic

properties of graphene are related toritand7* electron energy bands.

The form of ther energy bands in graphene was first derived by Wallace in 19¢hinw

the approximation of tight-binding electrons [1]. Considg only interactions between

23



nearest neighbours in the lattice this will be

1 1
Ek) = :I:tJ 1+4cos <§aokm/2> cos (§a0ky) + 4 cos? (iaoky) (1.4)

whereaq, is the carbon-carbon distance ang 2.8 eV is the nearest neighbour hopping

energy. The minus sign applies to the loweband, which is fully occupied, and the
plus sign to the uppetr* band, which is empty. At the corners of the Brillouin zone of
graphene (point& andK”) ther and=* bands touch. Expanding Eq. 1.4kaK") gives

the linear dispersion relation

E(k) = +hue|k], (1.5)

wherevr = v/3ta/(2h) =~ 10° ms~" is the Fermi velocity [10]. Such linear dependence
of the electron energy on the wave vector is specific for neassklativistic particles, such
as photons or neutrinos. But the role of the speed of lightaplgene is played by Fermi
velocity vr. Thus, graphene is a unique system, in which there are athaedgivistic
particles with zero rest mass, which do not have analogues@mie known elementary
particles. These quasiparticles are described by the Bgaation, rather than the usual
Schrodinger equation for nonrelativistic quantum p#ticand are called massless Dirac

fermions. The Dirac-like Hamiltonian can be written as

H = ilvgo.V, (1.6)
whereo is the Pauli matrices [15]. The corners of the Brillouin zondere the band
crossing occurs (points andK"), are called Dirac points. The linear energy spectrum in
graphene in the vicinity dk points has been observed directly by angle-resolved photoe

mission spectroscopy [16].

The unique nature of charge carriers in graphene revealtiiisthe number of spectacular

phenomena observed experimentally, such as anomalousiquétall effect [17], Klein
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Paradox [18], and unusual Berry phase equat {®]. Remarkably, the quantum Hall
effect in graphene can be observed at room temperaturelfit@ar dispersion graphene
7 bands close to the Dirac points result in a linear dependehdensity of states on the

energy. The density of states per unit cell can be writterd3p [

_ 2Ac¢|E|

pE) = — 2 (1.7)

where A is the unit cell area. At the Dirac point the density of states principle
zero. Despite that, graphene exhibits a minimum quantundwdiivity of the order of
4e? /I [5].

1.3 Production of graphene

The most commonly used method of graphene production isamécdd exfoliation that is
simply rubbing a piece of crystalline graphite onto a smauihstrate surface [4, 20]. By
this method quite large (up to 1 niirgraphene sheets with good electrical properties can
be produced. One of the reasons of the success of the meghaxiicliation technique

is related to the fact that the graphene layers can be id=htifsing an optical micro-
scope [21, 22]. Interestingly, from an analysis of graphepigcal images some reliable

information on number of layers in exfoliating grapheneetb&an be obtained [22].

The relative ease of graphene production by mechanicaliatiém has opened the field
of two-dimensional material physics for many researchei@wvever, the technique pro-
duces randomly placed graphene sheets and is not relialrlsuEcessful applications of
graphene in electronics industry, techniques for larg@aaynthesis of graphene sheets
are needed. Various surface science techniques for graivihaphene on metal and

semiconductor substrates as well as chemical synthedib§®@ been considered.

25



Epitaxial growth of graphene on silicon carbide (SiC) stddss has been demonstrated
[24,25] and is considered as a very promising techniquerfaatyction of large graphene
sheets with desired number of layers. There have also bgaificant achievements in
deposition of graphene on large-area metallic substrates, as Ni [26,27] and Cu [28]
using chemical vapor deposition. Further, some technigaes been developed for trans-
ferring graphene from metals to insulating surfaces whezetrgcal characterization of
the films can be done. Obviously, recent progress on epltgeaa/th provides a good ba-
sis for the development of large-scale graphene-basett@iecdevices. However, more
work is surely needed to understand details of epitaxiavgrof graphene on different
substrates, to establish reliable methods of grapheneiptiod and to obtain solid results

on effects of different substrates on electronic propgriegraphene.

1.4 Doping of graphene

Graphene is a semimetal with zero overlap between conduatid valence bands. This
means that al’ = 0 its intrinsic charge carrier concentration is in princigkro. Car-
riers can be induced in graphene by thermal excitationstraidield effect or chemical
doping. The effect of thermal excitation is usually smallil @b room temperatures can be

neglected.

Charge carriers can be induced in graphene by applicati@n afxternal electric field
perpendicular to a graphene plane in the presence of amekssurce of electrons [4].
This is usually realized in graphene-based field effectsistars, where charge carriers
are introduced by applying a gate voltage. Varying the galimage allows to continuously
tune the concentration of carriers and switch betweenreleend hole conductivities. It
was shown that for graphene on Sithe concentration of charge carriers induced by this

method can be as high @8'* cm~2 [4].
Another way to create free charge carriers in graphene isicla¢ doping [29]. There
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are two main mechanisms of chemical doping: surface tradsigng and substitutional
doping. In the first case the charge carriers are introdugeithd electron transfer be-
tween graphene and surface adsorbates or a substrate. be&ashown that graphene
can be doped eithet- or p-type by deposition of different metals and molecules [29].
The substrate induced doping has been observed for grapheBi€ [24, 25] and boron-
nitride (BN) [30] substrates. Surface transfer doping isdestructive and is an effective
method to control concentration of charge carriers in geaph In some cases uninten-
tional doping of graphene by residual chemical species sordtes from ambient air

can also occur which is undesirable.

Substitutional doping occurs when a graphene carbon ateaob&ituted by another atom
with a different number of valence electrons. This type gdidg has been observed for B
and N substitutional atoms and leadgt@ndn-type conductivity respectively [31, 32].
However, incorporation of foreign atoms into graphenddattan result in significant
modification of graphene’s electronic structure. For exiang-doped graphene behaves

like ann-type doped semiconductor and exhibits low charge carraility [32].

1.5 Effectof substrates on electronic transportin graphee

Graphene has been shown to be a material with extremely hodpility of charge carriers.
Already in the first transport measurements carried out faplgene on Si©values of
charge carrier mobility were measured to be in excess of005edtV~'s~! and were
found to be almost independent of temperature [4]. Thiciamis that electrons and holes
in graphene exhibit ballistic transport on submicrometateseven at room temperatures.
Furthermore, the observed temperature independenceatedithat the carrier mobility is
limited by scattering on defects [4]. It was shown that thems@urce of scattering is
charged impurities in the Siubstrate [33,34]. Even if the charge impurity scattersng i

suppressed, for example by high dielectric constant lgjbetween graphene and oxide,
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the mobility is still limited to about 40,000 ¢ciW ~!s™! due to the scattering of charge

carriers by remote interfacial phonons [34].

One of the ways to improve graphene transport quality is ¢éater suspended graphene
layers and thus eliminate the influence of the substrateskspended graphene the mo-
bility values of several 10cm?V~!s~! have been reported [9,35]. The fabrication of these
systems is, however, extremely complicated and involvegeieus chemical species,
such as hydrofluoric acid (HF). Thus, the scalable prodonatibsuspended graphene

structures for applications in electronics is not realisit least at the present time.

Another technique to reduce the scattering of charge cariegraphene is to use sub-
strates with higher quality surfaces and higher energiegpti€al phonons than those of
Si0O,. For example, in graphene deposited on boron nitride (BNpihitp values higher
than 100,000 cAV ~!s~! can be achieved [36,37]. The main drawbacks of the graphene-
BN devices is a complicated fabrication procedure, unatdi doping of graphene by

BN and the current leakage through the BN substrates.

High mobilities for graphene epitaxially grown on the SiQQD) substrates has also been
demonstrated. The mobility of charge carriers as high asO2B&niV —'s~! has been
reported for these systems [38]. In contrast, for graphenthe SiC(0001) surface the
strong graphene to substrate interaction results in stmadification of the graphene
electronic structure [39,40]. In this case the linear disjpa of graphene-bands does
not occur. It has been shown, however, that the grapheaeslégctronic properties can
be restored after intercalation of different chemical sggeto the graphene/SiC(0001)

interface [41,42].

Thus, there is strong requirement for substrates whicim fvae side, will not worsen the
transport quality of graphene and, from the other side, ateery expensive and do not

require sophisticated procedure for graphene layers dapuos
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1.6 Band-gap engineering in graphene

High mobilities of charge carriers, observed at room termafjpee and for technologically
relevant carrier densities ofx 102 cm~2, make graphene a promising material for appli-
cations in ultrafast electronics. However, the absence @reergy gap and the minimum
guantum conductivity prevent the large on-off ratio of drape-based transistors, which
limits their potential application. This problem has beddr@ssed in many investigations
and a lot of progress was achieved in the field of band-gameeging in graphene. There
are several ways to open a band gap in graphene: 1) chemickfication of graphene
lattice, 2) confinement of charge carriers in narrow grapl&rips (nanoribbons) [43],
and 3) application of perpendicular electric field to fewdagraphene (FLG) structures,

such as bilayer or trilayer graphene [44, 45].

Chemical modification of graphene lattice involves chagdire electronic configuration
of carbon atoms fromap? to sp? by functionalization with other chemical species [46,47].
Following this route several graphene derivatives, whizbmsinsulating behavior, have
been realized: namely, graphene oxide [48], graphane Bi&Q] and fluorographene
(graphene monofluoride) [51-55]. In contrast to oxidizedpipene layers, which are
highly inhomogeneous, graphane and fluorographene aretblboynordered arrangement
of hydrogen (in the case of graphane) and fluorine (in the caeorographene) atoms
on both sides of the graphene layer. Such ordered graphewratoes can in principle

be considered as new two-dimensional (2D) crystals.
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1.7 Goals of the present work

It is evident that the electronic properties of graphene larsignificantly affected by
interactions with an underlying substrate or differentfface adsorbates. These effects
can be unwanted or conversely can be used to modify graphreperties in a desirable
way. Graphene can be doped with electrons and holes in higteatrations by various
metals or gaseous and organic molecules physisorbed anrfées. Graphene reactions
with some chemical species (eg., hydrogen and fluorinej pfiemising techniques for
bandgap engineering and the synthesis of novel graphéstedematerials. Interactions
with the underlying substrates can significantly deteteographene transport quality or
result in a doping of a graphene layer. Understanding thehamésms of graphene in-
teractions with substrates and adsorbates is necessacgritolling and manipulating
graphene properties and construction of high quality geapkbased devices with the

designed characteristics.

The aim of the present study is to investigate theoretidhkyinteractions of graphene
with different substrates and adsorbates using densittifumal methods. Specific aims

are:

I) understanding the mechanisms of hydrogen and fluorieedatation into the graphene/SiC

interface and properties of the intercalated structures;

i) determining the electronic properties of graphene cambnd substrates passivated

with different chemical species, particularly H, F, and OH,;

iii) to study and propose new routes for doping of fluorogexphwith electrons and holes

by metallic and molecular adsorbates.

All calculations in the work have been carried out using laeasity functional theory as
implemented in the Ab Initio Modelling Program (AIMPRO) aad
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1.8 Thesis organisation

The Introduction is followed by four chapters describing theoretical method used and

original results obtained and concluding remarks.

Chapter 2 starts with a general introduction to the thecaiethethod used, then presents
some details about the Ab Initio Modelling Program, whicls baen used for all the cal-
culations in the study, and is ended with a description aflte®f some test calculations
that were performed in order to justify the suitability oktimethod for calculations of

graphene-related structures.

In Chapter 3 problems associated with epitaxial growth apgene layers on SiC(0001)
substrates, intercalation of different chemical specigsthe graphene/SiC interface, and
decoupling of graphene layers from the substrates indugbéét-treatments in hydrogen
ambient are considered. The results obtained in this chajievs to propose a plausible
explanation of the hydrogen-induced decoupling of grapHayers from the SiC(0001)

substrates.

Chapter 4 describes results of calculation on electroropgmties of single and bi-layer
graphene on diamond substrates with (111) orientation dfedteht types of surface pas-

sivation. Particularly, H-, F- and OH-passivated diamomdaxes have been considered.

In Chapter 5 results of calculations of structure and edaitrproperties of fluorographene
are presented and compared with the results availableratitre first. These are followed
by the consideration of effects of various adsorbates, lwimclude K, Li and Au metal

atoms and F4-TCNQ. molecule, on electronic properties offigraphene and discussion

of suitability of these adsorbates for doping fluorogragheith electrons and holes.

The thesis culminates with concluding remarks, in whichladl results obtained in the
entire work are discussed. Interesting questions, whiele lasisen in the course of the
work, are briefly mentioned then and a perspective for catmn studies in the nearest

future is given.
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Chapter 2

Method

2.1 Many body problem

The establishment of quantum physics concepts and theireiudevelopment provided
us with unique tools for description of physical systems iamdstigation of their proper-
ties. In quantum mechanics, a system can be completelyideddry itswave function
which is a function of system parameters and, in generag.tiRossible wave functions
of a system and their evolution in space and time can be foyreblving Schrodinger

equation, which in the most general form can be writtén as
av—i2w (2.1)
oot '

whereH is the Hamiltonian operator which corresponds to the tatatgy of a systemy

is the wave function antlis time. However, to determine most of the system propeitties

1The system of atomic units will be used throughout this chiapinless otherwise specified). In this
system of unitg, e, m. and4rey are taken to be unity, whereis the reduced Planck constaa@andm,

are the charge and the mass of an electron, respectivelyyasthe permittivity of vacuum.
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is enough to describe the system in its stationary statebidicase the time dependence

is omitted and the Schrodinger equation takes the follgviamm:

IA{\I]Z' = Ei\I]ia (22)

where E; is the total energy of the systeift stationary state described by the wave

function ;.

For a system ofV, atomic nuclei andV, electrons and in the absence of external fields

the Hamiltonian takes the form

H — Te —|— Tn + ‘A/e-e‘i‘ ‘A/e n + ‘A/n.n
1 Ne N7L
T2 Z 2M
Ne Nn Np,

Z.Zs
_Z|r—r ZZ |r—R Z|R — Rg|’ (2.:3)

where M, Z, andR, are the mass, the charge and the position ofcthenuclei and

r; is the position of the™ electron. The first two terms in the Equation 2.3 represent
the kinetic energies of the electrons and nuclei respdgtia@d the subsequent terms
describe the electron-electron, electron-nuclear, atet-muclear Coulomb interaction
energies, respectively. The total wave functibms a function of/V,, nuclei coordinates,

R., and N, electron spatial and spin coordinategdands; respectively,

‘I’E\If(rl,sl,...,rNe,SNe, Rl,...,RNn). (24)

Thus, the wave function depends ®N,, + 4N, scalar variables. The analytical solution

of the Schrodinger equation 2.2 with the wave function gikig 2.4 has only been found
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for a hydrogen atom. For systems consisting of a large nuofl@oms even a numerical
solution of the Schrodinger equation became intractatdevever, the complexity of the

problem can be reduced by adopting several approximations.

2.2 Born-Oppenheimer approximation

Interactions between electrons and nuclei, caused byalegtric charges, exert the same
forces and momenta on both electrons and nuclei. In this, cisee the mass of the
electron is~ 2000 times lighter than the mass of a proton or neutron, electnunst have
much higher velocities than nuclei. Thus it is logical touams that the electrons respond
almost instantaneously to nuclear motion. In other wotts glectrons will rapidly relax
to the ground state configuration with respect to the inatatus position of nuclei. It
is therefore possible to separate electronic and nucleioma@nd look for a solution of

the Schrodinger equation 2.2 in the form

\Il<r7 R) = wR(r)(b(R)? (25)

whereyr(r) and¢(R) are the separate electronic and nuclear wave functionsvdifie
ablesr andR represent spatial coordinates of all electrons and nuesgectively. This
separation of electronic and nuclear motion is known a8thra-Oppenheimer approxi-
mation[56]. The subscription on stresses the parametric dependence of the electronic

wave function on the nuclei coordinates.

The Schrodinger equation can now be solved for the electkgave function only, con-

sidering the nuclei to be stationary:

Her(r) = Ee(R)Yr(r), (2.6)
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with Hamiltonian

He = Te + Ve-e"‘ Ve-n +

1 Ne 1 Ne 1 Ne,Nn 7
= oY Vit ) Y e 2.7
2; Z+221\ri—rj| <Z_1‘ri_Ra|7 2.7)
ZJ#—] i,a=

Subsequently, in the equation for the nuclei motion thetede@ energyF.(R) enters as

a potential:

Th+ Vin + Ee(R) | 6(R) = Ead(R), (2.8)

whereFE} is the total energy of the whole system.

Within ab initio schemes the nuclei motion is usually neglected, howeveir, plositions
can be varied in order to find the ground state of the wholeegysT herefore, from now

on we will only consider the electronic problem 2.6.

2.3 Variational principle

In most of the cases the exact form of the many electron wawetifun is not known and
an approximation has to be made. In order to find the clos@sbaph to the true solution
of the Schrodinger equation 2.6 for a system ground-staéecan use the variational

method. In this method the ground-state wave funciigms approximated by a carefully

chosen subspade, - - - , ¢} Of Hilbert space:
M
Uy~ Uapp= Y _ iy. (2.9)

7

35



Taking into account that the expectation value for the tetargyF is a functional of the

wave function, the approximate total energy is

M
. ciciH;;
Eapp= E[Vapg = —le\ifl " - (2.10)
Ei,j:l C; ¢;Sij
whereH;; = <¢i|ﬁl|¢j> andS;; = (¢i|¢;) are referred to as Hamiltonian and overlap
matrix elements respectively. Stationary states can tednund from the condition that

the derivative offs,,, With respect ta; vanishes, leading to

M
> (Hi; — EappSij)e; =0 for i=1,... M, (2.11)

J=1

which can be generalized to a matrix eigenvalue equatidm tivé form

H-c=FE,,>S-c (2.12)

It can be proved that the energy,,, calculated from an approximate wave functiog,,
is an upper bound for the true value of the ground-state gnegg Full minimization
of the functionalE[¥] with respect to the basis functions will give the true grostate

energyEy. Thatis

Ey = min B[] (2.13)

This is known as the Rayleigh-Ritz variational principl&[58]. The variational method
is widely used in electronic structure calculations to datee the ground-state properties

of a system.
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2.4 Density Functional Theory

Density functional theory (DFT) was introduced in 1964 byhdoberg and Kohn who
showed that the ground state of the system is uniquely datechby the electronic charge
densityn(r) [59, 60].

Theorem 2.4.1(First Hohenberg-Kohn theorem]he external potential is described, to

within a trivial additive constant, by the electron density).

The implication of this theorem is the following. In the dl@nic Hamiltonian 2.7 the
terms75.e and V.. are the same for alN-electron systems, and the last term, arising
form the electron-nuclear interaction, can be treated aati £xternal potentialey(r).
Therefore, the Hamiltonian, and hence the ground-state fuaction\W, are completely
determined byV andV«(r). It follows then that if the electron ground state densit{r)
uniquely defined/ex(r) and sinceV = [ drny(r) it should also define all the ground-state
properties of the system. Hohenberg and Kohn wrote the sgjme for the total energy

as
Eln] = Fln] + / V(1R (r)dr (2.14)

where the functional'[n] is universal (system-independent), and accounts forreleict
Kinetic energy, electron correlation and exchange intenas. External potentiale; in-

cludes the ion-electron interaction and other externaldiel

Theorem 2.4.2(Second Hohenberg-Kohn theorenkpr a trial densityn(r) such that
n(r) > 0and [n(r)dr = N,

B[] > E. (2.15)

Minimizing the functional£[n] the ground-state charge density and hehgecan be

found:
Ey =min F'[n]. (2.16)
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This is an implementation of the energy variational pritei.16. Adopting the charge
density as the variational parameter vastly simplifies thmmutational procedure, al-
though no approximations are made. Instead of dealing Wghnmany electron wave
function which depends on at leastV3variables (coordinates for each electron) for a
system of N electrons, DFT uses the charge density which is only a fanatif three

variables;, y andz.

2.4.1 Kohn-Sham equations

In the above shown DFT formalism it remains to define the fofrthe universal func-
tional F'[n]. For a system of interacting electrons the explicit form fds tfunctional
is unknown. Kohn and Sham proposed to treat the problem fastitidus system of
non-interacting electrons by adding the appropriate &aryiexternal potential so that the

charge density is exactly the same as that in the interastistgm [60],

Y o) =n(r), (2.17)

where the summation is over the all occupied electron statesf the non-interacting

system. The kinetic energy for this system is given exactly:

1
Tin] =) <% _§v2 ¢A> . (2.18)
A
The total energy can then be written as
E =Tn]+ % / %drdr’ + /vext(r)n(r)dr + Exc[n], (2.19)
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where Ey.[n] includes exchange and correlation energies and the differbetween the
kinetic energies of the interacting and non-interactingtems. The remarkable result of
this approach is that the first three terms in the Equatio@ @ah be dealt with simplicity,
while the unknowrty.[n] term is a small part of the total energy and can be approxuinate

surprisingly well.

The functionsy, and hence the ground state charge density can be obtainadHe

self-consistent solution of the following equations:

—%V%A(r) + Veit () a(r) = extha(r) (2.20)
’Ueff = 'Uext / |r 7 | XC) (2.21)
S0P 222)

A

These equations are knownl&shn-Sham equationt is worth noting that the functions
1, are only used to construct the charge density and shouldenoébted as one-electron

wave functions.

2.4.2 The exchange-correlation functional

The remarkable result of the DFT is that all the energy tefmas tannot be calculated
explicitly are accounted in one uniform functiorfgl;[n] which depends only on the elec-
tron density. Thus the accuracy of the ground state enemglaarge density calculations
depends on the correctness of #ig[n] approximation. There are two main approaches
that are widely used in today’s electronic structure caltahs: Local Density Approxi-
mation (LDA) [60, 61] and Generalised Gradient Approximat{GGA) [62—64].
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In the LDA the exchange-correlation energy is assumed tota bnd for any infinites-
imal volume in spacdr takes the value it would have for the homogeneous electren ga

with the same charge density.

Exli) = [ n(r)exn)d, (2.23)

wheree,[n(r)] is the exchange-correlation energy per electron in a homemges elec-
tron gas of density:(r). A generalization of LDA for a non-zero spin systems is local
spin-density approximation (LSDA) [65]. In this case thénspp n+ and spin-dowm,
charge densities are considered. Usually the exchangecarelation effects are treated

separately, so that

Exelny, ny] = Exlng, ny] + Eelng, ny]. (2.24)

For the homogeneous electron gas the exchange part candirembainalytically from

the Hartree-Fock theory:

33N\ us | ap
Exln,my) = —3 (E) (nT/ +n)/ ) (2.25)

The correlation part is more complex. In the high densityitlitnis evaluated from the
many body perturbation theory [61], while for low charge siéies the evaluation ob-
tained from Green function quantum Monte Carlo calculaimnused [66—68]. The nu-
merical results for both density limits are then fitted torapgie parametrized functional
form. Several parametrisations fq. have been proposed. The most commonly used
are those of Perdew and Zunger (PZ) [61], Vosko et al. (VWN) @nhd Perdew and
Wang [64].
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Despite the simplicity of the approximation the LDA was simaw produce surprisingly
accurate results in lots of cases. It was successfully egppti study properties of bulk
semiconductors and the calculated values for lattice eotstbulk modulus and phonon
spectra agreed exceptionally well with the experimentd#termined ones [69-71]. It
was also proven to be reasonably accurate for determinattieguilibrium structures and
vibrational frequencies of molecules [72—74]. Howeveg, tIDA generally significantly
overestimates the binding energies of molecules and tendxlerestimate atomic ground

state energies and ionization energies [75, 76].

The generalised gradient approximation was developed akemnpt to improve the LDA

by including the dependence d&i,. on the gradient of the charge density, and hence
taking into account the inhomogeneity of the electron gdss @pproach was shown to
give more accurate descriptions of atomic and moleculdesysthan those by LDA [75,
76]. However, in applications to bulk solids, where valeatsxtron densities vary rather
slowly, the GGA generally does not show an improvement dweLDA [76]. The general
trend is that the LDA tends to underestimate bond lengthsiande to overestimate bulk

moduli while the GGA shows an opposite behaviour [75].

Since almost all calculations in the present work were peréal for investigation of in-
teractions between two surfaces (graphene and substrabetween adsorbates and a
surface it was crucial to have an appropriate descriptiath@fvan der Waals (vdW) in-
teractions [77,78]. These types of interactions are isically a non-local correlation
phenomena and therefore cannot be correctly described Bydr[GGA due to the local
character of the approximation to the exchange and cowelabtential [79]. Neverthe-
less, the LDA was shown to produce in some cases surprisgagiyg results due to the
cancellation of errors in the exchange and correlationgge®(79, 80]. Particularly, the
LDA predicts the interlayer binding in graphite and othegrdiged solids and gives their
bulk properties in a reasonable agreement with the expataheesults [79, 81]. In con-

trast, the GGA fails to describe the binding between thearatayers in graphite [79,81].
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The proper representation of the vdW interactions can bairmdd from quantum Monte
Carlo (QMC) [82—84] or random-phase approximation (RPA), B5, 86] calculations.
These methods are however extremely computationally esipemand, at present, are
only suitable for studying systems of a few atoms. There$exeral other approaches to
treat vdW interactions have been proposed, mainly non-H@ader Waals density func-
tionals [87—89] and semiempirical dispersion correctiomesnes (DFT-D) [90-92]. The
latter ones became very popular because they can be eapignranted in the available
DFT programs with almost no additional computational cddte DFT-D methods are
based on the addition of a pairwise interatoriid? ¢ correction term to the DFT en-
ergy, whereR is the distance between a pair of atoms andihparameters are obtained
by fitting to the experimental data. Dispersion correctians usually added to GGA
functionals and were shown to give an improved accuracy éscdption of noncova-
lently bound molecular complexes and chemical reactiorsnwdompared with standard
GGA or LDA functionals [93]. However, when applied to layérsolids the GGA+D
methods produce errors in interlayer separations and rignelinergies similar to those
from LDA [79]. Recently, Tkatchenko and Scheffler [94] prepd a promising nonem-
pirical method to obtaiid's coefficients, which produced very accurate results forgelar

set of tested molecules and also for hexagonal boron nitnilesh is a layered solid.

In the present work all the calculations were performed wittDA. This approach was
shown to well reproduce the electronic and structural piiogseof the modelled materials:
graphene, diamond and SiC. The calculated bond lengthesge tmaterials was found to

be within less than 1% error from the experimental values.

2.5 Pseudopotentials

It is well known that binding of atoms into molecules or sslidre governed by their

valence electrons. The core electrons are tightly bounbemticleus and are relatively
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unaffected by the chemical environment of an atom. It isdfugrreasonable to incorpo-
rate the effects of the core electrons into the effectiveested nuclear potentigdseu-
dopotential felt by the valence electrons [95-98]. This allows to difexty eliminate
the core states from the calculations, while keeping pi@tien the description of the
valence states. The use of pseudopotentials has sevesidlemable advantages. Firstly,
in all electron calculations, in order to maintain orthoglity with the localized core
electrons states the valence electrons wave functions rapitly oscillate in the core
region and therefore require a large number of basis fumgtior an accurate descrip-
tion. In the pseudopotential approach the valence elestn@ve functions are replaced
by pseudo-wave functions which are much smoother in the regien and easier to ap-
proximate. This considerably reduces computational effand consequently systems
with larger number of atoms can be modelled. Secondly, tkkision of the core states
results in significant lowering in the magnitude of the tetargy therefore reduces errors
when comparing similar systems. And thirdly, relativigitects, which became impor-
tant for heavy elements, can be included into the pseudopale which are then called
relativistic pseudopotentials [99]. The valence eledroan then continue to be treated

non-relativistically.
There is no unique method to construct pseudopotentialaeker, several requirements

for pseudopotentials are generally imposed [100]:

1. The real and pseudo valence eigenvalues are equal foemaiomic configuration;

2. Beyond a certain cut-off radius,, the real and pseudo atomic wave functions are

identical;

3. The integrated real and pseudo charge densities arertefsar > r, for each

valence statenorm conservatioy

4. The logarithmic derivatives and the first energy deniegtiof the real and pseudo

wave functions agree for > r.
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Pseudopotentials that satisfy the above conditions altedcdle norm-conserving pseu-
dopotentials [100]. The most commonly used forms of normseoving pseudopoten-
tials are those of Bachelet, Hamann and Schluter (BHS)][E0 Troullier and Martins
(TM) [102].

A practical pseudopotential has to transferable This means that it has to be capa-
ble to reproduce the properties of the valence electrons at@m in different chemical
environments. For example, a pseudopotential for the caabam should give accurate
results when used in graphene or diamond. The transfaygabflpseudopotentials is to
some extent ensured by the third and fourth conditions flurse listed above [100]. The
third condition, the norm conservation constraint, gusgasithat an identical electrostatic
potential is produced outside the cut-off radius for pseawld real charge distributions.
The fourth condition gurantees, that the scattering ptagseof real ion cores are repro-
duced with minimal errors when the chemical environmento&eom is changed [100].
Typically, reducing the cut-off radius improves the traafality of the pseudopotential,
since the corresponding pseudo-wave function is gettingetlto the true all electron
wave function. Increasing cut-off radius allows to makeyakgpotential smoothes¢fter)
and to improve convergence of calculations, however, tmsresult in the loss of accu-
racy [103]. Quite recently a new scheme for the construaifartrasoftpseudopotential
with good transferability was proposed by Vanderkiital. [104]. In these pseudopo-
tentials the norm conservation constraint is relaxed ghammuch more slowly varying

charge density that can be treated with a smaller set of hasitions.

All the calculations in this thesis were performed usingtiativistic, separable and dual-
space Gaussian pseudopotentials of Hartwigsen, GoedenkerHutter (HGH) [105].
The advantage of using the HGH pseudopotentials is thahi@grals involving matrix

elements between Gaussian orbitals can be treated aadliytic
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2.6 The AIMPRO implementation of DFT

All the calculations presented in this thesis were perfatogng the Ab-initio Modelling

Program (AIMPRO) [106-108]. The important feature of théV/#®RO code is that it
uses a real space Gaussian type basis set. The code allowpersarm both supercell
and cluster calculations. All the problems here were tebatighin the supercell method

which will be discussed in more detail.

2.6.1 The supercell method

In the supercell method the periodic boundary conditiorsagplied to a unit cell which
contains a modelled structure. This method is ideal for iodebulk materials, espe-
cially crystalline solids, as they naturally obey a pereociondition. It allows to calculate
specific property of periodic structures as the dependeheéeotronic energies on the
wave vector. The supercell method can also be used for niaglslirfaces and molecules,
and it was implemented in most of the calculations presenttds thesis. For modelling
surfaces one of the three lattice vectors of the unit celtansiderably extended in length,
while the number of atoms and their positions are kept theesdrhus a volume free of
atoms is created. A layer of vacuum then appears betweeonegf material and their
repeated images in this direction. The material repeatsaal in the two remaining di-
rections. Thus, slabs of a material with infinite planar ekere created, bounded by the
surfaces to be modelled and separated by layers of vacuusholitld be ensured that
the width of the vacuum layers is enough to minimize any axgon between surfaces
of neighbouring slabs. For modelling molecules the procedsiin principle the same.
A molecule should be placed in a unit cell (box) which has disiens large enough to

avoid any interaction between the molecule and its own tepaeages.
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2.6.2 Basis functions

In the supercell method the wave functions have to obey gierisoundary conditions.
Therefore the Kohn-Sham orbitals.(r) are expanded using a set of Bloch basis func-

tions By (r) as

Yia(r) = Z ki Bxi(r), (2.26)

In AIMPRO a basis set of localized orbitals(r) is used, so thaB,;(r) is defined as

Bki (I‘) =

> fr.ilr = Ly) e, (2.27)

where ¢y, ; refers to thei-th localized orbital in the unit cell described by the legti
translation vectoL,, and the sum is over all th&, vectorsL,,. The localized orbitals are

Cartesian Gaussian functions centred at the atomicRitewhich are given by

$i(r) = (2 — Rip)" (y — Riy)? (2 — Ry.)s x e @R, (2.28)

where the choice of, > 0 defines the orbital type. Setting,/; = 0 givess-orbital,
> ;i = 1 givesp-orbitals and setting _, /; = 2 gives a combination of fivé- and one

s-type orbitals.

The charge density can be obtained as

n(r) =Y by(k) Bi(r) Bi(r), (2.29)
,7,k

whereb;; (k) is the density matrix:

bij (k) = Z Jixn Gni Gongs (2.30)
A
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where fi, is the occupancy of thie) state.

The main advantage of using Gaussian functions basis ig thaery efficient. Compared

to plane waves expansion much fewer localised fitting fumstiare needed for accurate
description of atoms [109]. The drawbacks of the methodas @aussian functions are
not orthogonal, and using too many can result in overcorapéss of the basis set, i.e.
very similar wave functions can be constructed from diffiéi@mbinations of the basis

functions, which can introduce numerical instability itbhe calculation [109].

2.6.3 Basis functions in reciprocal space

Although a real-space basis is used to construct the KolamSinbitals the charge density

in the supercell AIMPRO calculations is expanded in a plaaeerbasis:

Ai(r) = Agexplig - r), (2.31)

where the sum is taken over a discrete grid of reciprocat&attectorgy inside a sphere

of radiusg.,; defined by a cut-off energy

1
Eot = 5 G (2.32)
This allows more efficient calculations of functionals«@f) in the reciprocal space. The
number of plane waves and thus the accuracy of the chargé&ydergansion is defined
by E. In calculations the cut-off energy is increased until tbewvergence of the total

energy is achieved.
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2.6.4 Sampling of the Brillouin zone

In the supercell approach, in order to obtain physical gtiast such as charge density or
total energy, integration over the Brillouin zone (BZ) hade performed. An integrand
function f(k), in general, does not have a simple analytical form. Instéadtegrating
this function numerically over a dense mesh, it is possiblind its average valug by

sampling over a set of selectkepoints:

.0 1w
T= s [ S0 D050 233)

where (27)3/Q is the volume of the Brillouin zone. The accuracy of such dption
clearly depends on the number and choic&-goints. Monkhorst and Pack (MP) pro-
posed simple and reliable scheme kspoints sampling [110, 111]. In this method the

function f is calculated ovelN; x N, x N3 grid of points in reciprocal space, defined as

2n1—N1—1 27l2—N2—1 27l3—N3—1
b b
2N, 1T TN, 2T TN,

k(ny,ng,m3) = b, (2.34)
whereb,, b, andb; are the primitive translation vectors of the reciprocdidat N;, N,
and/N; are integers> 1 andny, ns, n3 are integers from 1 té/;, N, and N3, respectively.
In high symmetry systems oniy k-points from the irreducible part of the Brillouin zone
(IBZ) are taken. Each point is then weighted with a faciprlt is convenient to defing;

as the ratio of the number &fpoints that are related by symmetry to thih k-point in
the IBZ (including the-th k-point itself) to the total number d&-points N. The average

f can then be calculated as

Fr) wifk). (2.35)



2.7 Modelling graphene

This section aims to show the suitability of the theoretaggdroach for modelling graphene

structural and electronic properties and consider passiifficulties in calculations.

For modelling graphene the supercell method has been usedgraphene lattice struc-
ture was described before in the Introduction (see Fig.. 1IThe unit cell of graphene

has two atoms, and lets assume that they are lyingjiplane. Thus, repeating the unit
cell in zy-plane by applying the periodic boundary conditions resintthe infinite and

perfect graphene layer. Since graphene is basically aceuaféayer of vacuum has to be
included above graphene (iadirection) in the supercell method. In all calculations th
local density approximation and Hartwigsen-Goedeckettdi fHGH) pseudopotentials
were used. Extended tests have been performed to find a $et phtameters involved
in modelling that gives the best correspondence of caledlgtaphene properties, mainly
bond length and electronic band structure, to those knoam &xperimental studies and

leads to the lowest calculated energy. The following setanédmeters has been adopted:

1. The pdpp basis set was adopted to represent valence states of geaphdon
atoms. In the given notation the letters are the orbital symbThe number of
symbols is equal to the number of different exponents in e Each symbol
corresponds to a set of Cartasian Gaussian functions ofathe gxponent for all
values of angular momenta,up to maximum defined by the orbital symbol. That
is, I = 0, 1 forp which gives 4 functions, antl= 0, 1, 2 ford which gives 10
functions (see section 2.6.2). Thusglpp basis set corresponds to 22 independent

functions ofs-, p- andd-type with 4 different exponents.

2. The cut-off energy of 200 Ha for a plane-wave expansiohetharge density and
potential terms was found to be enough to avoid the furthpedéence of the total

energy on this parameter.
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Figure 2.1: Calculated electronic band structure of graphdred solid lines represent
occupied states, while blue dashed lines represent emgisstThe zero of the energy

scale is set to the Fermi level.

3. It was found that the metallic filling of the electron statiee. number of electrons
at eachk-point can differ, leads to a faster energy convergence eoaabto the

filling with Fermi-Dirac statistics.

4. A layer of vacuum of~7 A was found to be sufficient to avoid the interaction be-

tween graphene and its own repeated images.

The choice of thé-points grid for the Brillouin zone (BZ) integration will lliscussed in
section 2.7.1. The lattice constant of graphene obtairaed the converged calculations
with the above set of parameters is 2K5vhich is less than 0.5% from the experimental
value of 2.46A.

The band structure calculated for a graphene unit cell isveho Fig. 2.1. As expected,
conduction and valence bands touch at Kagoint of the BZ (the Dirac point) and the
linear dispersion of graphenebands near th& point can be seen. The Fermi level

crosses the Dirac point separating the filled and occupadsst
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Figure 2.2: Plot of the:y-plane-averaged electrostatic potential as a functiohepbsi-
tion along thez axis for a graphene layer. Graphene carbon atoms was pesitiatz =

0. The black solid line defines the position of the vacuumlleve

In order to calculate the work function of graphene, whicthis difference between the
electrostatic potential in the vacuuiii,., and the Fermi level in the material, it is neces-
sary to determine the value B§,.. This can be done by calculating the-plane-averaged
electrostatic potential as a function of the position altrey axis (Fig. 2.2). The flat part
of the potential in Fig. 2.2 correspond to the electrostadiential in the vacuum region.
The work function of graphene was found to be 4.48 eV, whictery close to the values

obtained in several experimental works of 4.5-4.6 eV.

2.7.1 Choice of k-points for the graphene Brillouin zone saipling

In AIMPRO a slightly modified version of the MP sampling schee(equation 2.34) for
defining a grid of thé-points is used:
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k(nl, No, ’flg) = nl]—\le b1 —+ n2]—\i/._252 b2 —+ n3]_\/.'_353 b3

(2.36)

whereb,, by, bs are the primitive translation vectors of the reciprocadidat N;, N>,

N3 are the integers that define the numbekgdoints in each directiom, n,, n3 are the
integers from 1 taV,, N, andV3, respectivelyS;, S, andSs define the initial shift, which
allows changing the coordinates of thepoints included. Usually the shift is defined as
(0.5; 0.5; 0.5). This results in even numbered grids thategrgvalent to that obtained
from equation 2.34. However, the odd numbered grids aréeshdompared to those

generated by equation 2.34 in order to avoid inclusion ofitfp®int into the sampling.

Figure. 2.3 shows convergence tests for the total energyhaenigermi level depending on
the choice of the sampling over the BZ. The totally convergaldes are chosen as the
zero energy level. Clearly, for the initial shift of 0.5, iemeral, the errors are smaller and
the convergence is faster. However, for the initial shift@dgo 0 and for all values oV
which are multiples of 3 the calculated positions of the Rdewel exactly coincide with
the Dirac point. These grids include tEepoint with coordinate$l/3by; 1/3b,; 0) into
the sampling. It is important to note that the biggest emotlie total energy calculations
is less than 20 meV, while for the Fermi energy it is about ¥.ZTgpically thek-points
mesh ofl0 x 10 x 1 or close to this within the first Brillouin zone of graphenaiged, so
an error in the Fermi energy determination can be severalreds meV. Including thK
point into the sampling will give a slightly bigger error ind total energy of the order of

several meV, while the error for the Fermi energy will be elts 0.

The problem with the Fermi energy convergence can be exqadiy the facts that there
is no overlap between conduction and valence bands and #rgyenear thal-point

changes quite rapid with the changes of the wave vector. ifipsies that for a good
description of the region near the Dirac point and for theueaie determination of the

Fermi energy a lot ok-points have to be included. The problem is that for the nabst
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initio codes in the standard procedure, which is used for generatithe k-points for
sampling, thek-points are put uniformly into the whole Brillouin zone. Sayen if a
very high mesh ok-points is defined, only a few of them fall into the small regiof
interest, that usually is not enough to calculate the Fermargy correctly. The problem
with the Fermi energy convergence concerns not only graghieis a general problem
for materials in which the energy bands, which are closedd-#rmi level, change rapidly

in the narrow regions of the BZ.
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Figure 2.3: Convergence of (a) the total energy (b) the Fézwal with the number of
k-points(N x N x 1) for the Brillouin zone sampling for band structure calciaas.
The red and black circles are for the initial shifts of (0.5;0.5) and (0;0;0) respectively.

The lines are plotted as guides for eyes.

53



Chapter 3

Intercalation of hydrogen and fluorine

Into graphene/SIC(0001) interface

3.1 Introduction

Epitaxial growth of graphene on SiC substrates is consiti@sene of the most promising
ways for the production of large area homogeneous graplageesl [24,39,112,113]. An-
nealing hexagonal SiC at elevated temperatures resutis inss of Si atoms from the sur-
face, while the remaining C atoms rearrange in a grapheneylsomb structure. Single-
layer or few-layers graphene (SLG or FLG) can be grown on Botland C-terminated
SiC surfaces (SiC(0001) and SiC(QQ0respectively). However, the graphene-substrate
interface, growth kinetics and properties of epitaxialpyr@ne layers are very different

for the two SiC faces.

The growth of FLG on Si-terminated SiC surface occurs thhotkge formation of the
(6v/3 x 6/3)R30° (6R3) surface reconstruction. Experimental and theoretizalies
have shown that the/&3 reconstruction corresponds to a single layer of carbomsto

with a graphene like atomic arrangement with a fraction ef@hatoms covalently bound
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to the substrate Si atoms [39,40,114,115]. No linear ds&peiofr-bands typical for free
standing graphene is observed for this interfacial laybicivis often called a buffer layer
(BL). However, the next graphene layer above the bufferrlapdaves electronically as
a graphene monolayer, which is electron doped with a cadgasity ofn ~ 103 cm2
due to charge transfer from the substrate. [39, 115-1174d¢tlition to electron doping,
there is a considerable reduction in carrier mobility in ldager, which was found to be
lower than 2000 cAiVs [113]. Epitaxial graphene layers grown on SiC(0001)nt&in
the 30 orientation of the buffer layer relative to the SiC surfaoce are arranged in the

graphitic AB stacking sequence.

For the C face of SiC, it was shown that the typical grapheeeteinic band structure
appears already in the first epitaxial carbon layer and eovdlonds between this layer
and the substrate do not occur [39]. Furthermore, it was shbat, in contrast to the
SiC(0001) surface, where graphene layers grow in AB stgckim the Si face, on the
SiC(00Q) C face graphene layers consist of domains oriented at suagéeind © and
30 relative to the SiC surface [118,119]. During growth the onigy of domains do not
exhibit AB stacking. As a result, each carbon layer behalexgrenically as an isolated

graphene sheet and has a high carrier mobility close to thie w4 250,000 crifVs [38].

Although graphene layers on SiC(0QGhow a much higher carrier mobility compared
with those on SiC(0001), the growth on the Si faced SiC hassaiwantages. The lower
growth rate for graphene layers on the Si face of SiC compardte C face allows
for better control of the growth process, so a defined numbgraphene layers can be
grown. This gives a possibility of creatinglayer (»=1,2,3...) graphene systems with
AB stacking, which have different properties. The growthQi€(0001) also leads to
epitaxial graphene layers with improved structural qyaltan those grown on the C
face, particularly, with better homogeneity, bigger grsizes, and lower concentration of
defects. Moreover, it was shown that graphene-SiC interéaa be significantly modified

by intercalation of several chemical species.
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For the Si face, Rieddt al. have observed a transformation of the buffer layer to mono-
layer graphene following annealing of their graphitized€ Siamples at temperatures
higher than 600C in molecular hydrogen at atmospheric pressure [41]. Smnédsults
were obtained by Virojanadaet al. who exposed graphene-SiC samples to atomic hy-
drogen fluxes at temperatures higher than45(120]. It was suggested that hydrogen
atoms penetrated between the BL and the SiC substrate, tireketerface C-Si bonds
and saturated any Si dangling bonds. This resulted in déiogupf the BL from the sub-
strate and the formation of a band structure typical for nkayer graphene lying within
the band gap of passivated SiC. This process was found tosbesiigle with the inverse
transformation starting at about 700 associated with hydrogen desorption from the
SiC surface [41, 120]. Other experimental groups have tegawn the intercalation of
fluorine [42], oxygen [121], gold [122, 123], lithium [1242%], and sodium [126] into
graphene-SiC interface. While in general, intercalatiesuits in the decoupling of the
buffer layer from the substrate, it can also lead to a dopfriigeddecoupled graphene lay-
ers. For example, the intercalation of fluorine results mgtrong p-type doping, while
intercalation of Li or Na results in n-type doping. The imation of Au may lead to

either n- or p-type doping depending on the Au coverage.

Theoretical investigations, based ab-initio modelling, have shown that intercalation
of hydrogen [127] and sodium [128] is energetically favéeadind the type and level of
doping, obtained from the band structure calculationsjraeegood agreement with ex-
perimental results [128, 129]. However, mechanisms ofdadation of different atomic
species into graphene-SiC interface have not been inagstiggufficiently and are not
understood. Furthermore, there are some experimentahaodetical results which are
seemingly contradictory. For example, in an experimemtadstigation of atomic hydro-
gen adsorption on epitaxial graphene on SiC(0001), no aeilef hydrogen penetration
below a graphene layer was observed even at°@(Q130]. Based on the first princi-

ples modelling the energy barrier for, Hliffusion through the BL was reported to be
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6.5eV [127], that is higher than the experimental value 624V for the dissociation en-
ergy of the H molecule [131]. The energy barrier for atomic hydrogenudiibn through

graphene was reported to be about 4 eV fadwinitio calculations [132]. Thus, direct hy-
drogen diffusion through the BL on SiC(0001) seems to bealistéc in the temperature

range 450-60€0C, in spite of experimental evidences that it occurs.

Excluding a model where that the intercalating speciesaigrass through pristine graphene,
the most plausible route for the various species to the gragisiC interface is through
openings in the layers afforded by the presence of variofextieor grain boundaries. In
practice these may be screw dislocations with an open caai lgoundaries and sample
edges. It was reported from ttadb-initio modelling that an open core screw disloca-
tion with Burgers vectoRc has a core energy only about 10% higher than that of a full
core [133]. Such a difference could easily be eliminatedefwalls of the open core were
passivated by hydrogen. However, the perfect screw distotavith Burgers vectoRc
appropriate for AB stacking might dissociate into partialsering its energy. It is then
unclear whether the H decorated open core screw dislocatimore stable than the dis-
sociated closed core screw dislocation. In this chaptergbiglts ofab-initio simulations

of the diffusion of intercalating species through hollotesiin graphene are presented.

3.2 Details of calculations

All calculations presented in this chapter were performétthiw the local density ap-
proximation for the exchange-correlation potential. Clereels were treated within the
Hartwigsen-Goedecker-Hutter pseudopotentials schend®].[KKohn-Sham valence or-
bitals were represented by a set of atom-centergd andd-like Gaussian functions [134].
Spin-polarization of the valence states was taken intowatcoMatrix elements of the
Hamiltonian are determined using a plane wave expansidreadénsity and Kohn-Sham
potential [107] with a cutoff of 200 Ha. All structures wer@delled with periodic bound-

ary conditions.
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For modelling hexagonal SiC thdH#4SiC polytype structure was used. The calculated
lattice parameters;=3.05A and ¢=10.01A, are in a good agreement with experimental
values,a=3.07A and ¢=10.05A [135]. The substrate was represented with four bilayers
of SiC. A vacuum layer of 28 was included above the SiC surface to separate slabs in
the [0001] direction.

A flat graphene layer was placed on top of the SiC(0001) serfdde dangling bonds
on the (00Q) surface were passivated with hydrogen atoms. An optinoizatf atomic
positions resulted in a graphene layer covalently boundeastbstrate, thus representing
the buffer layer (BL). It was shown that this approach cdiyeeproduced the structure
and electronic properties of the BL on SiC(0001) when a ré&d Surface reconstruction
is modelled [40, 114]. However, a unit cell for thé?8 surface geometry consists of
1310 atoms and is too big for realistic modelling of diffusimechanisms, when a large
number of structural optimizations are required. As an axipnation to the real structure
we used two different surface reconstructions: namely {fiex +/3) R30° (R3) and 4<4
SiC surface reconstructions. TR8 model was adopted in other theoretical investigations
of graphene-SiC interfaces [116,117]. In order to distisgbetween the modelled
structures and the real& reconstruction the term interfacial carbon layer (ICL) e

used hereafter instead of the buffer layer (BL) witth8 and 4<4 models.

Integration over the Brillouin zone (BZ) was carried outhuitthe Monkhorst-Pack sam-
pling scheme [110] using 2212x1 and 6<6x1 grids for theR3 and 4<4 models,

respectively. Optimization of the atomic positions weref@ened using a conjugate-
gradient algorithm until the change in total energy betwien subsequent iterations
was less than210-° Ha. For modelling diffusion processes and obtaining cpoas-

ing energy barriers, the climbing image Nudged Elastic B@NEB) method was used
[136,137]. At least seven system images were used for dés@presentation of diffusion
paths. Structural optimizations along a diffusion pathevearried out until the highest

force acting on any atom in all system images were less tlil@Gtomic units.
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3.3 Electronic and structural properties of the interfacial
carbon layer on SiC(0001) according to theR3 and

4x 4 models

Since simplified models for epitaxial graphene on SiC(0G0#)used it is necessary to
study the suitability of these models to describe the progseof the real system and to
invesigate hydrogen diffusion through the interfaciaboar layer (ICL). Figure 3.1 shows
schematic representations of tR8 and 4x4 SiC surface reconstructions for the ICL on
SiC(0001). TheR3 reconstruction has been used previously in theoretigakiigations
of the graphene/SiC(0001) interface [116,117]. The bandtstre calculations show
the absence of Dirac cones for the ICL and predict corretigyr-type doping of the
next graphene layer above the ICL with the Fermi level at U.4lkove the Dirac point.
It should be noted, however, thalb-initio calculations for the?3 reconstruction predict
the metallic behavior of the ICL on SiC(0001), while it hagbergued on the basis of
Angle-Resolved Photoemission Spectroscopy (ARPES) memsints that the interface
is semiconducting [39]. The metallic band in the ICL/SiA§@p band structure arises
from the Si dangling bonds of the substrate. Because of ttiedanismatch between SiC
and graphene, an 8.2% extension of the graphene latticéarns required to accom-
modate a 22 graphene cell on thB3 reconstructed SiC surface. Such a large extension
of the graphene lattice will inevitably affect the barriés diffusion of a hydrogen atom
through the ICL. It has also been shown fr@hb-initio calculations that stretching of
the C—C bond results in significant increase of the chemezadtivity of graphene [138].
Thus, it can be expected that the binding energy of the ICIh¢oSiC substrate and the
binding energy of the H atom to the ICL will be overestimatedalculations using the

R3 model.

The smallest structure in which graphene and SiC cells anestlcommensurate corre-

sponds to the 44 SiC surface reconstruction which accommodates th& §raphene
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Figure 3.1: Schematic representations of atomic strusime calculated electronic band
structures of the iterfacial carbon layer (ICL) on thé3(x v/3)R30° (a) and (c), and
the 4x4 (b) and (d) SiC(0001) surface reconstructions. T8 & +/3)R30° unit cell

is indicated in (a). Silicon atoms are represented by layghaw) circles. Smaller dark
gray and light gray circles represent carbon atoms in thed@din the SiC substrate, re-
spectively. Solid (red) lines represent occupied stategeviblue) dashed lines represent
empty states. The position of the Fermi level is set to zeifwe ifiset in (d) shows that
graphener and7* bands are separated by the energy gap of 30 meV at the K-pdim i

Brillouin zone.
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cell. This model requires only -0.02% change of graphertedatonstant to adjust the
mismatch between the calculated lattice parameters of 8dCgeaphene. However, it
should be emphasized that in this case the ICL orientatidh mespect to the substrate
is @ in contrast to the 30orientation observed experimentally. Figure 3.1(d) shthes
band structure for the >4 reconstruction. Remarkably, the graphene fikbands are
preserved for the ICL, despite a fraction of carbon atom$ienlayer being covalently
bound with the substrate. There is also an energy gap of &foueV separating the
and7* bands at the K-point of the Brillouin zone (inset in Fig. 8)( The Fermi level is
located well above the bottom of thé band indicating high n-type doping of the interfa-
cial carbon layer and the metallic nature of the interfaceehSa large difference between
the band structures calculated with the use of the two mathelws the importance of the

orientation of the ICL relative to the SiC substrate.

Table 3.1 shows the structural parameters and the bindieggmer C atom calculated
for the ICL on SiC surfaces with th&3 and 4<4 reconstructions. The values for the
R3 model are in a good agreement with those found in previceemrétical investigations
[116,117]. The average distance between the ICL and theD80Q( surface is nearly
the same for both models. However, corrugations of the layerthe binding energy,
calculated per C atom, differ significantly. For the4imodel, the binding energy per C
atom is less than half that for the3 model. This is due to several factors: i) stretching
the graphene lattice in thB3 model increases the chemical reactivity of the layer; ii)
in the 3 model the C atoms which form covalent bonds with the sutesaee located
directly above the surface Si atoms, which is not the casthéofx4 model; iii) it is also
very likely that the binding energy depends on the ICL/statdstorientation althoughi it is

difficult to estimate the contribution of this.

From the modelling of the actual reconstruction witR3 periodicity the corrugation
of the ICL was reported to be of the order of1 [114]. This value is much bigger

than those obtained from our calculations for both 8% and 4<4 models. It should
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Table 3.1: Calculated values for the average distance leetthe ICL and the SiC surface,
h, maximum difference in the height of C atoms in the IG5, and the binding energy
per C atom [}, for the ICL on the SiC(0001) surface.

Model h, A Ah, A E,, eV
R3 2.26 0.28 0.41
4x4 2.22 0.52 0.18

be noted, however, that in small cells, atomic displacemamuce high lattice strains
which result in a significant increase in the total energyhaf system. In bigger cells
such lattice strains can be reduced because of the codetadgons of a large nhumber
of atoms. The particular distribution of graphene C atonesnes of which are tightly
bound to the substrate Si atoms and some are not, are differdhe R3, 4x4 and 6?3

reconstructions, and this can also result in different ntage of the corrugation of a

graphene layer.

3.4 Effect of lattice strain on the binding energy and dif-

fusion of hydrogen through a graphene layer

To investigate the effect of a graphene lattice extensiothendiffusion of atomic hy-

drogen through the layer a set of calculations for singléatsed graphene sheets with
different lattice constants varying in the range of 0-1096 warformed. For these calcu-
lations 6<6 graphene cells have been used. Th&®Q1 k-points grid has been used for

the Brillouin zone integration.

The barrier for diffusion of a hydrogen atom through a graqghayer is defined as the en-

ergy difference between the initial stable configuratiod tie saddle point configuration.
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The most stable position of a hydrogen atom on graphene id gtem chemisorbed to
a C atom. So, it is reasonable to take this configuration amiti@ one for the diffusion

process. Thus, the diffusion barrier can be calculated as

Q = Esp — Einit = Esp — (Ege + By — Ehina), (3.1)

whereEgp is the energy of the saddle point configuratia, is the energy of a separate
graphene layerFy is the energy of a distant hydrogen atom, drig.q is the binding

energy of an H atom on graphene.

The dependence 6f on Ey,;,4 should be pointed out. The binding energy of the chemisorbed
H atom on graphene with equilibrium lattice constant waswated to be 1.18 eV. This
value is larger than those in the range of 0.2—-0.9 eV fountiémbajority of previously
published theoretical works. Such a large scattering irddta can be explained by the

use of different exchange-correlation functionals. THeuwdations with hybrid function-

als give the lowest values of the binding energy, while tHaesof 0.6—0.9 eV are typical

for GGA [138,139]. Previous calculations with the use of Lpr&dict the binding energy

in the range 1-1.4 eV, which is close to our result [138, 140].

The energy barrier for diffusion of an H atom through a gragghlayer was calculated to
be 3.73 eV. In agreement with the results ofétoal. [141], it is found that in the saddle
point configuration the hydrogen atom is not exactly in theteeof graphene hexagon
but slightly shifted towards one of the C atoms. Figure 3@shthe dependence of the
binding energy and diffusion barrier of an H atom on the esi@m of graphene lattice
constant. In the vicinity of 10% isotropic expansion of drape lattice, the change in the
absolute value of the binding energy of H on graphene can peapnated by a linear
dependence with a slope of 89 meV per 1% strain. This resulieigjood agreement with
the investigation of Andrest al.[138] and confirms the substantial increase of chemical

reactivity of graphene upon the lattice stretching.
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Figure 3.2: The calculated values of the binding energy dfiatom on graphene (blue
triangles) and diffusion barrier of an H atom through a geapghsheet (red and black
circles and squares) for different values of the graphetiedaconstant stretching. Circles
and squares distinguish two different dependencies of iffesabn barrier versus strain

that correspond to the change of H diffusion path througlgtaphene layer. Open circles
and squares shows the calculated diffusion barriers ifitidifig energy term is excluded
from the Eqg. 3.1. This corresponds to energy barriers forffdglon through a graphene
layer if the initial configuration is defined as an H atom reenfsom the layer. Lines

represent linear fits to the data.
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As can be seen from Fig. 3.2, there is a large decrease in ¢ngyelparrier for H diffusion
through a strained graphene layer. The barrier for H peti@trarops from 3.73 eV to
0.89 eV for 0% and 10% stretching, respectively. There acedearly distinct regions in
the plot of the diffusion barrier versus strain (shown wititles and squares in Fig. 3.2).
An analysis shows that the data can be approximated by twardidependencies with
different slopes. In the range from 0% to about 3.2% expamngive diffusion barrier
changes with a rate of 78 meV per 1% dilation. Above 3.2%, tbhpesbecomes much
greater, corresponding to the change of the diffusion &awith the rate of 380 meV per
1% dilation. The transition between two regions corresgdndhe change of H diffusion
path through the graphene layer. For a small strain, the kh &atche saddle point con-
figuration is close to the center of the hexagon formed by @Gatd/Nhen the extension
of graphene lattice is larger than 3.2% the saddle point gordtion corresponds to the
H atom in the middle of the C-C bond. Figure 3.2 also shows agdlQ — Fi;,.q versus
graphene lattice constant expansion. This correspondsetgy barriers for H diffusion
through a graphene layer if the initial configuration is defiras an H atom remote from

the layer.

To summarize results of this section, we note that, 1) Thenpability of graphene to

H and the graphene chemical reactivity can be changed signify by tensile strain;
and 2) the use of th&3 model for the ICL on SiC(0001), which requires the extensio
of graphene lattice constant by 8.2%, will probably giveoimect values for the binding
energy of H with the ICL and for the diffusion barrier of hyden through the layer. Thus
we suggest that thed4 reconstruction, although it has not been observed expetatiy,

is a better approximation than the3 model in the cases when the actual energies of

atomic interactions are of more importance than the electnqoroperties.
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3.5 Properties of a quasi-free-standing graphene layer on

H- and F-passivated SiC(0001)

Figure 3.3(a) shows the band-structure of graphene on thaddivated SiC(0001) surface
calculated with the use of thex4t model. The band structure can be expressed as a
sum of two components: the substrate component, consisfiige SiC slab and H-
passivated SiC surface, and the graphene component. Thkeeg@ related bands are
almost identical to those calculated for a separate graplegrer, indicating the small
interaction of graphene with the substrate. The quasidstaeding nature of graphene
on the hydrogenated SiC(0001) has been also supported leyimgntal investigations
[41,142].

The Fermi level crosses the Dirac point indicating thatehemo doping of the graphene
layer. However, a slight p-type doping of the decoupled esye layer has been observed
experimentally [41,142]. This effect has vanished afteatimg samples above 70C.
Thus, the p-type doping has been proposed to arise from sarfecs adsorbates on
the layer [41]. It should be noted that the key features oflthed structure, namely
appearence of graphene Dirac cones in the SiC energy gapeatisence of doping, are
identical for the 4«4 andR3 reconstructions. This fact also supports the above mesdio
results on the independence of the substrate and graphemgonents, since the band
structures for the ICL strongly interacting with the subtgrare very different for the
4x4 andR3 model.

Recently, it was shown that the buffer layer can also be ddedurom SiC(0001) by the
intercalation of fluorine atoms [42]. However, in this cdse $trong p-type doping of the
quasi-free-standing graphene layer was observed with ¢h@iHevel at about 0.79 eV
below the Dirac point. Figure 3.3(b) shows the calculatetdstructure of the graphene
layer on F-passivated SiC(0001) surface. The position @fFdérmi level is 0.38 eV be-
low the graphene Dirac-point, indicating p-type dopingra layer in agreement with the
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Figure 3.3: The calculated band structures for a grapheres len top of the (a) hy-
drogenated and (b) fluorinated SiC(0001) surface calaliladéh the use of thel x 4
model. Solid (red) lines represent occupied states, whilee] dashed lines represent

empty states. The position of the Fermi level is set to zero.

experimental results. However, the magnitude of the doplstgined from the calcula-
tions is less than half that observed experimentally. Soxira eloping of the layer in
the experimental conditions might arise from surface aomants. It should be noted
that the discrepancy between the calculated and expermtheabserved level of doping
occurs for graphene layers on both H- and F-passivated S0djGsurface. In the band
structure shown in Fig. 3.3(b), an electron pocket can aéssd@n around thieé point in
the Brillouin zone. An analysis of the wave function distition shows that the electron
pocket is localised at the SiC substrate, while a hole poeketind the K point, is entirely
located on the graphene layer. This result indicates tlegbttype doping of graphene on
the F-passivated SiC(0001) is due to a transfer of elecfronsthe graphene layer to the

SiC substrate.

Table 3.2 shows the calculated values of the formation gnéng binding energy per C
atom and the average distance from the substrate, for tha-fyjga-standing graphene
layer obtained by intercalation of fluorine and hydrogemregoThe formation energy is

calculated ast; = Ficr, — (Eqy + N/2 X Enyr,)), WhereEicy, is the energy of the SiC
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Table 3.2: Calculated values of the formation enefgy,the binding energy per C atom,
Ey, and the distance from the substrate,for the quasi-free-standing graphene layer
obtained by intercalation of hydrogen and fluorine atomse d@istance: is calculated

with respect to H(F) atoms.

o

E;, eV Ey, meV h, A
H -2.9 29 2.59
-10.8 25 2.85

substrate with the ICLE, is the energy of the quasi-free-standing graphene layer on
hydrogen (fluorine) passivated Si€y,r,) is the calculated energy of the separate H
(F2) molecule, andV is the number of H(F) atoms required to passivate all Si dagg|

bonds on the SiC(0001) surface. For thereconstructionV is equal 16.

The negative values of the formation energy indicate threpticess of H(F) intercalation
and the decoupling of the ICL is energetically favorablee Tédrmation energy also gives
the qualitative evaluation of the stability of the strueturThe H-intercalated samples
were shown to be stable up to 6@ [41]. The very high absolute value of the formation
energy for the case of fluorine intercalation suggests thremely high stability of this

structure.

The binding energy per C atom of the quasi-free-standinglggae layer to the substrate
was calculated to be of the order of 30 meV for both structurgsis result confirms

the small interaction between the graphene and SiC-stbsitashould be noted that in
the case of graphene on F-passivated SiC surface the changéetr should result in an
increase in the binding energy. This, however, can be cosgted by the repulsion due

to anti-bonding character between the F atoms and ibates on the graphene.
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3.6 Mechanisms for hydrogen penetration through the

interfacial carbon layer on SiC(0001)

It was shown in the previous section that the decoupling efitiberfacial carbon layer
from SiC(0001) by intercalation of hydrogen or fluorine asisenergetically favorable.
In this section we examine different ways for hydrogen pextiein below the ICL. For
this reason we have modelled diffusion of atomic and mobechydrogen through the
ICL and defective graphene layers using the NEB method. Theahdiffusion barriers
depend on the binding energy of hydrogen in the initial camfigion, g4, according to
Eq. 3.1. For a flat free standing graphene layer without defbe binding energy of an
H atom to any C atom in the layer is identical. However, for iGe and for defective
graphene layers, the symmetry of graphene lattice is brakehadsorption sites with
different binding energies exist. To facilitate the comgpan of the energy barriers for
hydrogen diffusion through a graphene layer, an ICL, antkint defects in graphene
lattice, we exclude the binding energy term in Eq. 3.1 inffartcalculations. This is also
justified by the fact that during the exposure of the ICL on 8i@ hydrogen atmosphere,
some of the hydrogen atoms or molecules are adsorbed on@lthe/hile some of them

diffuse directly through defective sites in the layer to $i€ surface.

Figure 3.4(a,b) shows the path for a hydrogen atom diffuioough the ICL obtained
with the NEB method and the corresponding changes in themsysttal energy. The
energy barrier for diffusion was calculated to be 2.55 e\hwatspect to the totatl energy
of the separate H atom and the ICL/SiC structure. This vaube same as that for H
diffusion through the free standing graphene. This resiggssts that there is no quali-
tative difference between hydrogen diffusion through @k &nd free standing graphene
layer. However, binding energies for a hydrogen atom on plgrae layer and on the
ICL were found to be quite different. We have tested five défe¢ adsorption sites for
the H atom on the ICL (see Fig. 3.4). The binding energies waleulated to be 2.10,
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Figure 3.4: (a) Initial, saddle point and final configuratidor H diffusion through the
intefacial carbon layer (ICL) on thé x 4 SiC(0001) surface reconstruction. The total
energy variation along the corresponding diffusion patehewn in (b). Black circles
correspond to the calculated energies of atomic configansatalong the diffusion path
relative to the energy of the initial configuration. N is thember of an atomic configura-
tion along the diffusion path. N equal 1, 4 and 7 correspoodbké initital, saddle point
and final configurations, respectively. The blue solid cusven interpolation shown as a
guide for eyes. In (c) considered adsorption sites for arorhaitn the ICL are marked out
and numbered. The H atom adsorbed on the site 1 correspotisitatital configuration

for the modelled diffusion path.

2.90, 2.60, 2.35, and 3.56 eV for sites numbered 1, 2, .. speatively. All these val-
ues are much higher than the binding energy of H on the freelstg graphene, which
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was calculated to be 1.18 eV. The result for the ICL indicéttes chemisorbed hydrogen
is more stable in this environment than on a free-standiaglggne. Adding a binding
energy term to the calculated diffusion barrier of a hydrog®m through the interfacial
layer will give values in excess of 4.7 eV. Such barriers arehigh to be overcome at
600°C, the temperature at which the hydrogen intercalation bas bchieved experimen-
tally. Modelling H, diffusion through the ICL and free standing graphene shaivatla

hydrogen molecule became unstable when passing througletbet-free layers, disso-
ciating into atomic hydrogen. Thus, direct diffusion of hggen atoms and molecules
through a defect-free ICL can be excluded from possible waéysintercalation into the

graphene-SiC interface.

Other possible mechanisms of hydrogen penetration thrtheglCL to the interface with
SiC involve extended defects such as holes, threading edfjsaew dislocations, dis-
continuities of the layer, grain boundaries, sample edefes,Of these, a threading open
core dislocation is attractive as such a defect runs thrthugh-layer graphene, including
the ICL as well as the SiC. However, modelling this defecurexs supercells that are
too large for realistic calculations, so instead we haveutated the barriers for hydrogen
atoms and molecules migration through a heptagon ring irStbee-Wales defect and
open rings composed of a divacancy)\nd tetravacancy (¥ (Fig. 3.5). The incorpo-
ration of these defects into a graphene layer is accompéyiéahg range relaxations of
the surrounding lattice. The size of the ICL in the 4 model which corresponds to the
5x5 graphene cell, is not enough to account for these relaxatibhus, the defects were

modelled in the free standing graphene layers witl8 &raphene unit cells.

The reasons for choosing the ¥nd V, defects are as follows. Removal of carbon atoms
from the layer creates dangling bonds on the defect edgeshvane highly chemically
reactive. For ¥ and V,, the dangling bonds reconstruct in such ways that all atoms
remain threefold coordinated (Fig. 3.5(d,e)). Thus, inflreeof the dangling bonds upon

diffusion of hydrogen should be minimized for the case oktheacancy clusters. It has

71



Figure 3.5: Atomic structures of Stone-Wales (SW),and V, defects in graphene. The
SW defect (c) is formed by in-plane 90otation of the C—C dimer shown in red in (a).
Removal of the C—C dimer results in the formation of thedéfect (d). The V defect

(e) is formed by the removal of four C atoms shown in (b) witth celour. The structures

shown in (c)—(e) are the reconstructed defect structures.

been found, however, that interactions between hydrogensaand C atoms at the edges
of the V, and V, defects are very strong. Optimization of structures wittilogen atoms
placed above Yor V, defects results in configurations with the H atoms being lemiby
bound to C atoms at the defect edges. Thus, an investigdtasomic hydrogen diffusion
through these defects would require a thorough study ofantens between H atoms and
defects edges. This study is beyond the aims of the presektamad therefore diffusion

of an H atom through the )/and V, defects has not been modelled.

Figure 3.6 shows the total energy variation along the pathblfdiffusion through a hep-
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Figure 3.6: The total energy variatiof; — Fin, along the paths for (a) H diffusion
through a heptagon in a Stone-Wales defect and (b) fodiHusion through the SW
(blue circles), \ (black squares) and Mred triangles) defects in the graphene layer. The
symbols correspond to the calculated energies of atomifigeoations along a diffusion
path, E;, relative to the energy of the corresponding initial confegion Ei,;. z-positions
correspond to positions of a hydrogen atom or the center gideolgen molecule along
the axis perpendicular to the graphene plane. The zero ®a#is is the position of the

graphene plane. The solid curves are the interpolationsrshs guides for eyes.

tagon in a Stone-Wales defect and foy dhffusion through the SW, Yand V, defects in

the graphene layer. Initial and final configurations for nmiag the diffusion processes
were chosen to be H orgdphysisorbed above and below the defects in the layer. It was
found that saddle point configurations for all diffusionfmatorrespond to a hydrogen
atom or the center of a hydrogen molecule crossing the grepplane approximately at
the center of a defect. The path fos Hiffusion through the VY defect obtained with the
NEB method is shown in Fig. 3.7. Since diffusion calculasi@re very time consum-
ing, the found saddle point configurations were then opthizeparately to ensure the
convergence of the calculations. The calculated energyelsfor atomic and molecular

hydrogen diffusion through the defects considered arengivdable 3.3.
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Figure 3.7: A path for H diffusion through the VY defect. Positions of the Hnolecule

in the initial and saddle point configurations are denotetldoyd SP respectively.

Table 3.3: Calculated values of energy barriers in eV for ffludion through a perfect
graphene layer and a heptagon in a Stone-Wales (SW) defd&brald, diffusion through
the SW, \4 and V, defects in the free standing graphene layer. The energielmawere

calculated with respect to H and,lHemote from the graphene layers.

Pristine SW \ V4
H 2.55 1.52 - -
H, - 6.89 3.64 0.69

The diffusion rate is proportional teexp(—W/kT'), wherelV is energy barrier and is

the attempt frequency, taken as Debye frequencyobt s—!. This rate is about 13 at
temperatures 500C and 890°C for barriers 2 and 3 eV respectively. Thus, the energy
barrier for H diffusion through the Stone-Wales defect is Enough to be overcome at
about 600°C. However, if the binding energy of H to the graphene layaaken into
account the hydrogen diffusion through the SW defect wilvbey slow at 600°C and

lower temperatures.

74



For H, diffusion the energy barrier can be overcome at 80®nly in the case of the
defect. The average distance betwegrahid the C atoms at the defect edges in the saddle
point configuration is 2.2&. Thus, hollow defects with lateral dimensions of about&.5
and larger can provide a path for hydrogen molecules to shffihrough the ICL. The
low value of the diffusion barrier of 0.69 eV suggests tha ifiteraction between the
H, molecule in the saddle point configuration and thedéfect edges is rather small. It
could be suggested that hydrogen atoms would easily migraedagh hollow defects of
the same dimensions, if they are not trapped at the defeeisedthis could be the case

when the defect edges are already passivated by hydrogehesralmemical species.

3.7 Hydrogen diffusion between the interfacial carbon

layer and SiC substrate

It has been shown that hydrogen can reach the SiC surfacdfbgidg through the hol-
low defects in the ICL. It remains unclear, however, if hygiko atoms (molecules) can
migrate between the ICL and the substrate in order to readtpassivate all Si sites at
the SiC-graphene interface. To find an answer to this questio mechanisms of hydro-
gen intra-surfacial migration were investigated. Firg #émergy barriers for an H atom
migration between four different chemisorption sites an$iirterminated SiC surface be-
low the ICL were calculated (Fig. 3.8(a)). These barriessall low and are 0.56, 0.59
and 0.67 eV. Then migration of a hydrogen molecule betweehltsaturated SiC surface
and the decoupled graphene layer (Fig. 3.8(b)) was coresidérhe total energy of the
most favorable configuration was calculated to be only O\Bhigher than that for the
configuration with the Bl molecule remote from the slab, and the energy variationgalon
the migration path was found to be within 0.3 eV. Thus, hydrogiolecules can easily
intercalate between H-passivated SiC surface and a padietoupled graphene layer,

and migrate to the regions where the ICL is still covalentiihd to the substrate. The
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(b)
Figure 3.8: Schematic representation (a) H and (b)dHfusion along the SiC surface
below the interface graphene layer. Silicon atoms are septed by large yellow circles.
Smaller dark gray and light gray circles represent carbomatin the graphene layer and

in the SiC substrate, respectively. The arrows show thetitine of hydrogen diffusion.

energy barriers for both considered mechanisms of hydrogeazsurfacial diffusion are

low enough to be overcome at 600.

3.8 A model of hydrogen intercalation into graphene/SiC

interface

Now a model for the processes that occur when the buffer lary&iC(0001) is exposed
to molecular hydrogen gas can be proposed. If there are novwhdkfects in the BL,
hydrogen molecules will be physisorbed on the BL. If hollogfetts are present, some
H, moleculed will be dissociated at the defect edges, and lggaratoms will chemically
passivate them. Other molecules will diffuse through thieets and reach the SiC sur-
face. On the SiC surface,;Hnolecules will dissociate into hydrogen atoms, which will
then migrate along the surface, break covalent bonds battheesubstrate and the BL

and passivate the surface Si atoms. Finally, when all Sifaseidangling bonds are pas-
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sivated with hydrogen atoms the BL is transformed to a grapheyer that only weakly
interacts with the substrate. In the case of the BL exposuiteetatomic hydrogen gas the
picture is qualitatively the same, excluding steps invadvH, dissociation. It should be
noted that experimentally decoupling of several graphayers has also been observed.
We suggest that in this case the diffusion of hydrogen tosvéind SiC surface occurs
through the hollow defects penetrating several carbonrsayln practice, these can be

open core screw dislocations, grain boundaries or samplesed

3.9 Conclusions

Density functional theory has been used to investigate am@sms of hydrogen interca-
lation into graphene-SiC(0001) interfaces, as well as tlopgrties of graphene on H-
and F-passivated SiC(0001) surfaces. It is shown that geovihe passivating species
can access the interfacial region, intercalation of hydrognd fluorine atoms which re-
sults in decoupling of the buffer layer from the SiC substiatenergetically favorable.

The decoupled graphene layer only weakly interacts witrsttiestrate. The band struc-
ture calculations suggest that a graphene layer on H-@aedi5iC(0001) is undoped,
while in the case of F-passivated SiC(0001) the chargefeanssults in p-type doping

of graphene.

The present calculations also show that hydrogen atoms arecales cannot diffuse
through pristine graphene layers at 6@) the temperature around which hydrogen inter-
calation has been achieved experimentally. Consideriogney clusters as prototypes of
open regions in graphene, it is shown that the hydrogengiiffureadily occurs through
hollow defects in graphene layers. We suggest that in petiie defects, through which
hydrogen diffusion occurs, may be open core screw dislocstigrain boundaries and
sample edges, which can penetrate several carbon layesgutther shown that hydro-

gen can easily migrate along the graphene-SiC interfaeakbrovalent bonds between
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the buffer layer and the substrate, and thereby passivatsi@ surface.

Effects of the lattice strain on the permeability and cheanieactivity of graphene have
been also studied. According to the calculations dilatibthe graphene lattice by 10%
results in an increased binding energy of a hydrogen atothaatecrease in the energy

barrier for a hydrogen atom to diffuse through the layer bynash as 75%.

78



Chapter 4

Graphene on diamond substrates

4.1 Introduction

Graphene and diamond are two carbon allotropes that haeetat a lot of interest for
their singular electronic and optical properties. The u@gh mobility of charge carriers
in graphene makes it a promising material for ultrafasttedeics. Mobility values of
several 10 cm?/Vs were reported for suspended graphene layers [9, 35]. eMenyfor
many practical applications graphene has to be depositedsoibstrate. In graphene on
substrates additional scattering mechanisms due to tkemee of surface defects, impu-
rities, and substrate related phonons occur resultingawaring of the mobility of charge
carriers by several orders of magnitude compared to thesVfaluthe free standing ma-
terial. For graphene on SiOthe commonly used substrate, the typical value of mobility
is around 20 000 ciiVs [13]. In graphene deposited onto or encapsulated indunal
boron nitride, which contains a lower concentration of defehan SiQ, mobility values
higher than 100 000 chVs can be achieved [36, 37]. Thus, substrates with highityual
surfaces are required for high performance graphene-k@setionic devices. Such sub-

strates, with low densities of defects and surface roughipel®w 1 nm, can be made from
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diamond [143]. Beside the high surface quality there arero#tuvantages of diamond
substrates. The higher energy of optical phonons in diansontpared with that in Si©
lowers the scattering of charge carriers in graphene by temnéerfacial phonons and
results in improved mobility and saturation velocity of teriers [143, 144]. Recently
an advantage of diamond-like carbon over Sg0bstrates for high performance RF tran-
sistors has been demonstrated [145]. It has also been shaivdue to the high thermal
conductivity the use of diamond substrates allows bettat Hessipation for graphene-
based devices and improves the current-carrying capatiyaphene by one order of

magnitude compared to that for graphene on,3ik33].

For CVD (chemical vapor deposition) grown diamond the meshhologically impor-
tant surfaces are those with (001) and (111) orientatiomgdag bonds associated with
surface atoms usually undergo reconstructions or areagatuwith different atomic or
molecular species, such as oxygen, hydrogen, hydroxylpgroetc. The type of recon-
struction/saturation of the surface has a significant effiadts electronic properties. For
example, hydrogenated diamond surfaces are known to éghihie property of negative
electron affinity, while oxygen-terminated surfaces havarge positive electron affin-
ity. Electronic properties of the graphene-substraterfiates can also be significantly
changed by a substrate surface termination. It was shovwepftaxial graphene grown on
SiC(0001), that a strong graphene to substrate interaeliorinates the linear dispersion
of graphener-bands in the first grown graphene layer [39, 116]. Howewes, layer can
be electronically decoupled from the substrate by intateah of several chemical species
into the graphene-SiC interface and passivation of thesar§i bonds [41,42,147]. The
decoupled graphene only weakly interacts with the SiC satesand can be considered
as quasi-free-standing [142]. It has also been found tha¢riding on the intercalated

species the graphene layer can be undoped or doped eitbiep-type [42,125,147].

Naturally terminated surfaces may not be homogeneous dnbdiexncontrolled changes

of properties across the surface or the interface. Thusniianal passivation of a sub-
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strate allows better control of the substrate quality amdijotable modification of prop-
erties of the graphene-substrate interface. Hydrogerditedond substrates have al-
ready been used for the production of graphene-based fielct-éransistors [143, 148].
However, the properties of graphene-diamond interfaces hat been investigated thor-
oughly. In this chapter results of ab initio study of the electronic properties of single
and double layer graphene on H-, OH-, and F- terminated dianfbl11) surfaces are

reported.

4.2 Details of calculations

All results presented in this chapter were obtained fromfirgciples calculations within
the local spin density approximation for the exchangeetation potential. Core levels
of atomic species were treated within the Hartwigsen-GdegleHutter pseudopotential
scheme [105]. Kohn-Sham valence orbitals were represégtadet of atom-centeres,

p- andd-like Gaussian functions [134]. Matrix elements of the Hiéomian were deter-
mined using a plane wave expansion of the density and KolamSiotential [107] with

a cutoff of 200 Hartree (Ha). Periodic boundary conditioresevapplied to all modelled
structures. Integration of the Brillouin zone was carriedl within the nhorst-Pack sam-
pling scheme [110]. A grid of x 18 x 1 k points was found to be enough to ensure the
convergence of the total energy to withis 10~ Ha for all structures and was used in all
calculations. The-point that corresponds to the graphene Dirac point wasided in
the sampling, this is necessary for an accurate deterramafithe Fermi energy in cal-
culations involving graphene layers. Optimization of thenaic positions was performed
using a conjugate-gradient algorithm until the change tal tenergy between two subse-
quent iterations was less thar 10~° Ha. In all cases, this criterion corresponded to the
maximum force acting on any atom in the final iteration beiegglthan ¥10~2 Ha/a.u.

Within this approach the lattice constants of bulk diamangd,and grapheneir, were
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Figure 4.1: (a) The unit cell of the hydrogenated diamondsake. (b) Atomic struc-
ture of graphene with the orthorhombic unit cell defined kg blue solid rectangle and
the conventional unit cell defined by the blue dashed rhompTlie Brillouin zone for
the orthorhombic unit cell of graphene and diamond slabd&tiaegion shows the irre-
ducible part of the Brillouin zone with thie-points labelled. (d) The electronic structure
of graphene with the equilibrium (red solid lines) and exesh (blue dashed lines) lattice

constants. The zero of the energy scale is set to the Fergli lev

calculated to be 3.53 and 2.A&respectively. These values are very close to the experi-

mentally determined values of 3.5%for diamond [149] and 2.4 for graphene [150].

Modelling structures of diamond and graphene

For modelling diamond slabs and graphene layers orthorfeoumit cells were used (see
Fig. 4.1(a,b)). An orthorhombic unit cell of graphene (s&g &.1(b)) contains 4 C atoms
and has lattice parametetis=agr X V/3=4.235A and a2=aGR=2.445.& alongx andy

axis respectively. Among the different diamond surfacesdtrface with (111) orien-

tation has the lattice parameters which are the closeso&etbf graphene. For the or-
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thorhombic unit cell of the (111) diamond surface the latfp@arameters are =4.328A
anda,=2.499A. Both values are 2.25% larger than those for graphene. X&mgle, for
the (001) diamond surface:4.998,& anda2:2.499,&. In this case the mismatch between
graphene and diamond latticesnmlirection is 18.10%. Thus, the (111) diamond surface
has been used for modelling graphene on diamond. In ordefjistagraphene and dia-
mond unit cells the graphene lattice was strained by 2.25¢aimdy directions. The band
structure calculations have shown that such strain of taphgne lattice does not have
significant effect on the shape of graphene electronic bésetsFig. 4.1(d)). However,
the calculated values of the work function are slightly eliént in these two cases. For
graphene with the equilibrium lattice constant the workction was calculated to be 4.48
eV, while in the case of the stretched lattice constant theevaf 4.69 eV was obtained.
Both values are quite similar to the experimentally measwedue of the work function
of graphene,-4.6 eV [151, 152].

Diamond substrates were represented with 14 atomic planesdirection giving 28 C
atoms per unit cell of diamond (see Fig. 4.1(a)). A vacuunetayf 25A was included
above the diamond surface to separate adjacent slabslinection. The top and the
bottom surfaces of the slab were identically terminated @mered with graphene in
order to preserve the inversion symmetry of the system aoid amwanted electric fields
in the vacuum region of a supercell. The graphene layer waliy placed 2.5A above
the diamond surface. For modelling bilayer graphene thersklayer was placed in AB
stacking at a distance of 3.28from the first one. The equilibrium separation between

the layers of 3.2 was calculated for AB graphite using the same method.
Electronic structure calculations

The electronic band structures were calculated along thé X1jgath of the Brillouin
zone shown in Fig. 4.1(c). For each system:theplane-averaged electrostatic potential

was also calculated as a function of the position along trds. This allows to determine
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the value of the flat potentidf,,. in the vacuum region. The electronic levels calculated
for different systems can then be aligned to the same refertavel by aligning their

respective values df .

In order to distinguish the surface and the bulk relatedtedacc states in the slab calcu-
lations, the band structures of the slab systems were caupath that calculated for the
bulk diamond. The latter was modelled using the supercei@bame size as in the slab
calculations but containing only diamond atoms. The bublrgynbands were then rigidly
shifted such that the average electrostatic potentialebtiik system is aligned with the

average electrostatic potential found in the middle of thb.s

Calculations of ionization potentials and electron affinites

The ionization potentials], and electron affinitiesy, for different systems were calcu-

lated as

I = V;)ac - EHO (41)
X = V;)ac - ELU7 (42)

whereFEo and E are the energies of the systems highest occupied state ahmitbst

unoccupied state, respectively. In the calculations ofndiad substrates with different
terminations, to distinguish the changeloénd y caused by the rigid shift of the bulk
related states and that due to the appearance of the sutéaes, $he values of the ion-
ization potential and electron affinity for the bullg,x and xpwux, and that for the surface,

Isurs @ndysurf, @re given separately.

The use of the LDA-DFT for electronic structure calculaiaa known to result in un-
derestimation of the energies of a system’s excited stat&?]| The energy gap of bulk
diamond was calculated to be 4.22 eV, while experimenthifis measured to be 5.48 eV

at low temperatures. It should be assumed therefore thatlbes of electron affinities
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obtained in the calculations are underestimated by abdt 28vas shown that the cal-
culated values can be corrected by multiplication with disgdactor of 1.297 [154].
The electron affinity values given in this chapter are cae@@ccording to this scaling

procedure.
Calculation of graphene to substrate binding energy

The graphene to substrate binding energy per a C atom of gmaph,;,q, can be calcu-
lated as
1
FEping = N(EGR + Ep — Egrip), (4.3)
where Egr, Ep and Eggp are the total energies of the relaxed structures of isolated

graphene, isolated diamond slab and the combined systespeatively, andV is the

number of C atoms in a graphene layer.
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4.3 Effect of the termination on the diamond (111) sur-

face electronic properties

4.3.1 Clean surface

The clean (111) diamond surface is known to undergo a tramsfiion into the Pandey
reconstruction [155] with the uppermost C atoms arrangeijag chains extended over
the surface (Fig. 4.2(a)). Each C atom within a chain is fletdecoordinated and has an
electron in 2, orbital, which does not participate in covalent bondinge Th, orbitals
form a network ofr bonds along the chain which results in semimetallic behrafithe

surface.

Figure. 4.2(b) shows the calculated electronic band straaif the Pandey-chain surface.
Shaded regions represent conduction and valence bands otk diamond. As can
be seen from the plot the electronic structure of the bulkndiad is sufficiently well
represented by the slab system. The surfastates are dispersed throughout the energy
gap of the bulk diamond and cross the Fermi level. This irtddhat the surface is
semimetallic. In this case the surface ionization potéama electron affinity are equal
and equivalent to the work function, which is the differebe¢éween the vacuum potential
and the Fermi energy, thug,s = ysut = 5.03 €V. From the position of the bulk VBM
and CBM, the ionization potential i5,x = 5.85 eV and the corrected electron affinity is
xbuk = 0.37 eV. The obtained values are in excellent agreement withiqueutheoretical

investigations [154].

It is interesting to point out that the electronic configioatof the Pandey-chain (111)
diamond surface and the formation of the extendeagktwork resembles graphene. Fur-
thermore, the value of the work function for the Pandey-tlsairface, 5.01 eV, is quite

similar to that of graphene, 4.6 eV.
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Figure 4.2: (a) Optimized atomic geometry and (b) calcalakectronic band structure
of the Pandey-chain reconstructed (111) diamond surfac#id §ed) lines represent

occupied states, while (blue) dashed lines represent estgiys. The zero of the energy
scale is the vacuum level. Shaded regions represent theedligand structure of the bulk

diamond. The horizontal solid black line defines the Fernergn

4.3.2 Hydrogenated surface

It has been shown by theoretical [156] and experimental ][Id/&stigations that hy-
drogen termination of the unreconstructed (111) surfacediee energetically favourable
than that of the Pandey-chain surface. Hydrogen terminasictable to about 90,
where H desorbs. Figure 4.3 shows the atomic structure and thelatdduelectronic
band structure of the unreconstructed (111) diamond satiaeninated with H atoms.
Hydrogen atoms saturate dangling bonds of the surface Csat@moving ther states
of the clean surface from the bandgap of the bulk diamond. eléetronic structure of
the hydrogenated diamond slab is very similar to that of thk 8iamond, except the un-
occupied band has approximately parabolic shape belowulkecbnduction band. This
band, labeled as A in Fig. 4.3(b), was shown to originate ipdiom the C-Ho bonds

and is characteristic for hydrogenated diamond surfaces.
Comparing with the clean (111) surface the hydrogen terticinaesults in the shift of the
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Figure 4.3: (a) Optimized atomic geometry and (b) calcdlakectronic band structure
of the H-terminated (111) diamond surface. Carbon atomsegeesented with large
grey spheres, while H atoms are shown by small white sphdies.band labeled as A

originates from the C-H bonds and is characteristic for hydrogenated diamondsesfa

bulk related energy bands upward by about 2.28 eV. This shifhused by the presence
of the ©@~—H’* dipoles layer on the surface. Polarization of the surfadd @airs occurs
due to the higher electronegativity of C compared to H. Th& mnization potential is
Ioux = 3.57 eV and the bulk electron affinity igpux = —1.91 eV. The presence of the
surface states below the bulk CBM resultsyifa,s = 0.21 eV. The obtained values are in
a very good agreement with previous theoretical invesbgat[154]. However, exper-
imental investigations have indicated the negative edecaffinity of the hydrogenated
diamond surfaces. For the (111) hydrogenated surface the @ -1.27 eV fory has
been obtained from ultraviolet photoelectron spectrogesopasurements. It should be
noted, that experimental techniques usually probe theswéace region, which, strictly
speaking, consists of a mixture of the surface and the budite@ states, while in the-
oretical studies these states can be clearly distinguisiids, measured values of the

electron affinity should be between thg,kx and sy calculated values.
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4.3.3 Fluorinated surface

The atomic geometry of the fluorine terminated (111) surfawkthe corresponding elec-
tronic band structure are shown in Fig. 4.4. Fluorine atoasgrate the C dangling bonds
of the unreconstructed (111) surface in a similar way aserctise of hydrogen passiva-
tion. However, in terms of the electronic properties the@fbf the F and H termination
is very different. Since F is more electronegative than €dipole moment of the surface
C**—P°~ pairs has opposite direction than that df GH’*. Thus, in contrast to the H-
terminated surface, fluorination causes the bulk relatedygrbands to move downwards
by about 2.40 eV from their position with the clean surfacg.(B.4)(b). This results in
Touk = 8.25 eV andxpuk = 2.77 eV which are 4.63 eV larger than the same parameters
for the hydrogenated (111) surface. Due to some mixing osthéace and bulk related
states at the top of the bulk valence band (Fig. 4.4), theasarionization potential is

slightly lower than that of the bulkig,s = 8.20 eV.

Energy (eV)
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Figure 4.4: (a) Optimized atomic geometry and (b) calcdlakectronic band structure
of the F-terminated (111) diamond surface. Carbon atomsegresented with large dark

grey spheres, while F atoms are shown by smaller light gregres.
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4.3.4 Hydroxylated surface

Hydroxylated and oxygenated diamond surfaces are of pdatipractical interest, since
these types of termination often occur during CVD growthiahabnd crystals and etch-
ing of their surfaces [158, 159]. It has been shown that drean@11) surfaces etched
in oxygen-water vapour under the high pressure are tergdnlay a full monolayer of

OH groups [159]. The atomic geometry of the OH-terminatedLjIsurface is shown in
Fig. 4.5. Orientation of the OH groups shown in Fig. 4.5(bpvi@und to be the most

favourable in agreement with a previous theoretical std@Q].

Figure 4.5: Optimized atomic geometry of the OH-termindfeldl) diamond surface: (a)
side view and (b) top view. Large grey spheres represenboatoms, red spheres show

oxygen atoms, and small white spheres are hydrogen atoms.

Fig. 4.6 shows the calculated electronic band structurthisdiamond slab with the OH-
terminated (111) surface. The bulk VBM and CBM correspond,ip = 5.47 eV and
xbuk = 0.0 eV, indicating the upward shift of the bulk related energgdsby about 0.38

eV relative to the clean surface. The direction of the sksifsimilar to that for the H-
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terminated surface, however its magnitude is much smadllas suggests that relatively
weak polarization of the C—OH bonds occurs, which resultaéformation of the € —
(OH)’~ dipoles layer on the surface. Due to the presence of the aatstates above the

bulk VBM the surface ionization potentials, = 4.78 eV, is lower than the bulk value.

Energy (eV)

Figure 4.6: Calculated electronic band structure of the t&ihinated (111) diamond
surface. Solid (red) lines represent occupied statesgewhlile) dashed lines represent
empty states. The zero of the energy scale is the vacuum IBliatled regions represent

the aligned band structure of the bulk diamond.
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4.4 Graphene on passivated diamond substrates

4.4.1 Graphene on the H-passivated diamond (111) surface

The optimized atomic geometry of a graphene layer on theriditated diamond (111)
surface is shown in Fig. 4.7. No significant changes in bo#plgene and H-passivated
diamond atomic structures were caused by the relaxationveMer, the graphene layer
moved slightly away from the initial position of 2f6above the surface. The final separa-

tion between the graphene layer and the surface hydrogersatas found to be 2.6

Figure 4.7: Optimized atomic geometry of a graphene layetherH-terminated (111)
diamond surface: (a) side view and (b) top view. Carbon atarmsepresented with large
grey spheres, while H atoms are shown by small white sphar€b) graphene lattice is

shown by blue wireframe.

Figure 4.8(a) shows the calculated electronic band strectigraphene on the H-passivated
(111) diamond surface. The graphene and diamond compoofehis band structure can

be clearly distinguished. Moreover, the shape of both grphand diamond related
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Figure 4.8: (a) Calculated electronic band structure foingle graphene layer on the
hydrogenated diamond (111) surface. Solid (red) linesessgrt occupied states, while
(blue) dashed lines represent empty states. The zero ohtrg\yescale is the vacuum
level. Shaded regions represent the aligned band struofufee bulk diamond. The
horizontal solid black line defines the Fermi energy. (b) @dhow the plot of the charge
density with two isosurface values for the states defined aadBC in (a) respectively.
Blue and red colors correspond to the charge density of wmeed (b) and occupied (c)

states respectively. The state defiend as A is referred teeiteit.

bands is very similar to those calculated for isolated stmas, indicating that graphene-
substrate interaction is very weak. The unoccupied barelddkas A in Fig. 4.7(b) orig-
inates from the C-H bonds of the hydrogenated diamond sirfdshould be noted that
for the isolated diamond substrate the minimum of this baridwas found to be about
2.1 eV below the bulk CBM. The presence of graphene shiftsitimmum of the band

by about 1.7 eV upwards in energy, however, the form of thellvamains parabolic.

The graphene Dirac point, which separates occupied andyestgies in a free standing
layer, lies below the valence band maximum of diamond. Téssllts in electron transfer
from the substrate to the graphene layer. The position ofénmi level (see Fig. 4.8(a))

indicates that states at the top of the diamond valence banehapty while graphene re-
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lated states are filled up to 0.52 eV above the Dirac-poiné glbt of the charge density
shows that the empty states in the diamond valence band,ete the positive charge,
are mainly delocalized over the bulk-like region of the doamd substrate (Fig. 4.8(b)).
The negative charge, due to the graphene states occupied tigDirac point, is delo-
calized over the graphene layer (Fig. 4.8(c)). No mixingmaifpipene and diamond states

is observed.

The concentration of electrons in a graphene layer due taldpéeng can be found by
integration of the graphene density of states. Since fqrlggae on H-terminated diamond
the linear dispersion of graphenédands is preserved, the standard equation for graphene

density of states can be used [13]:

om) = 25

- 2,2
mh*vs,

(4.4)

wherep(E) is the density of states per unit area of graphepes: 105ms~! is the Fermi
velocity and £ corresponds to the energy difference between the Fermi #awk the
Dirac point. Integration of the density of states (Eq. 4 i¥gg the concentration of charge

carrier in graphene:

_iBp
Th2v?,

n (4.5)

Using Eq. 4.5 and the value of 0.52 eV fbrthe density of free electrons in the graphene
layer on the H-terminated diamond (111) surface was cakedilto be abouf x 103

cm2.

Although there may be some uncertainty as to the realizati@harge transfer between
the graphene and diamond, it should be noted that such ast efés predicted for £
absorbed onto hydrogen terminated diamond [161], which sudisequently observed
experimentally [162].
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It should be noted that the bulk diamond VBM appears 4.12 dvWbthe vacuum level,
so, there is a downward shift of the diamond energy bands bytah55 eV from their
position in the calculations of the hydrogenated diamoitdsate without graphene. This
effect can be explained by thetype doping of the substrate. The graphene Dirac-point
is found at -4.72 eV with respect to the vacuum level, whicheis/ similar to the value

of -4.69 eV calculated for the isolated graphene layer.

Graphene to substrate binding energy, for the configuratanvn in Fig. 4.7(b), where
two of four C atoms in the graphene unit cell are positioneealy above surface hydro-
gen atoms, was calculated to be 36 meV per atom. Changing#ikon of the graphene
layer in the horizontal plane results in slightly lower weduof Eying. However, for all

the tested structures this deviation was smaller than 5 ne\am and no changes in
the band structure were observed. Such small values of titkngi energy indicate very

weak interaction between graphene and the H-terminatedlaid surface.

4.4.2 Graphene onthe F- and OH-passivated diamond (111) daces

Similar to the case of graphene on the hydrogenated diamoridcs, relaxation of
a graphene layer on the F- and OH-terminated surfaces dde®sut in significant
changes of both graphene and the substrate atomic streictlire separation between
the graphene layer and the surface in the optimized stestuas found to be 2.86and
2.77A for the fluorinated and hydroxylated surfaces respegtivdlhe binding energy
per C atom of graphene was calculated to be 27 meV for graptretiee F-terminated

surface and 33 meV for graphene on the OH-terminated (1ab)aid surface.

The calculated electronic band structures of graphene®f-tland OH- terminated dia-
mond (111) surfaces are shown in Fig. 4.9. In both cases #éutrehic structure can be
simply expressed as a superposition of graphene and diacoomgonents. The graphene

Dirac point lies in the energy gap of the F- and OH-terminatiednond surfaces. Thus,

95



Energy (eV)
Energy (eV)

77N\
neey -~

/.

\\\\'
X
10 SN HEREENS

(@) M Y r X M (b) )

Figure 4.9: Calculated electronic band structure for alsiggaphene layer on the (a)
F- and (b) OH-terminated diamond (111) surfaces. Solid)(lieés represent occupied
states, while (blue) dashed lines represent empty stateszdro of the energy scale is

the vacuum level. The horizontal solid black line definesRbemi energy.

no charge transfer and no doping of graphene or substrate. ddwe Fermi level crosses

the Dirac point as in the case of a free standing graphene laye

4.4.3 Bilayer graphene on the passivated diamond substrate

The calculated electronic band structures for bilayer lgeae on the H-, OH- and F-
passivated diamond (111) surfaces are shown in Fig. 4.10. gfaphene on the hy-
drogenated diamond surface a gap of about 0.15 eV betwepheagra conduction and
valence bands appears. The appearance of a band gap is atethstia of a bilayer

graphene in the presence of a difference between the elguitentials of the layers
[163, 164]. In the case of the bilayer on the H-passivatechdiad surface the charge
transfer from the substrate results in a different amourtagiing of the two layers, so
the electric potentials of the layers are different. Simslalitting has been predicted from

ab-initio calculations for bilayer graphene on the SiC(0001) surfadeere the charge
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Figure 4.10: Calculated electronic band structure for ayeit graphene on the (a) H-, (b)

F-, and (c) OH-terminated diamond (111) surfaces. The zktheoenergy scale is the

vacuum level. The horizontal solid black line defines thenkt@nergy.

transfer between the graphene and the substrate occuis [116

In the case of bilayer graphene on the OH- and F-terminatedalnd (111) surfaces, the
work function of graphene lies in the energy gap of diamoruisl no charge transfer be-
tween the bilayer and the substrate occurs. The electramid structure can be expressed

as a sum of graphene and diamond components.

4.5 Discussion

Since the interaction between graphene and passivatesddsubstrates is very weak
and does not result in significant perturbation of both gemghand diamond energy
bands, similar conclusions on the possibility of the chargasfer between graphene
and diamond substrates can be obtained by consideringdh&ation potentials/, and
electron affinities,y. For graphendgr = xecr = Wer is the graphene work function,
which is the difference between the vacuum potential and=treni energy. In a free
standing graphene layer the Fermi energy crosses the Duiat. prhe charge transfer

between the dielectric substrate and the graphene laylevaetilir if the work function of
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Figure 4.11: Calculated values of ionization potentia¢sl(lines) end electron affinities
(blue lines) for H-, F- and OH-terminated (111) diamondaces. The bulk related values
are defined by short solid lines, while the surface relatddegare shown with short
dashed lines. The zero of the energy scale is the vacuumligyelLong dashed line

defines the calculated work function of graphdngg. All energy values are givenin eV.

graphene crosses the conduction or valence bands of thieaeb®r in other words, the
condition for the electron transfer from the substrate eographene layer B/gr < Isu
and for the electron transfer from graphene to the subsg&i@r > ysu» The lsypand

Ysub @re the ionization potential and the electron affinity of $hbestrate.

It has been shown in the Section 4.3 that the ionization piadeand the electron affinity
of the diamond substraté&;, andyp, can be significantly changed by the different surface
terminations. Figure 4.11 shows schematically the caledlaalues of/p (red lines) and

xp (blue lines) for H-, F- and OH-terminated (111) diamond acel together with the
calculated work function of graphene. For the H-terminaedace the value ofp is

lower thanWWgg, thus, the transfer of electrons from the substrate to thphggne layer
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will occur. In the case of the F- and OH-terminated surfabessalue ofiVgg is between
Ip andxp and no charge transfer is expected. These conclusions agjfethe results
obtained in the previous section DFT calculations of th@lheae layers on the passivated

diamond substrates.

4.6 Conclusions

In this chapter the electronic properties of graphene/dradrinterfaces have been stud-
ied with the use of density functional theory. The resultsaoted show that for a single
graphene layer on the H-, F- and OH-terminated (111) diansarfdces the linear disper-
sion of graphene-bands is preserved and the shape of graphene electroris lsawvery
similar to that calculated for a free standing layer. Thuspbene layers only weakly
interact with the passivated diamond surfaces can be caenesichs quasi-free-standing.
Similar cases have been found to occur for graphene on H- gras§ivated SiC(0001)
surfaces [41, 142, 147].

For graphene on the hydrogenated diamond (111) surfacehé#nge transfer results in
n-type doping of graphene layers apdype doping of the substrate. In the case of a
single graphene layer the density of charge carriers imastid to be about.7 x 103
cm~2. For the bilayer graphene on hydrogenated diamond suéstila¢ doping results
in the appearance of a 150 meV energy gap between graphedeatiom and valence
bands. For graphene on the OH- and F-terminated diamonacgsrho transfer doping

occurs.
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Chapter 5

Doping of fluorographene by surface

adsorbates

5.1 Introduction

Graphene is considered a promising material for nanoeleics due to its very high car-
rier mobility [165-167]. However, the absence of an eleutt@nergy gap is a serious
limitation for applications of graphene to conventionaatonic devices. Indeed, the
creation of an energy gap in the electronic spectrum of graelis currently a subject of
intense research. One way to open the band gap is to changketimnic configuration
of carbon atoms fromap? to sp* by functionalization with other chemical species [46,47].
Following this route several graphene derivatives, whitbmsinsulating behavior, have
been realized: namely, graphene oxide [48], graphane Bi&Q] and fluorographene
(graphene monofluoride) [51-55]. In contrast to oxidizedpipene layers, which are
highly inhomogeneous, graphane and fluorographene (FGloareed by ordered ar-
rangement of hydrogen (in the case of graphane) and fluaririled case of FG) atoms on

both sides of the graphene layer. Such ordered graphenatiles can be considered as
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new two-dimensional (2D) crystals. While graphane can lbenigposed quite easily [50],
FG shows high chemical and temperature stability (up t6@p(b1]. The resistivity of

fluorographene has been shown to be higher thaf Ind@icating that FG is an insula-
tor with a wide energy gap [51]. The value of 3 eV was obtair@dlie energy gap of
fluorographene from optical measurements [51]. Howevestdiccessful applications in
electronics the graphene based dielectrics require dopihgree charge carriers. It was
shown that in pristine graphene, charge carriers can bedated by deposition of sev-
eral metals and molecules [168—-172]. Ways for introductibfftee charge carriers into

fluorographene have not yet been studied and are considetteel present work.

In general, doping of a semiconductor (SC) by surface adsesboccurs if there is a
charge transfer between the semiconductor and the adsorfais requires a difference
in electronic chemical potentials at the interface. Fociffitn-type doping the ionization
energy (IE) of the adsorbate should be lower than the eleetifmity at the SC's surface.
In terms of the electronic levels this means that the higbesitpied level of the adsorbate
should lie above or close to the conduction band minimumef6. Thus, to investigate
the possibility ofn-type doping of fluorographene two metal atoms with the lowuea
of the IE, potassium and lithium, have been chosen. A goldhdtas high IE and is
considered for comparison. Potassium is known to act as ardonpristine graphene,
while little charge transfer has been predicted theorigitar the case of Au atoms [168,
169, 172]. For efficient electron transfer from the SC to ttiscabate, which results i
type doping, the electron affinity of the adsorbate shoulthlyger than the work function
of the SC. This requires that the lowest unoccupied elertiernel of the adsorbate lies
below or close to the valence band maximum of the SC. Thuspateatialp-type dopant
for FG the F4-TCNQ molecule has been considered. This czganiecule has a high
electron affinity of 5.2 eV, and it was shown to be an efficiaxttegptor for different carbon
allotropes: graphene [173-175], nanotubes [176] and diaib/7].
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5.2 Details of calculations

Spin-optimized DFT calculations were performed using tieal density approximation
(LDA) for the exchange-correlation potential. Hartwiggenedecker-Hutter pseudopo-
tentials were used to eliminate core levels [105]. Basis geindependent atom-centred
s—, p— andd-like Gaussian functions were used to represent the KotamStrbitals.
The charge-density is Fourier transformed and fitted usiagepwaves with a cutoff en-
ergy of 200 Ha. The FG structure is modelled from the flat gemehlayer by adding a
fluorine atom to each carbon atom and optimising both the iatpasitions and the lattice
constant. The chair configuration of fluorographene (Fity&) is considered since this
structure was shown to be the most energetically favouraide[55]. To investigate the
effect of metal adsorbates on the electronic propertiesiofdlgraphene a metal atom is
placed on top of the 44 FG supercell. In the case of F4-TCNQ molecule the6 GG
supercell is used. A vacuum of 25 is included above the fluorinated graphene layer
and separates the layers in the stack from each other. #timgover the Brillouin zone
(BZ) is carried out within the Monkhorst-Pack sampling sdeg110] using 1212x1
and 8<8x1 grids for the 44 and 6<6 supercells, respectively.

5.3 Structural and electronic properties of fluorographene

Fluorographene is a stoichiometric derivative of grapheite each carbon atom cova-
lently bonded to fluorine. The configuration in which carbéonas from two graphene
sublattices are bonded to fluorine atoms on different sitesgpaphene layer was shown
to be the most energetically favourable and is called the @lnarographene configura-
tion (Fig. 5.1).

Table 5.1 shows the structural parameters of fluorograptierieed from the present cal-

culations and those from earlier theoretical and experiaigvorks. The calculated value
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Figure 5.1: Schematic representation of the fluorographtamic structure: (a) side view
and (b) top view. Dark grey and green (light grey) spheresessmt carbon and fluorine

atoms respectively.

Table 5.1: Structural parameters and electron energy ggddr fluorographene derived
from the present calculations. The values from the otheorttzal and experimental
works are shown for comparison. The FG lattice constaptand the C-C and C-F bond
lengthsdcr anddee, are shown in angstromé\x. The angles between bondsg,-» and

Occc, are in degrees.

Reference ag, A dor, A dccs A Occr bccc  Ey eV
Theory
LDA This work 255 1.361 1552 108.3 110.6 3.1
GGA Leenaertet al. [55] 260 1371 1579 108.1 1108 3.2
Boukhvalovet al. [47] - - 1.559 - - 4.2
GW Leenaertet al. [55] - - - - - 7.4
Klintenberget al. [178] - - - - - 7.4
Experiment
TEM Nair et al. [51] 2.48 - - - - 3
XRD Chenget al. [52] 257 - - - - -

aThe lattice constant was measured for 100% fluorinated SRihge powder.
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Figure 5.2: Calculated electronic band structure of (aplgeme and (b) fluorographene.
Red solid lines represent occupied states, while blue ddsghes represent empty states.
The zero of the energy scale is set to the Fermi level in (a)tanithie valence band

maximum in (b).

of the FG lattice constant is 2.95 which is 4.5% larger than that calculated for a pristine
graphene, 2.44A. This is in a good agreement with X-ray Diffraction (XRD)tdawhich
showed a 4.5% difference between the values of in-planedatonstant for 100% fluori-
nated and for pristine SP-1 graphite powder, A5and 2.464, respectively [52]. How-
ever, only a 1% change of the lattice constant was reportddlfg fluorinated monolayer
graphene from electron diffraction measurements [51]. dute@ors attributed this to the
possibility of much stronger out-of-plane corrugations2® fluorographene layer than

for 3D graphite. However, such corrugations cannot be ptediby our calculations.

Figure. 5.2 shows the calculated electronic band strustfrgraphene and fluorographene.
In the case of FG the formation of the C-F covalent bonds absittte electronic configu-
ration of graphene carbon atoms frept to sp. This removes graphene relatedhands
from the electronic structure of fluorographene and resulise appearance of an energy
gap. The value of the band gaplatvas found to be 3.1 eV, which is in good agrrement
with previously reported DFT results (see Table 5.1). Havgtis well known that band

gap values calculated with the application of DFT are urstereated. Calculations based
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Figure 5.3: (a) Schematic representation e#4fluorographene supercell. Dark grey and
light grey spheres represent C-F units with fluorine atonw/aland below the fluoro-
graphene plane, respectively. Small filled circles showrbst favorable adsorption sites
for metal atoms on FG, which are above the centre of triarighesed by the three nearest
fluorine atoms. Positions marked by opened circle and thmeetly above the fluorine

atoms are less favorable. (b) Side view of fluorographenie anitadsorbed metal atom.

on theGW approximation predict the energy gap of 7.4 eV for the chanfiguration
of FG [55, 178]. The experimental value of 3 eV has been repdir the optical gap of
FG [51]. This value, however, might be smaller than the reakgy gap due to excitonic

effects [51] or possibly the effect of disorder.

5.4 K, Liand Au atoms on fluorographene

The considered adsorption sites for metal atoms on fluopbgrae are shown in Fig. 5.3(a).
The most favourable position for all the metal atoms is foabave the centre of a triangle
formed by the three nearest fluorine atoms. The calculategs®f binding energy and
optimum height for K, Li and Au atoms above the FG layer areegiin Table 5.2. The
value obtained for the binding energy for the K atom on FG22Y, is higher than the
value reported for the K atom on pristine graphene, 1.51 éNchwvas derived from the

similar DFT-LDA calculations [172]. This indicates sligyhstronger interaction of the K
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Table 5.2: Experimental values of the ionization energy @Emetal atoms [131] and
calculated values of the binding energy,, optimum height), and magnetic moment,
M, for the metal atoms and F4-TCNQ at the most favourable atisorsite on top of
fluorographene. The heights are calculated with respedtetadp fluorine atoms. The

type of doping due to the adsorbates is also shown.

o

IE?, eV Ey,, eV h, A M, up Doping
K 4.34 2.22 1.92 0 n-type
Li 5.39 2.38 1.05 0 n-type
Au 9.23 0.24 2.52 1 -
F4-TCNQ 1.02 2.48/2.78 0 -

aThe values are for the smallest distance (between N atomthard surface) and the average distance
between F4-TCNQ and FG.

atom with FG than with a pristine graphene. The oppositeceiteobserved in the case
of Au atom: the binding energies are 0.24 eV and 0.65 eV foattsorption on FG and
pristine graphene, respectively. Such a low value of thdibmnenergy for gold indicates

a very low stability of this metal on the fluorinated graphsoeace.

Figures 5.4(a) and 5.4(b) show the band structures of peistuorographene and fluo-
rographene with the adsorbed K atom. The adsorption hattedsn the appearance of
a half-filled band close to the conduction band of FG. An asialpf the band structure
shows that the K atom adsorption partially lifts the degaogof the levels at the bottom
of the conduction band at the K and M points of the Brillouimeo This indicates that
the observed half-filled band arises from the splitting ef¢bnduction band of FG by the
dopant. To investigate further, the wave functions werewutated af” for the lowest level

of the conduction band of FG (point A in Fig. 5.4(a)) and foe tralf-filled level of FG

with the adsorbed K atom (point B in Fig. 5.4(b)) . The wavections appear to be very

similar and are delocalized over the carbon and fluorine at@®e Fig. 5.5). This result
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Figure 5.4: The calculated electronic band structure ain@} x 4 fluorographene super-
cell, and (b) fluorographene with an adsorbed K atom. Red §oks represent occupied
states, while blue dashed lines represent empty statesvalérece band maximum is set
to zero. The Fermi level in (b) is shown with a black solid lered labeled as £ The
arrow points at the position of the potassiugt fevel. Points labeled as A, B and C are

the points at which wave functions are calculated.

Figure 5.5: Plot of the real part of the wave function for (apflographene at point A in
Fig. 5.4(a) and (b) for fluorographene with the adsorbed Knatbpoint B in Fig. 5.4(b).
Carbon atoms are shown in dark grey color, while fluorine atane in green (light grey)
color. Red and blue colors correspond to the different sajrike wave function. Note
that the state in (a) is empty while the same delocalize@ ssaiccupied in (b) showing

that doping has occured.
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demonstrates that the wave functions at both points carrekfp the same energy level
of FG, which is empty for pristine FG and becomes occupiegt #ifie adsorption of the K
atom. The potassiunms4level, which is the highest occupied level for an isolateddha,

is found at about 5.4 eV above the valence band maximum amdpsygsee Fig. 5.4(b)).
These results indicate that the charge transfer occurstierk atom to fluorographene

and, thus, free electrons are introduced into the system.

It should be noted, that the wave function for the half-filkeohd af” (point B in Fig. 5.4(b))
is not distributed uniformly. Fig. 5.6(a) shows the wavediion at B with the smaller iso-
surface value than in Fig. 5.4(d). The amplitude of the wanefion is higher on the C
and F atoms below the K atom and decreases to the peripheng ottl, indicating par-
tial localization of the charge. We attribute this to the @oob interaction between the
positively charged K ion and the negative charge on fluoggygae. Interestingly, the
wave function for the same level but at the K point of the BbBgled as C in Fig. 5.4(b),
is nearly localized in the small region of FG below the K iog(F5.6(b)). The possible
explanation of this phenomenon is that in pristine fluorpgeme the bottom of the con-
duction band at the K point of the BZ is three fold degenerktg.(5.4(a)). The wave
functions for each degenerate energy level have a buildftipeoamplitude at different
parts of the super cell (not shown). When the degeneradyed by the adsorption of the
K atom (Fig. 5.4(b)) the behavior of the wave function forleéevel is in general con-
served: the distribution of the wave function is not unifonithin the cell, although its
exact form and the position of the amplitude peak is now fiyjgthanged. Redistribution
of the wave function at point C (Fig. 5.4(b)), such that it@@es largely localized below
the Kion, is probably due to the electrostatic interactiatishe positive K ion. However,
it should be stressed that the wave functions for the levetsesbottom of the conduction
band are distributed only on fluorographene and not on theoki afrhis means that the

splitting of the conduction band is not due to the overlagwibtassium levels.

The adsorption of the Li atom results in the similar changabe electronic band struc-
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a)

Figure 5.6: Plot of the real part of the wave function for tlafiilled metallic level of

fluorographene with the adsorbed K atom at a) point B and lnjt @of the bandstructure
shown in Fig. 5.4(b). Carbon atoms are shown in dark greyrcualbile fluorine atoms
are in green (light grey) color. Red and blue colors corradpo the different signs of

the wave function.

ture of FG (not shown) as in the case of the K atom adsorptigygesting that Li also acts
as a donor for fluorographene. However, the magnitude ofdhdwction band splitting
and the dispersion of the half-filled band is slightly diéet for FG doped by the K and
Li atoms. In the case of the K atom adsorption the splittinthefconduction band at the
K point of the BZ is 0.41 eV, and the energy difference for taé-filled band betweeir
and K points is 0.66 eV. In the case of doping by Li both valuede55 eV.

Fig. 5.7 shows spin-up and spin-down electronic band sirastof an Au atom on fluo-
rographene. The flat bands within the energy gap of fuordgmag originate from the Au
atom orbitals. The highest occupied band corresponds t6sth@u level, which is the

highest filled level for an isolated Au atom, and it lies 1.27kelow the conduction band
of FG. Thus, no charge transfer occurs from gold to fluorogeae. The adsorption of an

Au atom does, however, lead to a magnetic moment of about & fAagneton.

The results obtained are also consistent with the differentthe binding energy for the

metallic atoms on FG and pristine graphene mentioned eafiace the fluorine atoms
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Figure 5.7: (a) Spin-up and (b) spin-down band structuregldi@rographene with the
adsorbed Au atom. Red solid lines represent occupied stateke blue dashed lines

represent empty states. The valence band maximum is satto ze

in FG are negatively charged due to the higher electronggyatf F compared to C,
the stronger binding of the K atom on FG can be explained byatititional Coulomb
attraction between the negatively charged F atoms and sigygometal ion. For the Au
atom adsorption the absence of ionic or covalent bondinlg &G or graphene explains
the small values of the binding energy. However, in the cdgeumn pristine graphene
the strong hybridization between Au'6level and graphene bands occurs [172]. This

results in stronger interaction of Au with the pristine drape than with FG.

5.5 F4-TCNQ on fluorographene

The molecular structure of F4-TCNQ is shown in Fig. 5.8(ahe Electron affinity of
F4-TCNQ was estimated to be 5.25 eV from the position of theki unoccupied molec-
ular orbital (LUMO) level relative to the vacuum level. Thalculated value is in very
good agreement with that obtained from photoemission spemipy measurements, 5.24
eV [179]. The molecule was placed parallel to the FG surfatmvever, after structural

optimization the molecule became slightly bent with the dhas moved closer to the FG
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Figure 5.8: (a) Molecular structure of F4-TCNQ and (b) FANKZ on top of fluoro-
graphene. Carbon atoms are shown in grey color. Fluorinengrayen atoms are repre-
sented with green and blue colors and labeled as F and N tegtedc) Electronic band
structure of fluorographene with the F4-TCNQ molecule. Raidl $ines represent occu-
pied states, while blue dashed lines represent empty stliesvalence band maximum

is set to zero.

surface (Fig. 5.8(b)). The height of the atoms in the mokecelative to FG varies within
0.49A. We have tested four orientations and positions of the EAND molecule on FG
in xy-plane. For the considered configurations the binding gneaiges within only 45

meV. The height and the binding energy of F4-TCNQ at the mebgidrable adsorption

site on FG are given in Table 5.2.

The electronic band structure of FG with the F4-TCNQ moledsishown in Fig. 5.8(c).

Adsorption of F4-TCNQ results in the appearance of the tiedfilevels at 0.25 and 0.81
eV above the valence band of FG. The LUMO level lies 2.2 eV alibe valence band
maximum indicating that no charge transfer occurs from F&4d CNQ. The calculated
value of the electron affinity for F4-TCNQ on FG is 5.1 eV, whis very close to that

for the separate F4-TCNQ molecule, 5.25 eV. This impliestt@energies of F4-TCNQ
electronic levels are only slightly affected by the FG scefpotential. The work function

of fluorographene was estimated to be 7.3 eV from the podgitidime valence band max-
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imum relative to the vacuum level. Thus, only the adsorbaidisthe electron affinities

higher than (or close to) 7.3 eV can indyegype doping of fluorographene.

5.6 Effect of doping on structural parameters of fluoro-

graphene

Recently, in the theoretical investigation of diluted Fragoon graphene, Sof al. [180]
have shown that doping has a strong effect on the nature @#kRdéond. It was shown
that high electron doping induces a transformation of tleetebnic configuration of C
from sp?® towardssp?. To investigate this, the changes in the structural pararseaused
by the adsorption of metal atoms were examined. It is fouatigtructural parameters of
FG are changed in the cases of K and Li atoms adsorption, whitdhanges are observed
for FG with an Au atom. The structural changes induced by tsoiption of K and
Li atoms are larger beneath the positive metal ions whildatperiphery of the cell the
bonds lengths and angles only slightly differ from thosegiostine FG (Table 5.3). Such
distribution of the structural changes correlates withdistribution of the electron wave
function in FG, which shows a partial localization below thetal ions (Fig. 5.6). This
suggests that the structural changes are related to the megrative charge on FG due
to doping. On the other hand, the changes in structural peteasican be caused by the
Coulomb interaction between a positive metal ion and negigticharged F atoms. To
separate the effects of the doping and Coulomb forces weiheestigated the negatively
charged FG with no metal atom deposited on it. In this casedigative charge of & is
distributed uniformly over all C-F units in the FG cell, whithe compensating positive
charge is spread over the background. The calculated staligtarameters in this case
are between the values found for FG beneath the metal ion tat@ @eriphery of the
cell (Table 5.3). The decrease in the C-C bond length ancaser in theéd--- angle

correspond to a change of electronic configuration of thearaatoms fronsp? towards
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Table 5.3: Structural parameters calculated for pristioeréigraphene, for fluoro-
graphene with the negative charge of Added to the 44 cell and for fluorographene

beneath the adsorbed metallic atom.

o o

FG structure dep, A dec, A Occr Occe
pristine 1.361 1.552 108.31 110.61
+le 1.376 1.547 107.81 111.09
with K 1.420 1.538 107.15 112.11
with Li 1.452 1.535 106.84 112.50

sp? due to the electron doping in agreement wéthal. [180]. The latter results confirm
the dependence of structural changes in FG on doping. Ortliee lmand, the presence of
a metal ion affects the distribution of the extra charge onFggether with the Coulomb
interaction between the positive metal ion and negativerged F atoms this results in

the larger changes beneath the metal ion than at the peyiphtre cell.

5.7 Conclusions

In this chapter doping of fluorographene (FG) by surface didges has been studied with
the use of density functional theory. It is shown that FG camlbped with electrons by
the deposition of metal atoms with a low value of ionizatioegy, such as K and Li.
Adsorption of K or Li atoms results in the splitting of the F@nduction band by about
0.4-0.5 eV. Plots of the wave functions suggest that theeebsild-up of the negative
charge in FG beneath a positive metal ion. The doping resuttsanges in bonds lengths
and angles in FG which correspond to the change of electoomiftguration of the carbon
atoms fromsp? towardssp?. It has also been shown that adsorption of metal atoms with

a high value of the ionization energy, such as Au, resulteereippearance of deep levels
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within the energy gap of fluorographene. According to oucuwlaitions, adsorption of
F4-TCNQ molecule, which is known to be an efficient acceptomiaphene, nanotubes
and diamond, does not result in doping of fluorographenehotiggh F4-TCNQ has a
high electron affinity of 5.2 eV, that value is much lower ththe fluorographene work
function, which is calculated to be 7.3 eV. Such a high valub®work function suggests
that p-type doping of fluorographene is difficult to achiesiace adsorbates with electron

affinities higher than 7.3 eV are required.
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Chapter 6

Concluding remarks

This thesis presents results of density functional thetugliss of graphene interactions
with SiC and diamond substrates and interactions of flueqggene with metallic and
molecular surface adsorbates. The main aims of the work: vigr® investigate the in-
fluence of different substrates on graphene electronicatigs; 2) to understand mech-
anism of graphene decoupling from the SiC(0001) substraietbrcalation of hydrogen

and fluorine into graphene/SiC interface; 3) to find ways fopidg fluorographene.

6.1 Summary

6.1.1 Graphene on SiC(0001) substrates

Problems related to epitaxial growth of graphene layers i@{0®01) substrates have
been considered in Chapter 3. Recent experimental andetieadrstudies showed that
the electronic properties of epitaxial graphene on the & faf SiC are strongly modi-
fied by the interaction with the substrate. The first grapHager grown on SiC(0001)

is partially sp-hybridized by covalent bonds with the substrate Si atontsramlinear
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dispersion ofr-bands characteristic for free standing graphene is obdervhis inter-
face graphene layer is non conductive and is often callef@bliafyer. Moreover, the next
graphene layer above the buffer layer is electron doped atullity of charge carriers in
this layer does not exceed 2000%N's at low temperatures. This is very low compared to
typical value of 20,000 ciiVs for charge carriers mobility in graphene on Si®Gurther
experiments showed that treatments of the graphene/S)C)&Dructures in hydrogen or
fluorine gas containing ambients at elevated temperatoréd cesult in decoupling of the
graphene layers from the SiC substrate. The decoupled gmagayers were shown to
have electronic properties similar to those for free stagpdraphene. Details of hydrogen
and fluorine intercalation into the graphene/SiC(000¥Brface were not well understood

and have been studied in the present work.

Modeling of epitaxial graphene on SiC(0001) is associatéti some difficulties. A

unit cell, that is required to reproduce a real surface rsttaantion of the graphene/SiC
interface, is too big for realistic calculations. Two sitifipd models have been proposed
before and their suitability for calculations of differemtoperties of the graphene/SiC

structures was discussed here in detail.

Further, the electronic and structural properties of gemelon H- and F-passivated SiC(0001)
surfaces have been studied. First, it was found that thedn&gy of these structures is
lower than that for graphene covalently bound to the sutesplas separate gas molecules.
This means that provided the hydrogen and fluorine atoms teaqules can reach the in-
terfacial region the intercalation process and decougfrige graphene layer is energeti-
cally favourable. The binding energies per C atom of the dplsml graphene layers to the
passivated SiC substrates were calculated to be about 30inu#dating weak graphene

to substrate interaction. Moreover, the electronic stmgcof the decoupled layers was
found to be similar to those for free standing graphene. hee@gent with experimen-

tal results it was found that the graphene layer on the Fiassl SiC(0001) ig-type

doped, while no doping occurs in the case of graphene on thaddivated SiC surface.

116



To investigate possible ways for hydrogen penetration betwepitaxial graphene layers
and SiC substrate the energy barriers for H apditgration through graphene layers with
no defects and those containing Stone-Wales defect, or awd-four-vacancy clusters
have been calculated. The obtained results show that tisenpe of hollow defects in

graphene layers is necessary for hydrogen diffusion throlig layers in the temperature
range where the decoupling of graphene from the SiC substwas observed. In practice
these defects can be grain boundaries, sample edges or opesarew dislocations,

which penetrate several graphene layers. Migration of dgyein atoms and molecules
along graphene/SiC interface was further considered. Btr H and H this process

IS not associated with any significant energy barrier. Thasge penetrated through the
interfacial graphene layer hydrogen can easily migrategtbe interface, break covalent
bonds between the graphene layer and the substrate, andapadise SiC surface. This

results in decoupling of graphene layers from SiC substrate

6.1.2 Graphene on passivated diamond substrates

The demand for substrates with high surface quality for ditjom of graphene layers has
brought diamond into consideration as a substrate matdtiather, it is very tempting
to combine the unique electronic properties of grapheneagtital properties of dia-
mond for designing ultrafast optoelectronic devices. Tdize potential applications of
graphene/diamond heterostructures better understandithgir electronic properties is
required. So, electronic properties of single- and doldofer graphene on the hydrogen-,
fluorine- and hydroxyl-terminated diamond substrates (diftl) surface orientation have

been considered in the present work.

First, effects of different terminations on the electroproperties of diamond surfaces
have been studied. It is found that all terminating spedfestvely saturates the surface

C atoms, removing the states of the clean surface from the bandgap of diamond. The
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difference in the electronegativity of C atoms and passigagpecies results in the appear-
ance of a dipole layer on the surface. The electric field dukitodipole layer shifts the
electronic energy bands upwards or downwards in energy amdgdo their position for
the clean surface. For the hydrogen-terminated surface®ffect results in significant
upward shift of the electronic bands and leads to the negatactron affinity observed
experimentally and found in other theoretical works. Intcast, F-termination results in

downward energy shift of electron states and large poslizetron affinity.

The interactions between graphene layers and the passtiateond surfaces were found
to be weak, so that the electronic structures of graphenknigsh not affected and the
linear dispersion of-bands is preserved. Thus, graphene layers on these sabsiza be
considered as quasi-free-standing. For graphene on thredsmiated diamond surfaces,
charge transfer was found to occur. This results-itype doping of graphene layers and
p-type doping of the substrate. For bilayer graphene themdpleiads to the appearance
of 150 meV energy gap between conduction and valence barmishéfge transfer and

no doping was found for graphene layers on the F- and OH\@ssli surfaces.

It is interesting to compare results obtained for graphendiamond and SiC surfaces.
In both cases the interactions of graphene with passivatkstmtes were found to be
very weak, and graphene electronic structure is very sinldhat for a free standing
layer. Moreover, for different substrate passivationpbgeme layer can be either doped
or undoped. In the case of the SiC substrates, grapheneitayeype doped on the
fluorinated surfaces while no doping occurs for grapheneéhermydrogenated surfaces.
For diamond substrates;type doping occurs for graphene on the H-passivated sgfac
while no charge transfer was found for other passivatingisge Thus, passivation of
a substrate is an effective method to avoid strong grapbebsirate interactions, hence
preserve the high transport quality of graphene, and tacbiype of doping of graphene

layers.
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6.1.3 Doping of fluorographene by surface adsorbates

Fluorographene is formed by ordered arrangement of flu@ioms on both sides of a
graphene layer. It was shown to be a high quality insulatth aiwide range of potential
applications. For successful applications in electrodagsng of fluorographene with free
charge carriers is required. In order to investigate thasipdiy of doping fluorographene
by surface adsorbates effects of several metals and F4-Ti@bl€cule on the electronic

properties of fluorographene have been studied.

It is found that deposition of metal atoms with low values ofization energy, such
as potassium and lithium, results in effectivedype doping of fluorographene. While
adsorption of metal atoms with high values of ionizationrggesuch as gold, results in
the appearance of deep levels within the fluorographengggap and no doping occurs.
The p-type doping of fluorographene is, however, extremely diffito achieve. The

ionization energy of fluorographene has been calculated deV. This means that for
p-type doping of fluorographene by surface adsorbates higlelstronegative materials
with electron affinities higher than 7.3 eV are required. H#eTCNQ molecule has
one of the largest electron affinities among known materiatsch is 5.2 eV. This is,

however, much lower than the fluorographene ionizationggnand adsorption of this

molecule does not result irtype doping of fluorographene.

6.2 Outlook

The results of the calculations obtained in the present &mkin general, consistent with
the available experimental and theoretical results ontreleic properties of graphene-
related structures. So, the suitability of density-fuoicél-theory calculations with the
use of AIMPRO code for analysis of structural and electrgmaperties of graphene and

various graphene derivatives is confirmed. We expect tleatabults of our calculations
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will be useful for researchers dealing with graphene andefectronic engineers who

design graphene-based devices with required functiorsabckeristics.

Clearly, possibilities to modify properties of graphenedamore general, other nanos-
tructures, provides a fertile background for exciting egsh for physicists, chemists and
materials engineers. Following the results obtained inptiesent work some directions

of research can be suggested.

Mechanisms of epitaxial growth of graphene layers on the stilistrates are not fully
understood. It is known that at high temperatures Si atorbknsea from the SiC surface,
while remaining C atoms rearrange into graphene honeycomtisre. However, ways
for Si atoms to escape from the interfacial region betweebaralayers and the surface
are not clear. We have shown that to explain hydrogen inegroa into the graphene/SiC
interface the presence of the hollow defects in the grapleyres is necessary. Such
defects can also provide ways for Si atoms to move away framirtterfacial region.
Examining of this assumption is an interesting and challengroblem which requires

close collaboration between theorists and experimergalis

Regarding graphene layers on the passivated substraesatie a lot of interesting prob-
lems that deserve attention. It is important to investigdfiects that can arise when some
of the surface atoms are not passivated on the graphenmelegiroperties. In principle,
these atoms have dangling bonds that can introduce eldetrels into the substrate band
gap and leads to doping of graphene layers. It will be intarggo investigate effects
of mixed surface passivation, when some of the surface atsmpassivated with one
chemical species and the rest with another. Effects ofreiffiebulk defects close to the

surface, such as NVin diamond, are also of high interest.

In the present work effects only of a few surface adsorbatdgiorographene properties
has been studied mainly in order to search for a potentiadtes dopants. There are many
other possible dopants, including metals and organic mtds¢that will be interesting

to investigate. However, it is even more important to stutfigots of materials that are
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involved in fabrication of electronic devices on the baséwdrographene. Particularly,
interactions of fluorographene with Ti and Cr, that are ofiead for metallic contacts.

p-type doping of fluorographene is also a challenging problem

It has been recently shown that the presence of transitidalsnatoms and oxygen on
graphene results in formation of vacancies clusters intgrae lattice. This was suc-
cessfully used for cutting graphene nanostructures oéidifft shape by transition metals
nanoparticles. However, this can also lead to degradafigmaphene-based electronic
devices due to the presence of transition metals atoms iallmetontacts. This problem

has a long history and has been previously studied for gapHbwever, mechanisms of
catalytic oxidation of graphite and graphene are not fultgerstood and requires more

experimental and theoretical studies.

Structures consisting of few layers graphene are also @t gnéerest. Intercalation of
different chemical species between graphene layers pravays to design, in principle,
new materials with required propertigsh initio calculations can be used for investigation

and prediction of the properties of such structures.

There is also a growing research interest in other two-dgioeral materials, such as
MoS, or BN. Investigation of structural defects in these materaand ways to modify

their electronic properties is a demanding task.

Clearly, much more theoretical and experimental reseaashtt be done to get a full
advantage of graphene unique properties for practicaliagins. In this respecgb-

initio methods provide a powerful tool to investigate effects dfiedent substrates and
adsorbates on graphene electronic properties and to find feayheir predictable and

controllable modification.
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