Canonical quantization of the electromagnetic field interacting with a moving
dielectric
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The electromagnetic field is canonically quantized in the presence of a linear, dispersive and
dissipative medium that is in uniform motion. Specifically we calculate the change in the normal
modes of the coupled matter—field system and find a Hamiltonian that contains negative energy
normal modes. We interpret these modes as the origin of phenomena such as quantum friction,
and find that a detector initially in its ground state and coupled to the electromagnetic field in
the vicinity of, or within a uniformly moving medium has a non—zero probability of excitation at

T=0K.
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I. INTRODUCTION

In quantum field theory, time and space play quite dif-
ferent roles. One consequence of this is the production of
particles in the presence of moving boundaries, which is
particularly evident in the predicted response of the vac-
uum electromagnetic field to a dielectric medium in mo-
tion: nonuniformly accelerated mirrors should radiate [1],
and a process analogous to that of Hawking emission [2]
has been predicted to occur when a localized change in
the refractive index moves through a medium at a speed
exceeding the phase velocity of light in the medium [3-
5]. Indeed, it is surprising is that there should be effects
of this type that occur for dielectrics in uniform motion.
Nevertheless, one such effect is that of quantum friction,
whereby two dielectric plates in relative lateral motion
are predicted to come to rest due a production of pairs
of surface excitations out of the vacuum state [6].

The physics of these phenomena been the subject of
recent controversy, with some debate concerning the re-
ality of quantum friction [7-11], as well as difficulty in
quantitatively interpreting the experimental observation
of the aforementioned Hawking like process [5, 12, 13]. It
seems like part of this discord arises from a lack of agree-
ment about the theory that should be used to describe
quantum electromagnetism interacting with a moving di-
electric. Aspects of the quantization of electromagnetism
in moving media have been considered before, initially by
Jauch and Watson [14], but as far as the author is aware,
there has been no canonical approach that includes the
effects of dispersion and dissipation [33]. Here we de-
velop a canonical theory that includes these effects and
we apply it to some simple physical scenarios.

The point of view taken here is that dispersion and
dissipation are not merely complications that somehow
superimpose onto a ‘clean’ case where a dielectric
can be represented by a refractive index, n that is
independent of frequency, but are in fact fundamental
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to the interaction between macroscopic objects and
the quantized electromagnetic field.  After all, the
fluctuation—dissipation theorem tells us that for linear
dielectrics we can always understand the vacuum elec-
tromagnetic field as being produced by currents within
the dielectric that are in proportion to the square root
of the dissipative response times ki [15]. To develop a
canonical theory of electromagnetism that is consistent
with this perspective, we use a method similar to that
of Huttner and Barnett [16], where a fictional reservoir
is added to the electromagnetic Hamiltonian to account
for both the absorbed field energy and the dispersive
response. Philbin has recently presented a modifica-
tion and generalization of this procedure that applies
to media that can be described by any e(x,w) and
pu(x,w) that satisfy the Kramers—Kronig relations [17].
Philbin’s approach was extended within [18], where the
Lagrangian necessary to describe moving media was
derived, the quantization of which we now investigate.

II. CLASSICAL ELECTROMAGNETISM
INTERACTING WITH A MOVING MEDIUM

To begin, we give the form of the action necessary to
derive the classical equations for the electromagnetic field
interacting with a moving medium, as presented in [18].
This is given as the integral of a Lagrangian density over
space-time, S[A*, X, Y] = [ d*z.Z, where

gzzp +$R+D%NT (1)

The part of the Lagrangian associated with the degrees
of freedom within the electromagnetic field is of the usual
Lorentz—invariant form

€
L= [B* - B (2)

where the fields are written in terms of the potentials
(p,A) as E = —Vp — A and B =V X A. The elec-
tromagnetic field is coupled to two continua of oscilla-
tors, X, & Y, that represent the collective degrees of



freedom of the medium. The coupling of the field and
the oscillators is chosen so as to reproduce the experi-
mentally measured linear susceptibilities of the dielectric
from the equations of motion. For a dielectric moving
with velocity V', the part of the Lagrangian describing
the oscillators is modified from that of [17] due to the
Lorentz transformation of the time coordinate
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where v = (1 — V?/¢?)~1/2. Additionally, the transfor-
mation of the field amplitudes means that the coupling
between matter and electromagnetism involves tensors,
o & agg, in addition to those of [17]
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where the a tensors are typically functions of w, «, and ¢,
even if they are only functions of frequency and position
in the rest frame.

Considering the specific case where the medium is
described in terms of a scalar permittivity and per-
meability in the rest frame, and the motion is V =
V&, the coupling tensors take the form; agp(x,w,t) =
Ac(x/,w); aps(z,w,t) = Af(x',w); ags(z,w,t) =
vB(x',w)ls X V /% and app(T, w,t) = —ya(z',w)ls X
V, where a(z’,w) = /2wlm|yes(z’,w)]/7, Bz’ ,w) =
V2wIm[xps (2, w)] /7, and A = diag(1,7,7v). The sus-
ceptibilities, xgr & Xsp are those of the medium in the
rest frame, and x’ is the rest frame spatial coordinate:
' =~v(x—Vit); ¥y = y; and 2/ = z. As is well known
(e.g. [19]), this modification of the coupling tensors turns
an isotropic medium into an anisotropic one when it is in
motion. Furthermore, if the medium is inhomogeneous
in the rest frame, then it will be time dependent in the
laboratory frame. Only when the motion is along an axis
where the medium has translational symmetry will this
not be the case.

A. Solutions to the equations of motion

The solutions to the classical equations of motion of
(1) form the basis of the quantization procedure, and we
will expand the field operators in terms of these functions
in the next section.

The equations of motion for the continua of oscillators
can be found from the usual formulae,

0 (0¥ \ _ 0¥ (5)
Oxr \ 0, X, 09X,

which gives
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with the Y., obeying the same equation after the substi-
tutions £ <» B and X < Y. Throughout the paper we
shall most often only explicitly write out the quantities
associated with the X, and the polarization, P, but al-
ways with the understanding that the remaining results
can be obtained using this substitution.

The equations of motion for the electromagnetic field
are found to be the usual macroscopic equations

X,=al -E+al -B (6)
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where P = fooo dw [y - X + ags - Y], and M takes a
similar form, but with the aforementioned substitutions.
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FIG. 1: The electromagnetic field (E, B) is coupled to two
continua of oscillators (X,,,Y ). The strength of the cou-
pling is given in terms of the set of e tensors within (4), and
the interaction of the field and these oscillators is such that
the correct constitutive relations emerge from the equations
of motion. In our case we are investigating a dielectric in mo-
tion along &, that is allowed to be inhomogeneous only as a
function of .

With the simplification of translational symmetry
along the direction of motion, & (see figure 1), the so-
lution of (6) becomes

(ko Q) = al,(z),w) - E+al (zw)-B
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the tilde indicating a Fourier transform with respect to
x, and t. In (8) we have introduced the following new
quantities: Xo, = 27[6(Q_ — w)hx, (k,)) + 6(Q2- +
w)hx_ (=k,z))], Qr = 7(Q £ V - k), the vector x| is



the coordinate in the y — z plane, and 7 is an infinites-
imal quantity that specifies the retarded solution of the
driven oscillator equation (6). The expression given by
(8) should be understood in the limit  — 0 and be evalu-
ated in terms of poles and principal parts. The (classical)
amplitudes, hx,_, may be freely specified, and represent
the motion of the oscillators that is not driven by the
electromagnetic field.

Inserting (8) into (7) we identify the electromagnetic
susceptibilities as follows
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Notice that due to the additional terms depending on V
within (3), the Doppler shifted frequency, €2_ appears
within the susceptibilities. Furthermore, once (9) has
been expanded in terms of poles and principal parts, it is
found that the real and imaginary parts of these suscepti-
bilities are related by the Kramers—Kronig relations [18].
Using (8) and the counterpart expression for the Y,
the X, & Y, can be eliminated from (7). The Maxwell
equations then become those of macroscopic electromag-
netism in a moving dielectric, defined in terms of the
susceptibilities given in (9), and with ‘free’ current and
charge densities proportional to hx, & hy,. The for-
mal solution of these equations may be obtained through
finding an appropriate Green function. We thereby find
the following expression for the electric field

E(k,z|,Q) = iQ/dQ:cﬁG(k,a:H,xh,Q) - Jo(k, x|, )
(10)
where the Green function, G(k, mH,mh,Q) is the solution

of (B8). The quantity appearing as a current in (10) is
given by
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where we have defined, Py = Iy~ dwloves - Xow + Qg -
Y’Ow], and V = kz + V. To complete the specification
of the dynamics of the system, we can use the Maxwell
equation, V X E = iQB, and (10) to determine the
magnetic field.

B. Classical Hamiltonian

As the Lagrangian given in (1) is local and contains
only first order time derivatives, there therefore exists an
associated Hamiltonian which we now derive.

For the electromagnetic field the vector potential is
the only dynamical variable and the associated canonical

momentum density is given by
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Due to the fact that electromagnetism has a gauge sym-
metry, the scalar potential has a canonical momentum
equal to zero, II, = 0.2 /0¢ = 0, and is not a dynamical
field. We must therefore interpret the first of (7)—which
is not a dynamical equation—as a constraint that deter-
mines ¢ after some choice of gauge has been made.

From these quantities, we can form the Hamiltonian
density

%ZHA'A—F/OOdw {HXW-XUJ—FHYW-YW} -
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which we give as the sum of two parts

H = Iy + (13)

the first of these is
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and the second is
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Expression (14) was obtained through neglecting a term
equal to a divergence (that will integrate to zero in the
Hamiltonian) and then setting ¢V - II4 = 0. This is
the aforementioned constraint on ¢: V - [egE + P] = 0.
Finally the Hamiltonian, H = Hy 4+ Hy is obtained from
the integral of (13) over all space. Notice that when V'
is set to zero we obtain the Hamiltonian of [17].

The effect of the motion of the medium in (14-15) is
twofold. Firstly, within (14) the canonical field momen-
tum, IT4 is coupled to the Y, by the velocity, and A
is similarly coupled to X . This is due to the Lorentz
transformation of the field amplitudes, and means that
the medium appears as a magnetoelectric (i.e. the elec-
tric polarization responds to the magnetic field as well as
the electric field).

Secondly, and more relevant to this discussion, the os-
cillator amplitudes within (15) are coupled to the asso-
ciated canonical momenta by the motion, via the term
AH = —fOOOV (VR X, Ox_ dv+ (X, — Y,).
This contribution has the physical meaning of the mov-
ing medium responding to the Doppler shifted frequen-
cies of the electromagnetic field. Indeed, if we want the
susceptibilities (9) to contain Q_ rather than € then we



have no choice but to include AH in the expression for
the energy of the system [18]. Yet this term is peculiar,
and causes the Hamiltonian to lack a lower bound: the
spatial dependence of X, can be made arbitrarily sharp
so as to reduce AH to an arbitrarily negative value with
no change in the rest of the Hamiltonian. Therefore, in
quantum theory we should expect that the zero particle
state will not be the lowest energy state of the system.
Indeed, when we come to describe the system with quan-
tum mechanics, we will find that even at T = 0K, it
is possible to extract energy from the vacuum fluctua-
tions of the electromagnetic field outside of a uniformly
moving dielectric. In appendix C it is demonstrated that
AH is an accounting device that arises from enforcing a
non—zero and uniform velocity that disappears once we
include the centre of mass of the dielectric as a dynamical
variable. Throughout this work we take the simplest case
where we suppose that the velocity of the dielectric has
been fixed to some constant value by an external force.
As a final comment, we note that in reality the energy
of a moving dielectric interacting with the electromag-
netic field cannot be reduced to —oo. Spatial dispersion
would become relevant at some large enough magnitude
of AH, and provide a lower bound. Mathematically this
would be evident through a dependence on V & X,
in the rest of the Hamiltonian. This is an important
approximation that does not seem to be mentioned
within the existing literature. However, although this
warrants further investigation, here it does not alter our
conclusions so long as we are careful, it just means that

J

in reality for a large enough velocity the Hamiltonian
can be reduced to a very large negative value rather
than —co. We can avoid this complication for the time
being so long as we ultimately avoid expressions that
depend on wavelengths of the electromagnetic field that
are comparable to, or smaller than the atomic spacing.

C. Hamiltonian along a classical trajectory

As in the vacuum theory of quantum electrodynam-
ics, it will be advantageous to expand our field operators,
(A(x,t), I o(2, t), X (2, t), I x  (2,t),...) in terms of a
certain basis. This expansion will be carried out in terms
of the classical solutions given by (8) and (10). Explicitly,
the classical amplitudes hx_, & hy, that act as sources
for the electromagnetic field (e.g. see (10)) will become
operators, analogous to the a(k) and a'(k) of the vac-
uum theory [20]. As we will be expanding the space—time
dependence of the field operators in terms of these clas-
sical solutions, we can use this to simplify the form of
the Hamiltonian. This simplification is equivalent to the
usual procedure of Fano diagonalization used in [16, 17].

It turns out that the most straightforward route to
simplify the Hamiltonian is to begin with the part as-
sociated with the continuum of oscillators, Hy. After
applying (11), this is
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Into (16) we insert (8) and its magnetic counterpart, to
which we apply the results, 202 — Q. Q) —Q_Q =
29 — Q;_)7 (A1), and (B8). After some lengthy ma-
nipulations this leads to
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where we have introduced wy = y(w + Vk). The total
Hamiltonian is therefore equal to an integration over
the absolute squares of the amplitudes, hx. , & hy ,
multiplied by ww,;, which can be either positive or
negative. As in the previous section, it is clear that for
certain choices of the amplitudes, it is possible for this
classical Hamiltonian to take an arbitrarily negative
value.

(16)

(
IIT. QUANTIZED HAMILTONIAN

To quantize the Hamiltonian given by the sum, (17) 4+
H.., we take the usual approach of quantum field theory
and let the expansion coefficients become operators. In
this case the expansion coefficients are given by the hx,
and hy,,, and we perform the following substitution

h -
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h -
hy.. (xz), k) - \/;CB(w|,k,7w) (18)

where it is assumed that the C operators are bosonic
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The (normal ordered) Hamiltonian is then
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(20)
where for brevity we have suppressed the arguments, k
and x| within the C' operators. As expected, the lack
of a lower bound for the classical Hamiltonian carries
over to the quantum case, the eigenstates of (20) having
eigenvalues from —oo to oo.

It is shown in appendix B that this specification of
operators and commutation relations is consistent with
the canonical commutation relations that must hold
between the fields and their conjugate momenta. It
might be objected that we have substituted (18) in
the final classical result (17), which itself assumes that
hx, & h%_ commute. However, the Hamiltonian is
quadratic in all variables, so in doing this we have only
neglected a constant term which is equivalent to an
unobservable phase factor in the overall wave function,
and can therefore be dropped.

IV. DETECTOR COUPLED TO THE
ELECTROMAGNETIC FIELD

The Hamiltonian (20) is interesting, but at present it
is simply that of [17], described within a different frame
of reference. To demonstrate the physical effects of a rel-
atively moving dielectric, we must couple another system
to the electromagnetic field. As a model we consider a
point-like detector at a fixed position, xg, with an in-
ternal variable, x, and some internal energy states which
are the eigenfunctions of a Hamiltonian, Hp.

The detector (atom) is coupled to the electromagnetic
field in the usual form dictated by minimal coupling [21].
The interaction terms are then transformed into a gauge
invariant form through a unitary transformation of the
operators, O = UO'UT where in the dipole approxima-
tion, U ~ exp(¥x - A(xz)) [22, 23]. This then gives
the followmg familiar expression for the full (interaction
picture) Hamiltonian [34]

ﬁ:ﬁp—&-E($o,t)+HA{+F (21)

where d = ex is the dipole operator that acts on the
internal state of the atom, Hps4p is given by (20), and
the electric field operator, E(mo,t), is expanded as in
(B2), with the coefficients (B6).

We consider the Hamiltonian associated with the inter-
nal states of the atom to be in the form of equally spaced
energy levels, Hp = hwaTa and the interaction to be of
the form, H;(t) = —ik - E(wo, t)(ae~™t — afe’?), where
the @ & a' are the usual raising and lowering operators,
and k is a constant vector. Note that in the presence of
a lossy dielectric, the atom is coupled to the full electric
field, rather than just the transverse part [24, 25].

It is not possible to introduce a set of orthonormal
number states to use with the C' operators. In vacuum
QED one would introduce periodic boundary conditions,
and the dispersion relation would then restrict both the
wave—vector and the frequency to discrete values so that
a set of such states could be introduced. In our case
the dissipation within the medium removes the dispersion
relation between the frequency and the wave—vector for
excitations within the medium, and this option is not
open to us. A straightforward alternative is to use a set
of orthogonal states with infinite norm, defined over a
continuum, as in [26]. However, here we use the approach
of [27], and work in terms of a new set of operators for
which number states can be introduced, labelled by four
integers (I, m,n,p),
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where we have expanded the normal mode operators in
terms of unit vectors, e,: C,\ =), e,C), and chosen
the orthonormal ba31s functions, ¢mn.p
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that form a complete set,
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These new operators then satisfy the familiar commuta-
tion relations

[exr,00 (L1, M1, 1, 1), Exg 0 (l2, M2, M2, P2)]
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and we can use this fact to define number states,
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mrcign) = = | (Ea kD] 10} (23)
If we suppose that the detector is initially in the ground
state and the combined system of field and dielectric
is in the zero particle state, |0) ® |0), then to first or-
der in |k| the only possible transition for the detector
is into the state |1), and the field-matter system into a
state, |1x,5,i,.k,1)- We therefore write the complete wave—
function as,
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The usual results of time—dependent perturbation the-
ory can now be applied [28]. The rate of change of the
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Inserting the expression for the interaction Hamiltonian,
along with the expansion of the electric field in terms of
(B6) and integrating over a time interval, [0,7], gives
the amplitude for excitation after a time interval, T,
Cro,i,5,k,1(T). The rate of excitation of the detector, I'g_,1
is given by the absolute square of this amplitude summed
over all possible indices, and divided by the time inter-
val, T. We take T to infinity, and obtain the result that
would be expected from an application of Fermi’s golden
rule

202 [ dk
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(25)
Full details of the derivation of this result can be found
in appendix D. In general the transition rate (25) is
non-zero, and it is therefore possible to extract energy
from the centre of mass motion of a moving dielectric
through coupling to the electromagnetic field within the
dielectric, or in its vicinity [35]. This is a physical effect
of the negative energy states within (20) that arises from

our description of dissipation.

Following the concluding discussion of section IIB, it
is clear that for moderate velocities we can only rely on
(25) for low frequency excitations of the detector. For
instance, if we were to consider a dielectric moving at
Ims~! then an optical excitation w ~ 10Hz would cor-
respond to integrating over wave-vectors, k > 1015m™!
which is clearly far beyond a regime where the behaviour
of the dielectric can be described with a susceptibility like
(9). If the integrand in (25) decays rapidly (as it does in
(30)), then an w in the GHz regime (k ~ 10%) appears to
be more appropriate. For relativistic velocities, (25) can
be applied to much higher frequency excitations. Usually
such velocities are completely inaccessible to experiment.
However, they are worth considering in this case, for in
experiments such as [5], a refractive index perturbation
is created that moves through a dielectric at a fraction
of the speed of light in vacuum. In the rest frame of the
perturbation we have the dielectric moving at a uniform
relativistic velocity that is subject to a weak stationary
perturbation. It is therefore likely that the experimen-
tally observed production of photons can be understood
with some analogous formula to (25). This will be the
subject of future work.

The transition rate (25) vanishes when V' = 0. This
is because the argument of the delta function (D2) in
the derivation of (25) is never zero when V = 0 and so
T'o_.1 = 0. However—consistent with the concluding dis-
cussion of section II B—the way it tends to zero depends
on the response of the medium to large wave-vectors at
a fixed frequency. If the atom is embedded within a di-
electric medium this requires knowledge of the spatial
dispersion of the susceptibilities. Yet when the atom is
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FIG. 2: As k is increased within the integrand of (25), the
poles at +Kp in (27) move along the red dotted lines in the
directions indicated by red arrows. When V' < ¢, Ky starts at
a point on the imaginary axis indicated by a blue cross and
moves vertically upwards. In the case when V = ¢, K, starts
at the origin. Therefore, for sub-luminal propagation, the
poles never touch the real axis. Meanwhile, for super—luminal
propagation, K starts at some point on the real axis, moves
towards the origin, and then up the imaginary axis. In this
case there is an imaginary contribution to the integral along
positive Re[K] in (27) that comes from the need to negotiate
the pole at K.

in a region of free space outside of a moving dielectric
medium (see section IV 2 below), this is not necessary
as the large wave-vector modes are very tightly bound
to the surface. Therefore in this case the transition rate
(30) falls to zero as V' — 0 because the relevant modes
do not reach the atom (see (30)).

We now investigate (25) in two simple cases; free space,
and close to a surface.

1. Free space

Firstly, we show that I'y_,; vanishes in free space. The
free space Green function is a function of the difference
in the positions, & ', and in k space is given by,

EQk— (w/c)*13
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(26)

G(k,w) = —po

We transform this into the y—z plane of physical space,
Gk, o) — x|, w) = (2m) 2 [ G(k, K, w)expliK - (z) —
wﬁ)]de, integrate over the polar angle in the K plane,
and find the result,
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FIG. 3: We consider the transition rate, I'o_,1 of a detector
from the ground state, |0) to an excited state |1) as a function
of the perpendicular distance, zp from a surface moving along
the z axis at T'= 0K. The rate of excitation is given by (30),
and decays with zo at some rate (grey dashed line) determined
by an integration over the imaginary parts of the reflection
coefficients of the moving surface.

where Ko = /(w/c)?2 — k2, Jy is a zeroth order Bessel

function, and V|| = 9/0x);. Terms involving first order
derivatives in x| have been set to zero given that they
serve to replace the zeroth order Bessel function with a
first order Bessel function, which vanishes as x| — :cil.
The only possible contribution to the imaginary part of
the integral in (27) would come from the need to ne-
gotiate the poles if they meet the real line as n — 0.
However, when k > w/c then Kj is imaginary (see figure
2). In this case these poles never meet the real line, and
the right hand side of (27) vanishes. Therefore, so long
as V' < ¢ then (25) is zero in free space. This is consis-
tent with existing findings that the vacuum is unstable
to superluminal propagation (e.g. [29]).

2. Close to a surface

We now consider the possibility of exciting an internal
state of a system through interaction with the vacuum
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electromagnetic field in the region of space outside of a
moving dielectric. The equivalent case of atoms moving
along surfaces has been investigated before (e.g. [10, 30]),
but usually the work is concerned with the drag force on
the atom due to the vacuum field. The author is not
aware of equation (25) being derived previously, or being
applied to the internal states of quantum systems moving
over surfaces.

For a detector situated outside of a moving dielectric
(see figure 3), we can obtain the expression for the Green
function through taking (26) and writing it in the follow-
ing form,

2 2
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LI
(kT =/ — in) (k] +w/c + )

— 131 (28)

where the é&; 5 represent the two unit vectors orthogonal

to k, the unit wave-vector. We take a dielectric moving
along # and lying in the z—y plane with free space in
the region z > 0. The detector is positioned near to the
surface (zp > 0). In this case when @’ is set as the detec-
tor position, only the first term within the integrand of
(28) is non zero at the surface. In satisfying the bound-
ary conditions at the interface we therefore ignore the
term proportional to 13. Performing one of the K in-
tegrals (say over k) enforces the dispersion relation in
the remaining term, and (28) becomes an integral over
incident propagating waves. The boundary conditions at
z = 0 can then be fulfilled with the usual reflection coef-
ficients, Ty (k,w), where A\ and )\ each take the values
1 or 2, with the meaning that polarization A is incident,
and polarization A’ is reflected (moving media mix po-
larizations [31])

D enlk, ky,isE) @ ex(k, ky,is¢)e ¢ 720)

c? (2)
— Elg(s ({B” — .’13”0) (29)

where =, /k? + k2 — w?/c? and s = sign(z — 20). At &) = o, the first term in the integrand of (29) becomes real



due to quantities linear in s going to zero. Applying (25) to (29) then gives,

Tos1 =
AN

where the second line is obtained through neglecting the
mixed reflection coefficients, r15 & 797, which are a fac-
tor of V/c smaller than 717 and r92. Something like ex-
pression (31) could have been anticipated from applying
the reasoning of [6] which contains very similar expres-
sions in the discussion of the phenomenon of quantum
friction, based not on canonical quantization but on the
fluctuation—dissipation theorem. For positive rest frame
frequencies, w_ > 0 the imaginary part of the reflection
coefficient is positive. The range of the integration over
k ensures that this is always the case. As the detector is
moved away from the surface, the exponential decay on
the right of (30) serves to reduce I'g_,; to zero. However,
the dependence of this rate on the distance from the di-
electric depends on the dispersion of the medium. This
will be investigated in future work.

V. CONCLUSIONS

We have developed a formalism for the description of
uniformly moving media that includes a full account of

J

l’[’ow >~ dk y —2520 : 5 ; ;
I / . _ _ S (— _ie
/W 2W/ et €20 1 e (ks )R - 2x(—h by, —iE)ra (= by, i€, )| (30)

uow * dk _ . N2 )
Z/w/V 277/ 2772 220 | - ex(—k, ky, i€)|[* Tm | 7on (=K, Ky, —i€, —w)] (31)

(

dispersion and dissipation. It was found that due to the
presence of dissipation, the Hamiltonian describing the
interaction between a uniformly moving dielectric and
the electromagnetic field lacks a lower bound (although
this statement should be qualified as in section IIB). Fur-
ther to this it was shown that a stationary detector placed
inside or outside a moving medium has a finite probabil-
ity of excitation that depends on the specific dispersion of
the medium, and in the case of being outside the medium,
the distance from the surface.
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Appendix A: Integral identity for susceptibilities

To obtain expression (17) the following result must be applied,

(W? = Q0 ) [ (w) - o (W) + s (w) - e

W] @

Q+Q/—0—)XE}E(Q—)

/0 dw (w—Q_ —imw+Q Finw—, —inw+ L, +in) (o

= —in)(Q- + 9, +in)
(Q/Jr2 - QJrQIJr)XEE(Q/ )

+ Al
T i, o AV

along with similar expressions containing the susceptibilities, Xpn, Xpg, a0d Xps- The proof of (Al) is similar to that
of the usual Kramers—Kronig relations. We first expand the left hand side of (A1) in terms of residues at poles and a

principal part,

(w? = Q) [ape(w) - ol (W) + s (W) -

EE

(w)]

d =
/0 w(wa_fin)(w+Q_Jrin)(wa;fin)(erQQrJrin)

(" — Q+Q’+)Im[xEE(Q' )]

Q- = —in)(Q- +Q +in)

-0 —in) (@, + o +m)
+72rP /0 a2 __%2_(;( )Ini[é‘sz(sj)] (A2)



where we have applied the result (see (9)) Qpp » @ + Qpp - o, = 2wIm|x,.]/7.
Now consider the following integral of a function, f(z), that is analytic within a closed contour C,

L [ G -a)f()d (- a)f(a) — (53— a)f(z2) (43)

2mi Jo (2 — 21)(z — 22) (21 — 22)

where a is real. If f(2) is analytic throughout the upper half complex plane, then C may be taken as the real line plus
a semicircle at infinity, directed anticlockwise. If it is additionally supposed that f(z) is such that the integral over
this infinite semicircle is zero (it goes to zero faster than 1/R, where R is the radius of the infinite semicircle), then
(A3) may be written as,

L @ eafed (@ - a)f(e) - (@3- a)f () A

omi | o (x—x1 —in)(x —x0 —in) (21 — 22)

where z1 & x4 are real, and 7 is as in the main text, an infinitesimal quantity that serves to shift the poles away from
the real line and into the upper half plane. Expanding the left hand side of (A4) into residues and a principal part

Lp [~ 0l _ (@~ )fte) - 6 - )ftx as)

mi ) oo (x—x) (@ —x2) (z1 — x2)

we can obtain the following relation between the real and imaginary parts of f(z),

20 [ z(@® —a)lm[f(z)]ldz _ (2] — a)Re[f(z1)] — (25 — a)Re[f(z2)]
] e R (A6)

when (A6) is applied to (A2) we obtain (Al).

Appendix B: Field commutation relations

Here we show that the substitution given in (18), plus the assumed commutation relations between €' & CT (19) are
consistent with the commutation relations that must hold between the canonical momenta and the field amplitudes.
In the gauge where V - A = 0, these canonical commutation relations are given by [22],

[A(a:, £),TLa (', t)} — il (x — )
{Xw(w, t), Iy, (2, t)} = ihl30(w — W')6®) (x — 2')
Vol ). Ty, (@, 1) = ih158(w — )6 (@ — ') (B1)
where § | (x — &) is the transverse delta function,

6 A d3k k21 k k: ik-(a:—w')
J_(:IJ — & ) = W ( 3 — ® ) €

The vector potential operator is expanded in terms of the C, operators as follows,

. dk © I . o
Az, t) = Z/ > /d%ch/o dQ 20 [fj}l(k,:cu,azh,ﬁ) - C(k, x|, 1R)e (kz—(2+VE)?) —|—h.c.} (B2)
y

with similar expressions holding for the remaining field operators in (B1). To find these expansion coefficients, one
must solve the classical problem of section II A and then perform the substitution (18). Inserting the operators in the
form given by (B2) into (B1) we obtain the conditions that the expansion coefficients must satisfy in order that the
canonical commutation relations be satisfied,

dk A0 .
Z/%/dzwl\l/ ﬁelm Atk @)@, Q) - fy] (k@) 2)0,Q) = i, (x — o) (B3)
A — 00

dk [ o AR oy [ g A / , " 5(3) ,
Z Py d x| 277(26 Ix, (ko zn, Q) - frl (k) ), Q) —ce.| =ilzd(w —w)o (z — ')
A 0 .

(B4)
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where we have applied, fi“(—k,wﬂ,:ch, -Q) = fﬁ*(k,wﬂ,wﬁ,Q) and a similar relation for fﬁA (k7:c“,mf|,Q). In this
case the expansion coefficients for the electromagnetic field operators are given by,

AT
fﬁ(k}, T, |15 Q) = GL(kJ, |, T|1, Q-+ Vk‘) . 0/\(k‘, |1, Q) (B5)
. At
f)]:;(k', |, T|1, Q) = Z(Q + Vk)G(k, |, T, Q-+ Vk) . OA(]C, |1, Q) (BG)
The electric field expansion coefficients (B6) are here given for reference. and in the above we define

Ox(k, ), Q) = [i(Q+ VE)al, (z),79) +aBA(fﬂ|\ 792) - Vx|

N .

O\ (k, ), Q) = [—i(Q + VK)o, (z), 782) + X v sausy (), 7)) (B7)

-
where, as in the main text we have V = ikZ + V| and the operation, G X V is equivalent to the curl with respect

-
to the right hand index: GX V= ¢;;;,0;G. The Green function within the above formulae is a solution of

V X [H_l(iL‘”,Q,) -V X G(k‘,wuﬂch) — QQE(:BH,Q,) . G(k,a:”,:cf“Q)
+ i X (@), Q) - V X Gk, @, @], Q) = V X (X (@), Q) - Gk, 2, @), Q)] = 1362 (x) —@))  (BY)

The susceptibilities are defined as in (9), with €(z,Q_) = eols + Xuu(z|, Q2), and p~(z), Q) = po'ls —
Xz (x|, 2-). We note that in a moving medium the Green function does not satisfy the reciprocity condition,

Gz, z' Q) # G (x' x,0) (B9)

and therefore GT does not satisfy (B8) with respect to its second argument, as is usually the case. Instead it satisfies
(B8) with V — =V (Xps = —Xzs 136])

G(k,a:h,:c”, X % [y 1 CC”, )] X g* - Q2G(k,.’1}h,m”,9) . (—j(.’BH,Q_)
— QUG (k, @, 2, Q) X V* - X (@), Q) = (G (k. @], 2, Q) - X (@), Q) X V7] = 1,67 (@) — ) (B10)

The transverse Green function which appears in the expansion of the vector potential operator is related to (B8) by
G (kz)x),Q) = /d2w|\15l(k,$|| —z1) - Gk, z), x|, Q) (B11)

with, SJ_(k, x| — w“) = [dzé, (x— w’)e‘ik(w_w/). The following result will be important in proving that the commu-
tators take the correct form,

/d2$\|1G(’f’$|\,$|\17Q+ VEk)- Z (k, @1, Q) - Ox(k, 1, Q) - G (k, 2|, @)1, Q2 + VE)
A
Q
=L lak, 2y 2,0+ VE) - G (k, 2, 2, Q + Vk:)} (B12)
i
This can be proved from taking (B10) multiplied on the right by G, subtracting the adjoint of (B10) multiplied on
the left by G, and integrating over x);. This can then be seen to equal (B12) after and application of (B7) and (9).
Throughout these manipulations we must take care to remember that the symbol V contains a component ikZ that
reverses sign relative to V|| when integrating by parts. Explicitly if we take two vector fields, V' (k,xz|) & W (k,z|)
then, neglecting boundary terms, [d?z |V -V X W = [d?zW - V* x V = [d®z )V X veew.
The remaining expansion coefficients are as follows: the canonical electromagnetic field momentum expansion
coefficient is given by

fﬂA(k,:EH,:BHbQ) = —5(2)(33” — 1)y (2)1,70)

— i Q+ VE)e(z),vQ) + Xps(2),72) - V X 'G(k,$||,x||1,Q+Vk)'O;(kamuhﬁ) (B13)
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the expansion coeflicients for the oscillator field operators are

f;‘(w (k7$\|»$|\179) = 136/\E(5(’YQ — w)5(2) (.’BH — :13H1)
. [i(Q+ VE)aL, (z),w) + ol (2], w) - VX] - Gk, 2, 21, 2+ VE) - O\ (k, 21, Q)

B14
(w—7Q —in)(w+ Q2 +in) (BL4)

and the expansion coefficients for canonical momentum operator for the oscillator field are
I, (ko @y, Q) = —i*Qf % (k@) ), Q). (B15)

We now insert (B5), (B13), (B14) & (B15) into (B3-B4). In the case of the canonical commutation relation for the
electromagnetic field (B3) this gives,

—x/

< dk n [ dQ
[ e [~ G by af 0 Vi) - i@+ Va0 + x T xaa(ef0)]

/
— G (k@ @, Q4 VE) - [z’(Q L VR (@] 1Q) + X Y Xha (], m)} } Lo (w—a) (B16)

where we have applied (9) and (B12). The adjoint of the Green function, G' in (B16) is transverse with respect to
the left hand index.

The Green functions and the susceptibilities are both analytic functions of frequency in the upper half plane, with
the complex conjugates of these quantities being analytic in the lower half plane. Therefore we can split the integrand
of (B16) into two pieces—one analytic in the upper half plane, and one in the lower half. We can then deform the
integration contour over frequency from being along the real line, to following a semicircular path from —oo to oo,
in either the clockwise (C*) or anticlockwise (C~) sense, depending on where the integrand is analytic. Along C* we
have, |2] — oo, where the Green function can be taken to satisfy the free space equation and is therefore equal to

PK (L1, -kk) . ,
k / 9] o c2 zK-(m”—mH) Bl
G( » LY L5 ) = UO/ (2r)2 <gczf (%)2 _ 2) € (B17)

where k = k& + K. As k is a real vector, the denominator in (B17) is non—zero over the entire contour. Therefore,
G(k,m”,mil,ﬁ) — - 136(2)(m” — wﬂ), and (B16) simplifies to,

*dk e / e day e ,
/_oo e 5. (kx) — ) /C+ it | g @2 (B18)

€0

writing Q2 = |Q|e??, and performing the two contour integrals in the square brackets gives a factor of i, and the equality
is fulfilled. Therefore the expansion of the electromagnetic field operators in the form (B2) with the coefficients (B5)
and (B13) is consistent with the canonical commutation relations.

For the oscillator fields, inserting (B14) and (B15) into (B4), we find that after applying (B12), all terms cancel in

the product [f3\<w (k, ), z)1,9) - fﬂi ) (k, zc]l,ac”l, Q) — c.c.] except for the first involving products of delta functions.
We are then left with :

dk G [ g ke
Z / Py /d2:1:||1/ 20 [WQQe Fe=2)1 46, 50,60 (Y — w)E (72 — w’)5(2)(w” - :B”1)6(2)(a:1‘ —x) — c.c.}
X 0

2 i130(w — w')5® (@ — ') (B19)
Performing the integrals and summation on the left of (B19) shows that the equality is fulfilled, and this completes

our demonstration that (18) is a canonical transformation.

Appendix C: Including the centre of mass as a dynamical variable

A natural reaction to a Hamiltonian for a quantum field that includes negative energy excitations, such as (20),
is that it is physically unacceptable. If the Hamiltonian included all of the possible dynamical degrees of freedom
as canonical variables then this would probably be true. However, in our case the centre of mass velocity of the
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dielectric medium is assumed to be fixed. We might therefore interpret the negative energy as an accounting device
for the external energy input required to keep the motion constant. To show that this interpretation is reasonable,
we now demonstrate that including the centre of mass as a dynamical variable removes the terms that cause (20) to
be unbounded from below.

We start from (1), adding in an extra term to represent the kinetic energy of the centre of mass. The centre of
mass is only a meaningful concept to first order in V' /¢, and we therefore assume a motion of the medium such that
we can set v ~ 1. For arbitrary motion we should use the centre of energy, and the treatment becomes much less
straightforward. To this order the total Lagrangian is,

I — %]\4V2 +/d393 [Lr + Lr + Lint]

For these purposes, we assume that V' = V& as in the main text, and construct the Hamiltonian as in section IIB.
The canonical momentum associated with the centre of mass is,

L oo
P= 27 = MV+/d3:c/ dw [V@Xw IIx, — aps(z),w) X, X B+ ags(x),w)Y, X E/02]
0

and therefore the Hamiltonian is,

1 . 1 [
H= §MV2+/d‘5:c {620 (E® +*B%) + 5/ dw [T + 11}, +w? (X2 +Y2) — aps(w)Y, - (B+V X E/Cz)]}
0
(C1)
The term, V - (V ® X,,) - Ix, present in (15) has been removed from (C1) through the inclusion of the centre of

mass dynamics. As explained in the main text, it is this term that is responsible for the lack of a lower bound to the
Hamiltonian. It is not possible for (C1) to be decreased to an arbitrary negative value.

Appendix D: The transition rate of a detector interacting with a moving medium

To find the transition rate, we first find the probability amplitude associated with the atom making a transition
into an excited state, given that the field is also in some given state. In (24) it was found that the rate of change of
this amplitude is given by

1

é)\,a',l,m,n,p(t) = ﬁ<1)\,a,l,m,n,p|’<f * E(wm t)eth‘(D

where the matrix element associated with the atomic transition has been calculated. To calculate the matrix element
associated with the combined system of the electromagnetic field and the dielectric medium we use the expansion of
the electric field in the form given in (B2). We then expand the C'\ operators in terms of the ¢, operators using
(22),

é/\(ka wh ) 'YQ) = Z €s Z ¢Zm,n,p(k’ 331‘ 3 ’YQ)é)\,O' (l7 m, nap)

Lym,n,p

The orthonormality of the number states given in (23) is then applied to give

; 1 dk e h a* .
obmnp(t) =K+ [ — [ dz| A/ — 27 (k Q) - gt (k. !, AQ) e EToH (@ VEtw)]
C>\7 Lm, ,P( ) hn /271_/ m”[) QQfE ( » 05 |5 ) € ¢l7 ) 710( » Ly Y )6

Integrating this over a time interval [0, T, squaring the resulting expression and summing over all possible final states
then gives

dk > 2 25in?[(Q + Vk +w)T/2]
2 __ S 2./ . FA /
S (nmimanl D = [0 [t [ a0 3| stk a0 FHOGTRET o

Ao,lm,n,p

where we assume that the value of the expansion coefficient is equal to zero at ¢ = 0, and we have applied the
completeness relation (22). Dividing (D1) by the time interval, T' gives the transition rate, ['o—;. As T" — oo, we can
apply the identity

. 4sin?[(Q+ Vi +w)T/2]
T—o0 (Q+VEk+w)?T

= 276[(Q + V + w)] (D2)



and the transition rate simplifies to
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1 7w/v 1 2
Toor=—55 . dk/dzmll z; oy "‘6 - falk, 0,z —w — Vk) (D3)
Inserting (B6) and applying (B12) then gives the transition rate in terms of the Green function,
22 [ dk Gk, xy0, x|, w) — G (k, 20, T )0, w
Fos — _% P (k, |0, |0, w) ‘ (k, o, 2o, w) (D4)
w/V 2T 2

When a medium is reciprocal then it satisfies (B9), and G* (k, x|j0, |j0,w) = G(k,x|0, T|0,w). As stated in appendix
B, for moving media (B9) is not satisfied, and we might expect this is affect I'g_,;. Yet apparently the non—reciprocity
has no effect on the transition rate of interest here (D4), for we contract the indices of the Green tensor with the

symmetric tensor k ® k, which gives

r B 2w? [ dk
0—1 — A ]V o

which is the expression given in the text (25).

2w? [ dk
—k - Im[G(k,zo, )0, w)] - & = —— / —k - Im[G(=k, x|, )0, —w)] - K

(D5)
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