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a b s t r a c t 

Reaction-diffusion systems with cross-diffusion terms in addition to, or instead of, the usual self-diffusion 

demonstrate interesting features which motivate their further study. The present work is aimed at de- 

signing a toy reaction-cross-diffusion model with exact solutions in the form of propagating fronts. We 

propose a minimal model of this kind which involves two species linked by cross-diffusion, one of which 

governed by a linear equation and the other having a polynomial kinetic term. We classify the resulting 

exact propagating front solutions. Some of them have some features of the Fisher-KPP fronts and some 

features of the ZFK-Nagumo fronts. 

© 2020 The Authors. Published by Elsevier Ltd. 
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. Introduction 

Reaction-diffusion systems are models that are used widely to 

odel physical, chemical, biological and ecological processes. Real- 

stic models of such processes are typically quite complicated and 

an only be dealt with numerically. However qualitative under- 

tanding of the most important features benefits from analytical 

pproaches, even if that requires sacrfices in quantitative accuracy. 

his may be achieved by using asymptotic methods and/or consid- 

ring “toy models”. 

One of the first and famous “toy” reaction-diffusion systems 

s the model of propagation of an advantageous gene due to 

isher [1] and Kolmogorov, Petrovsky and Piskunov [2] . We re- 

er to it as Fisher-KPP model. Another early archetypal reaction- 

iffusion equation was a model of flame propagation considered by 

eldovich and Frank-Kamenetsky [3] , which later became known 

lso as Schlögl model [4] and Nagumo equation [5] . We refer to 

t as ZFK-Nagumo equation. Both models have monotonic propa- 

ating wavefront solutions of similar appearances, but each has its 

wn distinct mechanism. The Fisher-KPP model shows the transi- 

ion from an unstable resting state to a stable resting state, while 

he ZFK-Nagumo model shows the transition from one stable rest- 

ng state to another stable resting state. Another qualitative differ- 

nce between them is that ZFK-Nagumo model exhibits a unique, 

p to a constant shift in time or space, propagating front solu- 
∗ Corresponding author. 
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ion with a fixed speed and shape, whereas Fisher-KPP model has 

 family of solutions with a continuous range of possible speeds. 

he importance of these toy models goes well beyond providing 

implest examples. For instance, the ZFK-Nagumo equation can be 

onsidered as the fast subsystem in describing pulse waves in the 

itzHugh-Nagumo and similar systems using singular perturbation 

echniques [6,7] . 

In the last decades, there has been ever increasing attention 

o reaction-diffusion systems which have cross-diffusion of the 

ynamic variables in addition or instead of their self-diffusion. 

hese occur in mathematical modeling of various natural phe- 

omena of biological, physical and chemical nature, such as mu- 

ual taxis of interacting species, including e.g. spatial segrega- 

ion phenomena between the competing species [8–10] , cell types 

11] and human population groups [12] , and prey-taxis of preda- 

ors and evasion of predators by prey [13–22] ; interaction of popu- 

ations of organisms or cells with environment, including e.g. slime 

old aggregation [23] , tumor angiogenesis [24] , amoeboid locomo- 

ion [25] and thermoregulation in honey bee colonies [26] ; dissi- 

ative mechanical processes such as stick-slip motion of geologi- 

al plates [27,28] ; as well as the literal cross-diffusion of reacting 

hemical species [29–31] . Furthermore, cross-diffusion terms may 

ppear “mathematically”, via adiabatic elimination of fast but dif- 

using variables [9,10,21,32,33] . Interesting phenomena have been 

escribed in such systems, where the cross-diffusion plays an es- 

ential role alongside with the self-diffusion and reaction part of 

he system. This includes e.g. pattern formation via Turing-type 

nstabilities [8–10,14,17,23,30,34,35] and propagation of waves of 

arious kinds [11,19,30,33,36,37] . Overall, the literature on cross- 
nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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Fig. 1. (a) The direct numerical simulation of (2) the reaction cross-diffusion system with a no-flux boundary exhibits a propagating pulse with f (u ) = u (u − 0 . 3)(1 − u ) 

and the values of parameters are ε = 0 . 001 , D u = 5 and D v = 0 . 5 . (b) At small distance and time, the front of the pulse of reaction cross-diffusion system with a cubic 

nonlinearity approach to two asymptotic states ( u 1 , v 1 ) and ( u 2 , v 2 ). 
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iffusion models is too vast for an exhaustive survey here; some 

eviews of models and results with further references can be found 

.g. in [30,34,38–42] . 

The focus of this work is on systems with excitable reac- 

ion kinetics, motivated by observations that including cross- 

iffusion in addition or instead of self-diffusion led to new phe- 

omena [15,16,18,20,27,28] . For example, propagating waves in 

eaction-cross-diffusion systems (RXD) with excitable reaction ki- 

etics could penetrate each other on collision, a behavior that is 

nusual for excitable systems with self-diffusion only. 

The properties of solutions in RXD systems in the above cited 

otivating works have been mostly studied numerically. An an- 

lytical approach has been attempted in [16] . In that work, fast- 

low separation between reaction kinetics of two reacting species 

s assumed. The fast subsystem has piecewise linear kinetics and 

inear cross-diffusion, and admits exact analytical solutions in the 

orm of propagating fronts. Unlike the Fisher-KPP and ZFK-Nagumo 

ronts, these front solutions are oscillatory. They can be matched 

symptotically with slow pieces to obtain complete asymptotic de- 

cription of propagating pulses. The fast subsystem in this ap- 

roach is different from the Fisher-KPP and ZFK-Nagumo equations 

n two aspects: that it is two-component and it is piecewise lin- 

ar, as opposed to the two “classical” toy models which are both 

ne-component and with polynomial nonlinearity of the kinetics. 

t least two components are of course required to have cross- 

iffusion. 

In the present work, we investigate the possibility of having ex- 

ct front solutions in a cross-diffusion system with polynomial ki- 

etics, unlike piecewise kinetics of Biktashev and Tsyganov [16] . 

ur leading idea is to postulate the solutions and deduce the gov- 

rning equations from there. For simplicity and as the first step, we 

nly consider here monotonic fronts, similar to those found in the 

FK-Nagumo equation. Thus it is clear for the outset that as far as 

re motivating numerical observations are concerned, the present 

tudy can only have a methodological value, as the waves observed 

n excitable cross-diffusion systems typically have oscillatory fronts 

nd backs, as illustrated in Fig. 1 . 

The paper is organized as follows. The problem formulation is 

iven in Section 2 . In Section 3 , we consider the possibilities of

hosing polynomial nonlinearity for the reaction term. In Section 4 , 

e discuss the simplest aspects of stability of possible solutions. 

hen we show the correspondent polynomial function suitable for 

olutions of the wavefront type. These are presented in Section 5 . 

e demonstrate the possibility to have a wavefront solution of 

he system as generalisation for Fisher-KPP in Section 6 and an- 
p

2 
lyze the choices of the parameters needed to imitate Fisher-KPP 

odel in Section 7 . We return to the question of stability, now for 

he selected wavefront solution, in Section 8 . Results of numerical 

imulation are presented in Section 9 . These simulations show that 

he wavefronts are unstable. These instabilities are investigated in 

ection 10 and the paper is concluded by discussion in Section 11 . 

. Problem formulation 

Let us consider the reaction-diffusion system in the form 

 t = f (u ) − v + D u v v xx + D uu u xx , 

v t = ε(u − v ) + D v u u xx + D vv v xx , (1) 

here 

f (u ) = u (u − α)(1 − u ) , 

nd the parameters are restricted by 0 ≤ ε � 1, α ∈ (0, 1/2). 

The system (1) is well studied as a reaction-self-diffusion sys- 

em, with D uu > 0, D vv ≥ 0 and D u v = D v u = 0 . If D uv � = 0 and/or

 vu � = 0, we have reaction-cross-diffusion system. Regarding the 

igns of the diffusion coefficients, one common restriction is that 

heir matrix must be positively semi-definite, so in particular, 

 uu ≥ 0, D vv ≥ 0. Regarding the signs of the cross-diffusion coeffi- 

ients, all sorts of combinations are considered in literature. One of 

he ways the cross-diffusion terms as in (1) may appear in appli- 

ations is via linearization of terms describing mutual taxis of dy- 

amic variables, which may describe populations and/or environ- 

ental factors affecting populations. For instance, if u represents a 

opulation which diffuses and moves towards attractant v , which 

ay be an environmental factor or a prey population and which 

tself only passively diffuses, then D uv < 0 and D v u = 0 , as e.g.

n [14,19,23,35,36] . A similar combination (up to a change of sign of 

ne of the dynamic variables) occurs in description of interaction 

f geological plates [27,28] . If u and v represent competing species 

hich seek to avoid each other, this leads to D uv > 0, D vu > 0,

s in [8,9] . For predator-prey relationship, on the contrary, one 

ay expect pursuit-evasion behavior, that is, positive prey taxis 

or predators, i.e. predators seeking prey and prey escaping from 

redators, so if u component represents prey population and v rep- 

esents predator population, this means that D uv > 0 and D vu < 0, 

s in [13,14,17,19,22] . Well-posedness of an initial or boundary- 

alue problem for this system is not self-evident: examples are 

nown that systems with cross-diffusion are capable of produc- 

ng solutions blowing up in final time, see e.g. [40] . Some well- 

osedness results have been established, see e.g. [22,43] , however 
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43] requires strong ellipticity of the diffusion matrix and [22] re- 

uires strong stability properties of the reaction part of the system, 

either of which is true in the case we consider. We work under 

ssumption that solutions exist and behave “reasonably”; some ev- 

dence for that, even if not rigorous, is provided by the fact that the 

olutions can be simulated numerically. Clearly the well-posedness 

or the particular variants of the system of the form (1) we con- 

ider here requires separate study. It is beyond the scope of this 

aper. 

If ε = 0 , v ≡ 0, the self-diffusion system degenerates to the ZFK- 

agumo equation [3–5] for u ( x, t ), with an exact propagating front

olution. A piecewise linear N-shaped variant of f ( u ) also leads to 

xact propagating front solution [5] . Qualitative properties of this 

quation, including existence of propagating front solutions, persist 

or a generic N-shape, and for 0 < ε � 1, these solutions can form 

 basis of asymptotic description, see for instance [6,7] . 

A similar asymptotic approach for 0 < ε � 1 was considered 

or the cross-diffusion case of (1) in [16] . To make the problem 

nalytically tractable, the consideration there was restricted to a 

iecewise linear N-shaped function f ( u ) and pure cross-diffusion, 

ith self-diffion totally absent, D uu = D vv = 0 . 

In this paper we consider the same system as was dealt with in 

16] , namely 

 t = f ( u ) − v + D v v xx , 

v t = ε( u − v ) − D u u xx , (2) 

nd intend to extend the methodology of Tyson and Keener [6] and 

iktashev and Tsyganov [16] for a polynomial function f ( u ). In ab-

ence of self-diffusion terms and in consideration of the chosen 

igns of the cross-diffusion coefficients, we abbreviate D v u = D u 

nd D u v = −D v . 

We start by recapitulation of the approach of Biktashev and 

syganov [16] to set the scene and introduce notation and termi- 

ology. Direct numerical simulations of (2) with cubic f ( u ) pro- 

uces, in particular, solutions in the form of propagating pulses of 

 fixed shape, as illustrated in Fig. 1 . For small ε, the width of the

ulse grows as O 

(
ε−1 

)
. This means that in the limit ε → 0, the 

ave front and the wave back of the pulse go apart. Our hypothe- 

is is that for very small ε, the system we are going to construct, 

ill behave similarly to those discussed in [6] and [16] . Namely, 

e expect that a typical propagating wave solution will have the 

orm of long stretches where u ( x, t ) remains near an instant equi-

ibrium of the fast equation, satisfying f ( u ) ≈ v , which are inter-

persed by fast transitions from one such quasi-equibrium to an- 

ther. Any such transition is approximated by an ε = 0 solution 

n the form of a wave which propagates with constant speed and 

hape and, far behind and far ahead, approaches constants, corre- 

ponding to the above mentioned quasi-equilibria. In particular, a 

ulse solution such as the one shown in Fig. 1 , includes two such

ast transitions, a front and a back. Both the front and back repre- 

ent transitions between two distinct equilibrium points, say ( u 1 , 

 1 ) and ( u 2 , v 2 ). 

In the limit ε → 0 the system (2) turns into 

 t = f ( u ) − v + D v v xx , 

v t = −D u u xx . (3) 

he two equilibria ( u 1 , v 1 ) and ( u 2 , v 2 ), the asymptotic states of the

ave front and the wave back, satisfy f 
(
u j 

)
= v j . Let ˆ u (ξ ) = u (x, t)

nd 

ˆ v (ξ ) = v (x, t) be a propagating wave solution of (3) , where

= x − ct and c > 0. Substituting this into the system (3) yields 

 v 
d 2 ˆ v 
dξ 2 

+ c 
d ̂  u 

dξ
+ f 

(
ˆ u 

)
− ˆ v = 0 , (4) 

D u 
d 2 ˆ u 

dξ 2 
+ c 

d ̂ v 
dξ

= 0 . (5) 
3 
s the front asymptotically approaches distinct steady states, we 

ave 

ˆ 
 ( ±∞ ) = u 1 , 2 , ˆ v ( ±∞ ) = v 1 , 2 (6) 

d ̂  u 

dξ
( ±∞ ) = 

d ̂ v 
dξ

( ±∞ ) = 0 . (7) 

ntegrating (5) with respect to ξ gives 

ˆ 
 − D u 

c 
ˆ u 

′ = v � = const . (8) 

hen ξ → ± ∞ , we obtain from (8) that v � = ̂

 v 1 = ̂

 v 2 and then 

q. (4) turns into 

f ( u 1 , 2 ) = v � . (9) 

e have from Eq. (6) that c ̂ v ′ = D u ̂  u ′′ , hence ˆ v ′′ = D u ̂  u ′′′ /c. Substi-

uting this into (5) yields 

 v D u ̂  u 

′′′ + 

(
c 2 − D u 

)
ˆ u 

′ + c 
(

f 
(

ˆ u 

)
− v � 

)
= 0 , 

ˆ 
 ( ±∞ ) = u 1 , 2 , 

(10) 

here ˆ u is a wave solution for the reaction cross-diffusion system 

3) . 

This differential equation is deduced by applying the wave 

ariable on the reaction-cross-diffusion system (3) . Biktashev and 

syganov [16] have replaced f ( ̂  u ) by a piecewise linear function. 

he fronts that are obtained from the piecewise linear function are 

scillatory fronts and are similar to those seen in numerical sim- 

lations with cubic f ( ̂  u ) . We seek to consider a polynomial func- 

ion for f ( ̂  u ) instead of piecewise linear function, which would still 

ield explicit analytical solutions for propagating fronts. 

. Selecting the class of the polynomial reaction term 

We aim to identify polynomial functions f ( ̂  u ) which would 

ake the differential Eq. (10) analytically solvable. First we write 

he Eq. (10) as 

 ̂

 u 

′′′ + B ̂

 u 

′ = f̄ ( ̂  u ) , (11) 

here 

 = − D u D v 
c 

, B = 

D u −c 2 

c 
, f̄ ( ̂  u ) = f ( ̂  u ) − v � . 

e apply a reduction of order substitution, 

d ̂  u 

dξ
= y 

(
ˆ u 

)
. (12) 

ubstituting (12) into (11) gives 

 

[
A 

(
y ′ 2 + yy ′′ 

)
+ B 

]
= f̄ ( ̂  u ) . (13) 

e aim that function f̄ ( ̂  u ) is a polynomial. This can be assured if 

 ( ̂  u ) is a polynomial. 

Let us find the possible degree of the polynomials y ( ̂  u ) and 

f̄ ( ̂  u ) . Let P n be the set of polynomials of degree n . If y ∈ P n , then 

 

[
A 

(
y ′ 2 + yy ′′ 

)
+ B 

]
= f̄ ( ̂  u ) ∈ P 3 n −2 . 

f n = 1 then f̄ ( ̂  u ) is linear, which is not of interest for us, as this

annot produce two distinct solutions for (9) . If n = 2 then f̄ ( ̂  u ) is

uartic. This quartic polynomial is comparable to cubic, in that it 

an describe bistability, if it has at least three simple roots. There- 

ore, y ∈ P 2 , f̄ ∈ P 4 is the simplest suitable choice. 

The travelling wave differential equation for ZFK-Nagumo can 

e solved analytically by a reduction of order [5] . Incidentally, in 

hat solution y ( ̂  u ) is also quadratic. It is convenient to factorise the 

uadratic polynomial y ( ̂  u ) , 

 ( ̂  u ) = k 
(

ˆ u − g 
)(

ˆ u − h 

)
, (14) 
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Fig. 2. The solution ˆ u (ξ ) given by (1) for g = 1 , h = 0 , k = 0 . 3 and C = 0 . 
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or some constants k � = 0, g and h . Note that due to (6), (7) and

12) , we have { u 1 , u 2 } = { g, h } . 
From (12) and (14) , we obtain 

ˆ 
 (ξ ) = 

g + h e χ

1 + e χ
, χ = k (ξ + C)(g − h ) , (15) 

here C is an arbitrary constant. The front wave described by 

15) is illustrated in Fig. 2 . 

Once ˆ u (ξ ) is known, we can find 

ˆ v (ξ ) using (8) , as 

ˆ 
 (ξ ) = v � + 

D u 

c 
ˆ u 

′ (ξ ) . (16) 

bviously, the profile of component ˆ v represents not a wave front 

ut a pulse. In accordance with (7) , we have 

ˆ 
 ( ±∞ ) = v � . 

. On the stability of the front solutions: Continuous spectrum 

The stability of any front solution we seek shall depend, in par- 

icular, on the stability of its asymptotic spatially uniform steady 

tates, that is, on the continuous spectrium. This, unlike the dis- 

rete spectrum, is easily done analytically. The system (3) can be 

ritten in the matrix form 

 t = F (w ) + Dw xx , 

here 

 = 

[
u 

v 

]
, F ( w ) = 

[
f ( u ) − v 

0 

]
, D = 

[
0 D v 

−D u 0 

]
. 

uppose w 

∗ = [ u ∗, v ∗] T is an equilibrium, i.e. F (w 

∗) = 0 . We per-

urb this point, 

 = w 

∗ + 

˜ w , 

nd in the linear approximation we have 

˜ 
 t = F ′ (w 

∗) ̃  w + D ̃

 w xx , (17) 

here F ′ = 

[
∂ F /∂ w 

]
is the Jacobian matrix. By separation of vari- 

bles, particular solutions of (17) bounded in space can be written 

s linear combinations of 

˜ 

 ( x, t ) = e i μx e λt 
[
C 1 C 2 

]
, μ ∈ R , λ, C 1 , C 2 ∈ C . (18) 

Substituting (18) in (17) , gives and eigenvalue problem 

f ′ (u 

∗) −1 − μ2 D v 
μ2 D u 0 

][
C 1 
C 2 

]
= λ

[
C 1 
C 2 

]
, (19) 
4 
here f ′ = ∂ f/∂ u, and the eigenvalues are 

1 , 2 = 

1 
2 

[ 
f ′ (u 

∗) ±
√ 

( f ′ (u 

∗)) 2 − 4 μ2 D u − 4 μ4 D u D v 

] 
, (20) 

ee Fig. 3 . Therefore, if f ′ ( u ∗) is positive, then Re 
(
λ1 , 2 

)
≥ 0 and

he steady state ( u ∗, v ∗) is unstable, and if f ′ ( u ∗) is negative then

e 
(
λ1 , 2 

)
< 0 for all μ � = 0, and the state is stable in linear approx-

mation. Of course, even if both asymptotic states are stable, the 

tability of the whole front solution will still depend on the dis- 

rete spectrum; this is outside our scope. 

. Fixing the polynomial reaction term 

In this section we will find the particular form of the polyno- 

ial function f̄ ( ̂  u ) , as well as the parameters A and B that satisfy

13) . To achieve this, we substitute (14) into (13) , which gives 

 ( ̂  u − g)( ̂  u − h ) 
{ 

A 

[ 
k 2 

(
2 ̂

 u − g − h 

)2 + 2 k 2 ( ̂  u − g)( ̂  u − h ) 
] 

+ B 

} 

= f̄ ( ̂  u ) . (21) 

We take our quartic polynomial f̄ ( ̂  u ) in the following form: 

f̄ ( ̂  u ) = σ ( ̂  u − u 1 )( ̂  u − u 2 )( ̂  u − u 3 )( ̂  u − u 4 ) (22) 

here { u 1 , u 2 } = { g, h } and without loss of generality σ = ±1 ; a 

ifferent scaling of f would just result in a change of the spatial 

nd temporal scale of the solutions. 

By substituting (22) into (21) , we obtain 

 ( ̂  u − g)( ̂  u − h ) 
{ 

A 

[ 
k 2 

(
2 ̂

 u − g − h 

)2 + 2 k 2 ( ̂  u − g)( ̂  u − h ) 
] 

+ B 

} 

= σ ( ̂  u − u 1 )( ̂  u − u 2 )( ̂  u − u 3 )( ̂  u − u 4 ) . (23) 

By equating like terms we obtain 

 ̂

 u 

4 ] : 6 k 3 D u D v 
c 

= −σ ;
 ̂

 u 

3 ] : 12 k 3 D u D v (g+ h ) 
c 

= −σ ( u 1 + u 2 + u 3 + u 4 ) ;
 ̂

 u 

2 ] : k 3 D u D v (7 g 2 +22 gh +7 h 2 ) 
c 

+ 

k (c 2 −D u ) 
c 

= −σ ( u 1 u 2 + u 1 u 3 + u 1 u 4 + u 2 u 3 + u 2 u 4 + u 3 u 4 ) ;
 ̂

 u 

1 ] : k 3 D u D v (g+ h )(g 2 +10 gh + h 2 ) 
c 

− k (g+ h )(−c 2 + D u ) 
c 

= −σ ( u 1 u 2 u 3 + u 1 u 2 u 4 + u 1 u 3 u 4 + u 2 u 3 u 4 ) ;
 ̂

 u 

0 ] : k 3 ghD u D v (g 2 +4 gh + h 2 ) 
c 

+ 

gkh (c 2 −D u ) 
c 

= −σu 1 u 2 u 3 u 4 . 

(24) 

This imposes five constraints onto a set of 11 parameters k, g, h, 

, D u , D v , u 1 , u 2 , u 3 , u 4 and c ; hence we can describe all solutions

f this system by assigning six of these parameters as free, and 

hen finding the remaining five parameters as dependent on these 

ix free parameters. We restrict consideration to real values of pa- 

ameters in both groups, except possibly the roots u 3,4 . Moreover, 

s parameters g and h fix the positions of the pre- and post-front 

esting states of the solution (15) , it convenient to have these two 

mong the free parameters; note also that we have already con- 

trained σ to ± 1. 

. Possible types of solutions 

As discussed in the Introduction, this study is not motivated by 

ny real-world applications leading to specific examples of reac- 

ion cross-diffusion systems. Rather, we are interested in theoret- 

cal possibilities achievable within a certain class of models. With 

his in mind, we want to see if we can make the reaction cross- 

iffusion system with quartic polynomial to look like generaliza- 

ions, in one sense or another, of other well-known models, from 

he much better studied class of systems with self-diffusion. We 

hall say that we “imitate” those models. The models that we want 
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Fig. 3. The continuous spectrium of an equilibrium, for (a) f ′ = f ′ (u ∗) < 0 , (b) f ′ = f ′ (u ∗) > 0 , according to (20) . 
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Table 1 

Examining possible choices to imitate Fisher-KPP 

front. The symbols ( ↗ ) and ( ↘ ) mean that χ ( ξ ) is 

an increasing or decreasing function, respectively. 

Choices Results 

g h k χ u (+ ∞ ) u (−∞ ) 

I 1 0 (+) ↗ 0 1 

II 1 0 (−) ↘ 1 0 

III 0 1 (+) ↘ 0 1 

IV 0 1 (−) ↗ 1 0 

7

f

e

m

r

a

u

I

a
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t  

r

c

y

σ
(

6
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i

 

{

o imitate are Fisher-KPP and ZFK-Nagumo. Those models exhibit 

ropagating front solutions with asymptotics 

 (ξ → + ∞ ) = 0 , u (ξ → −∞ ) = 1 . 

f we identify the scalar field u here with the namesake first dy- 

amic variable in our system, then this property can be achieved 

y letting g = 0 and h = 1 in (15) . 

We found in the previous section that the stability of a spa- 

ially uniform steady state depends on the sign of the derivative of 

he quartic polynomial at that state. In terms of stability, to imitate 

he ZFK-Nagumo wave, we would need a stable pre-front state and 

 stable post-front state, and consequently an unstable equilibrium 

n between. To imitate the Fisher-KPP wave front we would need to 

ave an unstable pre-front state and a stable post-front state, with 

ither no or two equilibria in between. In this respect, the possibil- 

ties for front waves from the reaction cross-diffusion system with 

uartic polynomial are constraint by the following proposition. 

roposition 1. If the boundary-value problem (10) with the nonlin- 

arity defined by (22) and (23) has a travelling wave front solution of 

he form (15) , then the two asymptotic resting states { g, h } are either

he two outer roots of the quartic polynomial f̄ ( ̂  u ) , or its two inner

oots. 

roof. From (23) , among the roots of f̄ ( ̂  u ) we have { u 1 , u 2 } = 

 

g, h } , and the other two roots, u 3,4 , are the roots of the quadratic

n the square brackets, which is equivalent to 

ˆ 
 

2 − (g + h ) ̂  u + 

g 2 + 4 gh + h 

2 + B/ (Ak 2 ) 

6 

= 0 . 

ence 1 
2 ( u 3 + u 4 ) = 

1 
2 (g + h ) . If u 3 , 4 ∈ R , u 3 � = u 4 , this implies that

ither g and h are two inner roots while u 3 and u 4 are the two

uter roots, or vice versa. If u 3 = u 4 the g and h are the two outer

oots out of the three, and if u 3 , 4 �∈ R , then g and h the only two,

herefore automatically the outer, roots. �

From Proposition 1 , we conclude that of the resting states of 

he front wave solution, only one can be stable but not both. That 

eans, in the considered reaction cross-diffusion system with the 

uartic polynomial, it is impossible to imitate ZFK-Nagumo wave 

n terms of the stability of the resting states, but there is a chance

o imitate Fisher-KPP wave. We note, however, that for any given 

et of parameters of the model, the speed of the front solution is 

n any case uniquely fixed by (24) , see also (28) below, and this

eature is characteristic of ZFK-Nagumo fronts rather than Fisher- 

PP fronts. 
5 
. Choice of signs to imitate Fisher-KPP 

We have found that there is a possibility to imitate Fisher-KPP 

ront wave, in terms of the stability of the pre-front and post-front 

quilibria, by reaction cross-diffusion system with quartic polyno- 

ial nonlinearity. In this section, we will turn this possibility into 

eality, by identifying appropriate parameter choices. 

Firstly, let us make sure that solution given by (15) satisfies the 

symptotic boundary conditions of Fisher-KPP front wave, 

ˆ 
 (+ ∞ ) = 0 , ˆ u (−∞ ) = 1 . (25) 

n Section 5 we found that six parameters in (24) can be arbitrary 

ssigned. We choose k, g and h as three of such free parameters, 

n order to satisfy (25) . We have already committed ourselves to 

he choice { g, h } = { 0 , 1 } , and we require k � = 0. Table 1 lists the

esulting four a priori possibilities. 

Clearly, choices that comply with (25) are (I) and (III). In both 

ases, Eq. (14) gives 

 ( ̂  u ) = k ̂  u ( ̂  u − 1) , y ′ ( ̂  u ) = 2 k ( ̂  u − 1) , y ′′ ( ̂  u ) = 2 k, k > 0 . 

(26) 

The quartic polynomial f̄ ( ̂  u ) posited in (22) allows σ = 1 or 

= −1 . Remember that the equation for the coefficients at ˆ u 4 in 

24) states 

 k 3 D u D v = −σ c. (27) 

f σ = 1 then the solution (15) will not satisfy the condition (25) :

ince D u , D v and c are positive, equation (27) implies k < 0, which

s inconsistent with (26) . 

So, we must choose σ = −1 , which together with { g, h } =
 u 1 , u 2 } = { 0 , 1 } turns the system (24) to 

6 k 3 D u D v 

c 
= 1 , 

12 k 3 D u D v 

c 
= 1 + u 3 + u 4 , 

6 k 3 D u D v + 

k 3 D u D v − k 
−c 2 + D u = u 3 + u 4 + u 3 u 4 , 
c c c 
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Table 2 

The stability of the resting states in the front wave depends on the choice of 

the roots of the quartic polynomial. 

Choice of roots Pre-front Post-front Matching with Fisher-KPP 

Case I: Inner stable unstable ✗ 

Case III: Outer unstable stable 
√ 

Case IV: Double unstable stable 
√ 

Case V: Complex unstable stable 
√ 

f

(

f

b

t

t

s

f

r

u

b

s

s

p

s

9

9

u

f  

p

a

W

u

a

i

u

w

a

v

t

i  

g

e

D

f

T  
k 3 D u D v 

c 
− k 

−c 2 + D u 

c 
= u 3 u 4 , 

0 = 0 . 

reviously, we let variables g, h and k be free parameters. We now 

dd to that list D u and D v . The rest of the variables will be depen-

ent on those as follows: 

 = 6 k 3 D u D v , (28) 

 3 = 

1 
2 

− 1 
6 

√ 

3 + 36 ρ, (29) 

 4 = 

1 
2 

+ 

1 
6 

√ 

3 + 36 ρ. (30) 

= 

k (D u − c 2 ) 

c 
. (31) 

here 

= 

k (D u − c 2 ) 

c 
. (32) 

The quartic polynomial now has the form 

f̄ ( ̂  u ) = − ˆ u ( ̂  u − 1)( ̂  u − u 3 )( ̂  u − u 4 ) , (33) 

here u 3 and u 4 are given by (29) and (30) . 

We expect that, in principle, if the quartic polynomial is substi- 

uted into the system (3) , i.e. 

 t = −u (u − 1)(u − u 3 )(u − u 4 ) + v � − v + D v v xx , 

v t = −D u u xx , (34) 

hen the solution of (34) is a front wave which imitates the front 

ave in Fisher-KPP with respects to the stability of the pre-front 

nd post-front resting states. 

The choices of values of the given parameters change the values 

f the roots u 3 and u 4 , which leads to one of the following cases. 

case I: If ρ ∈ ( 1 6 , + ∞ ) , then u 3 , 4 ∈ R \ [0 , 1] and the restings

states {0, 1} are inner roots. 

case II: If ρ = 

1 
6 , then { u 3 , u 4 } = { 0 , 1 } and the resting states {0,

1} are the only two roots, both double. 

case III: If ρ ∈ (− 1 
12 , 

1 
6 ) , then u 3,4 ∈ (0, 1), u 3 � = u 4 , and the

resting states {0, 1} are outer of four roots. 

case IV: If ρ = − 1 
12 , then u 3 = u 4 = 

1 
2 , and the resting states {0, 

1} are outer of three roots. 

case V: If ρ ∈ (−∞ , − 1 
12 ) , then u 3 , 4 ∈ C \ R and the resting

states {0, 1} are the only two roots. 

Remember that by virtue of (32) and (28) , this means that the 

ocation of the roots u 3,4 is determined by the three parameters k, 

 u and D v . 

. Stability of the resting states 

Previously, we have linearised the system (3) for general func- 

ion f ( u ) about an equilibrium and derived the formula of the 

igenvalues (20) . Substituting the quartic polynomial function 

33) into the function of the eigenvalue yields that, the eigenval- 

es of the equilibrium u 1 = 0 are given by 

1 , 2 = 

1 

2 

[ 
u 3 u 4 ±

√ 

u 3 
2 u 4 

2 − 4 μ2 D u − 4 μ4 D u D v 

] 
, (35) 

hile the eigenvalues of the equilibrium u 2 = 1 are given by 

1 , 2 = 

1 

2 

[ 
−(1 − u 3 )(1 − u 4 ) ±

√ 

(1 − u 3 ) 2 (1 − u 4 ) 2 − 4 μ2 D u − 4 μ4 D u D v 

] 
.

(36) 
6 
In the “inner roots” case I, the two roots u 3 and u 4 have dif- 

erent signs, and are to opposite sides of 1. Thus, from (35) and 

36) we deduce that the pre-front u 1 = 0 is stable and the post- 

ront u 2 = 1 is unstable. 

The similarity between Fisher-KPP and inner roots case is that 

oth systems have two consecutive roots of f̄ (u ) that coincide with 

he resting states of a wave front. The difference between them is 

hat the pre-front in Fisher-KPP is unstable and the post-front is 

table, while in inner roots case it is the other way round, the pre- 

ront is stable and the post-front is unstable. 

In the “outer roots” cases III and IV as well as “the only two 

oots” V, wee see from (35) and (36) that the pre-front u 1 = 0 is 

nstable and the post-front u 2 = 1 is stable. This matches the sta- 

ility of the equilibria in Fisher-KPP model. 

The marginal II gives Re 
(
λ1 , 2 

)
= 0 so the stability of the resting 

tates cannot be established in linear approximation, and requires 

eparate consideration. We leave this outside the scope of this pa- 

er. 

Table 2 sums up the results of above analysis. 

In the next section we will show the result of the numerical 

imulation for each case. 

. Numerical simulations 

.1. General settings 

We simulate numerically the reaction cross-diffusion system 

 t = f (u, v ) + D v v xx , 

v t = −D u u xx , (37) 

or −a ≤ x ≤ b and t ≥ 0, where the kinetic term f ( u, v ) is quartic

olynomial 

f (u, v ) = −u (u − 1)(u − u 3 )(u − u 4 ) − v , 

nd u 3 and u 4 are dependent parameters defined in (29) and (30) . 

e apply no-flux boundary conditions, 

 x (−a, t) = u x (b, t) = v x (−a, t) = v x (b, t) = 0 , 

nd the initial condition taken from the analytical solution, that 

s 

 (x, 0) = 

ˆ u (x ) , v (x, 0) = 

ˆ v (x ) , 

here ˆ u and 

ˆ v are defined in (15) and (16) . 

We will show the results of the simulation for cases I, III, IV 

nd V identified above. For each case, we pick an appropriate set of 

alues of the free parameters to satisfy the correspoinding condi- 

ions. Table 3 lists the parameter values used and the correspond- 

ng equilibria. Note that the value of D u for Case IV in the table is

iven to three decimal places; in fact it was determined from the 

xact condition that ρ = −1 / 12 , which implies 

 u = 

2 + k 2 D v 

72 k 6 D 

2 
v 

. (38) 

The numerical simulations are done using finite differences, 

ully explicit first order for time and second order central for space. 

he space discretization interval is [ −a, b] = [ −37 . 5 , 150] and the
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Table 3 

Parameters and equilibria in numerical simulations. 

Case I III IV V 

Figure(s) 4,10 , 11 8 6,9 7 

k 1 1 1 1 

D u 1.25 0.2 2.917 0.4 

D v 0.1 0.35 0.1 1.5 

u 1 0 0 0 0 

f̄ ′ ( u 1 ) −0 . 75 0.11 0.25 3.656 

u 2 1 1 1 1 

f̄ ′ ( u 2 ) 0.75 −0 . 11 −0 . 25 −3 . 656 

u 3 1.5 0.874 0.5 0 . 5 + 1 . 845i 

f̄ ′ ( u 3 ) −1 . 5 0.083 0 

u 4 −0 . 5 0.126 0.5 0 . 5 − 1 . 845i 

f̄ ′ ( u 4 ) 1.5 −0 . 083 0 
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Table 4 

Comparison between the theoretical 

instability time T inst , and time T break to 

break-up in numerics, in the four se- 

lected simulations. 

Case T inst T break 

Inner roots 4371.3 30 

Outer roots 7805.9 112 

Double roots 1873.2 52 

Complex roots 910.7 7 
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iscretisation steps are �x = 0 . 15 and �t = 4 × 10 −6 unless other-

ise stated. The choice of the discretization steps is motivated by 

he numerical stability and accuracy analysis of the scheme, which 

ill be presented later. 

.2. The inner roots case 

As shown above, in this case the pre-front equilibrium u 1 = 0 is 

table, while the post-front equilibrium u 2 = 1 is unstable. Hence 

e expect in simulations that the post-front state evolves to an- 

ther, stable equilibrium. This is indeed what happens in simula- 

ions, see Fig. 4 . 

For the parameters used in this simulations, the unstable equi- 

ibrium u 2 = 1 is surrounded by the pre-front equilibrium u 1 = 0 

nd the upper stable equilibrium u 4 = 1 . 5 . Thus in this case we

xpect the post-front state attracted to either of these two stable 

quilibria. 

In fact, the solution curiously does both, i.e. is first attracted 

o the upper stable equilibrium, u 4 = 1 . 5 , but does not stay there

or long and departs for the lower stable equilibrium, u 1 = 0 . As 

 result, a pulse-shaped solution develops, with the pre-front and 

ost-front states at u 1 = 0 , and the plateau state near u 4 = 1 . 5 .

his phenomenology is similar to that observed in [16] for ex- 

itable (i.e. one stable equilibrium) cross-diffusion systems, inclu- 

ding oscillatory front and oscillatory back, both trigger waves from 

ne stable equilibrium to another — and is of course very far from 

he initial condition which is a monotonic front from a stable equi- 

ibrium to an unstable one. 

.3. The result of simulation of distinct real roots, double roots and 

omplex roots 

The behavior of the propagating wave front for the distinct real 

oots case and double roots case is quite similar. The simulation 

hows that the numerical propagating wave remains close to the 

nalytical wave for a period of time. Then an oscillation appears 

ear the onset of the front. After that the oscillation grows as the 

ime evolves, which causes the numerical solution to break up. The 

esults of the simulation of distinct real roots case is shown in 

ig. 5 while the results of double roots case is shown in Fig. 6 . 

For complex roots case, we observe that the instability occurs 

arlier than all previous cases (inner roots case, outer roots case 

nd double roots case). Moreover, the numerical front does not last 

s long as those front waves in the other cases, see Fig. 7 . 

0. The instability of the solution 

In the previous sections we have shown the results of direct nu- 

erical simulation on reaction cross-diffusion system (37) where 

he initial condition is an exact analytical wave solution. This ana- 

ytical solution presents a monotonic wave front. 
7 
We have considered four cases, corresponding to different posi- 

ions of the roots of the quartic polynomial. In all four cases con- 

idered, there are oscillations which appear near the onset of the 

ave front. These oscillations grow as time evolves, which obvi- 

usly means that the propagating wave front is not stable. We now 

ould like to address the question whether this was due to dy- 

amical instability in the underlying partial differential equations, 

r numerical instability, i.e. artefact of the numerical scheme used. 

Our plan on how to distinguish numerical instability from the 

umerical is as follows. If the instability is numerical, then its fea- 

ures shall significantly depend on details of the numerical scheme. 

or instance, the oscillations could be reduced by changing the dis- 

retisation steps. Conversely, the dynamical instability the behavior 

f the solution may be affected by refining the discretisation steps 

nly slightly, if the simulation is “resolved”. 

A crude theoretical analysis of numerical stability of the scheme 

e use can be achieved by removing the kinetic terms from system 

37) . In this way, we obtain the following 

 t = D v v xx , 

v t = −D u u xx . 

or the forward-time, central-space discretization on the grid x ∈ 

x Z , t ∈ �t Z , using the standard von Neumann stability analy-

is, for the Fourier component ( u, v ) ∝ e i qx we find the amplification

actor ν , such that 

 

ν(q ) | 2 = 1 + 16 D u D v �t 2 �x −4 sin 

4 
( q �x/ 2 ) , (39) 

hich means that the numerical scheme is unstable as the con- 

ition | ν| ≤ 1 will not be satisfied, in principle, for any choice of 

iscretization steps. 

However, let us look at the quantitative aspect of the numerical 

nstability. Namely, let us estimate the time it takes for the numer- 

cal instability to grow to macroscopic value. Supposing, for a crude 

stimate, that the seed of the instability comes from round-off er- 

ors, so is of the order of machine epsilon ε, and it will become 

ignificant when it grows to an order of 1. Then, with the amplifi- 

ation factor ν( q ), the number of time steps required for that will 

e at least ln |1/ ε|/max q (ln | ν( q )|). Taking the leading order approx-

mation for the ln | ν( q )| in (39) , we get the time interval required

or the instability to grow to macroscopic size as 

 inst ≈
ln 

∣∣ε −1 
∣∣�x 4 

8�tD u D v 
. 

y substituting the values of parameters we used in our simula- 

ion, we see that in all cases T inst is much bigger than the time 

 break taken for the numerical waves to break up. Table 4 clarifies 

ore by numbers. We took ε = 10 −15 . 

This comparison suggests that even though the numerical 

cheme is formally unstable, this instability cannot affect the nu- 

erical solutions on the time intervals involved. This means that 

here is no need to look for more sophisticated, stable methods to 

imulate the solutions presented. This also means that the numer- 

cal instability cannot explain the behavior observed in our numer- 

cs, and we must consider the possibility of a dynamical instability. 
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Fig. 4. The numerical simulation of reaction cross-diffusion system with quartic polynomial where the resting states of the front coincides with the inner roots of the 

quartic. The values of parameters in this simulations are D u = 1 . 25 , D v = 0 . 1 and k = 1 . Here and in the subsequent figures, u � = u � (x, t) , v � = v � (x, t) is the numerical 

solution, whereas ˆ u = ˆ u (x − ct) , ˆ v = ̂

 v (x − ct) is the analytical solution used as the initial condition for the numerics. 
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So, according to our plan, we have verified the plausibility of 

 dynamical instability by repeating the simultions at different 

iscretization steps. We have repeated each of the simulations, 

nce with bigger discretization steps and once with smaller dis- 

retization steps. We have found that the behavior of the solu- 

ion does not significantly change even after we refine the dis- 
8 
retisation. More precisely, once the oscillations appear, we have 

ound the growth rate of the oscillation is the same in all dif- 

erent discretisation steps. Fig. 8 illustrates that for the “outer 

oots” case: even though the moment of onset of the instabil- 

ty depends on the discretization, its growth rate is not affected 

y it. 
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Fig. 5. The numerical simulation of reaction cross-diffusion system with quartic polynomial where the resting states of the front coincides with the outer roots of the 

quartic. The values of parameters in this simulations are D u = 0 . 2 , D v = 0 . 35 and k = 1 . 
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The same thing happened in double roots case and complex 

oots case. Change of discretisation steps changes the time of the 

nset of the instability, but not the growth rate of the instability, 

s can be seen in Figs. 9 and 10 . 

For the “inner roots” case, the initial condition is a front of in- 

asion of an unstable state into a stable state, and the numerical 
9 
imulation show behavior different from other cases: now the in- 

tability appears, at first, as the elevation of the u -field right be- 

ind the front. So we observe how this instability changes with 

ifferent discretization steps. The result is shown in Fig. 11 . We 

ee, again, that the time of the onset of the instability does de- 

end on the discretization steps, but the growth rate remains the 
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Fig. 6. The numerical simulation of reaction cross-diffusion system with quartic polynomial where there are double roots and the resting states are simple roots. The values 

of parameters in these simulations are D v = 0 . 1 and k = 1 where D u is given in the formula (38) . 
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ame. The subsequent behavior of the solution also remains quali- 

atively similar, involving formation of a propagating pulse with a 

lateau and a back — even though shifted in time and differing in 

etail, which is of course only expectable for a solution affected by 

 dynamical instability. 
10 
We can conclude that insofar as it may be established by nu- 

erical simulations, the analytical front solutions are dynamically 

nstable: they yield to solutions with oscillatory fronts, which are 

eyond the main scope of the current paper and requires separate 

tudy. 
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Fig. 7. The numerical simulation of reaction cross-diffusion system with quartic polynomial where there are two complex conjugate roots . The values of parameters in 

these simulations are D u = 0 . 4 , D v = 1 . 5 and k = 1 . The instability make the numerical solution run away at t = 8 . 

Fig. 8. The dynamical instability appears for outer roots case . The behavior of the solution does not change even after the steps are refined. The values of parameters are 

k = 1 , D u = 0 . 2 and D v = 0 . 35 . The discretisation is: (a) �x = 0 . 25 , �t = 4 × 10 −5 ; (b) �x = 0 . 15 , �t = 4 × 10 −6 ; (c) �x = 0 . 05 , �t = 1 × 10 −7 . 
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1. Discussion 

The main purpose of the paper, which has been successfully 

chieved, was to demonstrate the feasibility, and provide an ex- 

mple, of constructing a PDE model of a certain class which has 

esirable analytical solutions. Regardless of the utility of the par- 
11 
icular example we have considered, we hope that the technique 

e used may be helpful in other problems similarly formulated. 

More specifically, our aim has been a reaction-cross-diffusion 

ystem with a polynomial nonlinearity, which would have solu- 

ions in the form of a propagating front. We have found that to 

chieve that, the nonlinearity must be at least quartic, in which 
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Fig. 9. The dynamical instability appears for double roots case . Each column represents the front wave for different discretisation steps. The behavior of the solution does 

not change even if the steps are refined. The values of parameters are k = 1 and D v = 0 . 1 . The discretisation is: (a) �x = 0 . 25 , �t = 4 × 10 −5 ; (b) �x = 0 . 15 , �t = 4 × 10 −6 ; 

(c) �x = 0 . 05 , �t = 1 × 10 −7 . 

Fig. 10. The dynamical instability appears for complex roots case . Each column represents the front wave for different discretisation steps. The behavior of the solution 

does not change even if the steps are refined. The values of parameters are k = 1 , D u = 1 . 25 and D v = 0 . 1 . The discretisation is: (a) �x = 0 . 25 , �t = 4 × 10 −5 ; (b) �x = 0 . 15 , 

�t = 4 × 10 −6 ; (c) �x = 0 . 05 , �t = 1 × 10 −7 . 
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ase the system may indeed have solutions in the form of mono- 

onic propagating fronts. The situation is similar to ZFK-Nagumo 

odel rather than Fisher-KPP model in that for given parame- 

ers of the system, the speed and shape of the front solution are 

niquely defined. 
12 
We have further established that in terms of stability of pre- 

ront and post-front equilibria, the proposed model may be likened 

o the Fisher-KPP system (one of the equilibria is stable and 

he other unstable) but not ZFK-Nagumo (with both equilibria 

table). 
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Fig. 11. The dynamical instability appears for inner roots case . Each column represents the front wave for different discretisation steps. The behavior of the solution does 

not change even the steps are refined. The values of parameters are k = 1 , D u = 1 . 25 and D v = 0 . 1 . The discretisation is: (a) �x = 0 . 25 , �t = 4 × 10 −5 ; (b) �x = 0 . 15 , 

�t = 4 × 10 −6 ; (c) �x = 0 . 05 , �t = 1 × 10 −7 . 
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The quartic nonlinearity can be of various diffierent classes de- 

ending on behavior of its four roots: when the asymptotic equi- 

ibria are two inner roots, two outer roots out of four, two outer 

oots out of three, the only two simple roots (with the other two 

eing complex) and two double roots. 

We have made simulations of selected examples of the pro- 

osed model belonging to different algebraic classes, and in all 

f these examples it happened that the analytical solutions are 

ynamically unstable, with some of the instabilities distinct from 

hose related to the unstable pre-front equilibrium. Since the con- 

lusion about instability of the solutions is based only on direct 
13 
umerical simulations of arbitrarily selected examples, it requires 

urther investigation, both theoretically and numerically, perhaps 

ncluding continuation of propagating wave solutions rather than 

ust direct numerical simulations, and wider parametric searches. 

 good survey of the relevant theory can be found in [44] , and ex-

mples of numerical tools suitable for this task are AUTO [45] and 

AVETRAIN [46] . 

Returning to feasibility of proposed PDE system as a model of 

eal processes, we recall that KPP-Fisher is a viable model despite 

he unstable pre-front state. As it is well known, there are two 

nter-related reasons for that. One reason is the positivity of the 
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quation: non-negative initial conditions guarantee that the solu- 

ion will remain non-negative at all times. Since the linearly unsta- 

le pre-front state is 0, i.e. at the border of the domain invariant 

nder the system, this motivates restriction on the class of per- 

urbations considered to those that would respect the positivity. 

he other reason is also related to the fact that the pre-front state 

s 0, but is of physical rather than mathematical nature: it moti- 

ates applications in which the dynamic field represent an essen- 

ially non-negative quantity with the meaning of a concentration 

f some kind; specifically, in the seminal papers [1,2] it was pop- 

lation density. With that physical sense of the dynamic field, the 

agnitude of physically feasible perturbations related to fluctua- 

ions must decay as the system gets closer to the pre-front state, 

nd exactly vanish at that state. This motivates consideration of so- 

utions in specially constructed functional spaces that take this is- 

ue into account, in which the solution may be stable — despite 

he formal instability of the pre-front state in the sense of generic 

ynamical systems theory. In this context, the possibility of, and, 

s numerics show, preference for, the non-monotonic fronts is only 

ossible because the class of model we consider does not possess 

he positivity property. Here we note that the models with linear 

ross-diffusion cannot have that property in principle, see e.g. [31] . 

The above consideration motivates possible continuation of the 

resent work: 

• ZFK-Nagumo type fronts, i.e. monotonic fronts with stable pre- 

front and stable post-front states, may be sought for in models 

with polynomial nonlinearity of degrees higher than four; 
• Reasonably stable monotonic fronts switching from a zero pre- 

front state may be observed in models with nonlinear cross- 

diffusion, e.g. “pursuit-evasion” type mutual taxis of the com- 

ponents; 
• As the fronts actually observed in numerical simulations of 

cross-diffusion models so far are typically oscillatory, search of 

exact solutions of that kind would involve “inventing” an ansatz 

more sophisticated than that given by (14) and (15) . 

All that should be considered in the context that the problem 

ddressed in this paper is about the “fast subsystem” in (2) , and 

ncompasses just the first step in the singular perturbation theory 

n the limit ε → 0. 
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