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Abstract 

Background: 

It is well-established that physical activity is beneficial to health. It is less known 

how the characteristics of physical activity impact health independently of total 

amount. This is due to the inability to measure these characteristics in an 

objective way that can be applied to large population groups. Accelerometry 

allows for objective monitoring of physical activity but is currently unable to 

identify type of physical activity accurately. 

Methods: 

This thesis details the creation of an activity classifier that can identify type from 

accelerometer data. The current research in activity classification was reviewed 

and methodological challenges were identified. The main challenge was the 

inability of classifiers to generalize to unseen data. Creating methods to mitigate 

this lack of generalisation represents the bulk of this thesis. Using the review, a 

classification pipeline was synthesised, representing the sequence of steps that 

all activity classifiers use. 

1. Determination of device location and setting (Chapter 4) 

2. Pre-processing (Chapter 5) 

3. Segmenting into windows (Chapters 6) 

4. Extracting features (Chapters 7,8) 

5. Creating the classifier (Chapter 9) 

6. Post-processing (Chapter 5) 

For each of these steps, methods were created and tested that allowed for a 

high level of generalisability without sacrificing overall performance. 
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Results: 

The work in this thesis results in an activity classifier that had a good ability to 

generalize to unseen data. The classifier achieved an F1-score of 0.916 and 

0.826 on data similar to its training data, which is statistically equivalent to the 

performance of current state of the art models (0.898, 0.765). On data dissimilar 

to its training data, the classifier achieved a significantly higher performance 

than current state of the art methods (0.759, 0.897 versus 0.352, 0.415). This 

shows that the classifier created in this work has a significantly greater ability to 

generalise to unseen data than current methods. 

Conclusion: 

This thesis details the creation of an activity classifier that allows for an 

improved ability to generalize to unseen data, thus allowing for identification of 

type from acceleration data. This should allow for more detailed investigation 

into the specific health effects of type in large population studies utilising 

accelerometers. 
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Glossary 

Acceleration trace: a segment of acceleration data over time is referred to as 

the trace of the acceleration. 

Accelerometer: accelerometers are participant-mounted devices that measure 

acceleration in 1-3 dimensions depending on the number of axes. 

Activation function: the function applied to the weighted sum of the node inputs 

to determine the output of a node in a neural network. 

Activity classes: the different groups of activities categorised by the activity 

classifier, as defined by the labelling schema used. 

Activity classification: using pattern matching algorithms to match acceleration 

data with the corresponding activities. 

Activity protocol: how the activities in the study were performed, hence how the 

acceleration and the corresponding labels were gathered. 

Activity transition: transitioning from one activity to another. 

ActivPAL: a thigh-mounted accelerometer in this case measuring at 20Hz. This 

is used to determine the true labels in the free-living data. 

Amalgam approach: a method for achieving wrist orientation invariance, where 

the classifier was trained on data from both wrists. 

Automatic derived features: features that are derived from the data itself with 

respect to either the classification problem or in a more general sense.  

Base Classifier: a classification pipeline based on the work of Chowbury et al 

(55) which is used as the criterion measure. 
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Basis vectors: vectors that can recreate a data-set through linear combinations 

Bias-variance trade-off: this refers to attempting to minimise two sources of 

error in supervised learning. The bias refers to the ability of the model to 

capture the relationship between the training data and labels. Whereas the 

variance refers to the fluctuation in the relationship caused by minor changes in 

the training data 

Bode Plot: a plot showing the impact of a filter on the frequency of a signal 

Bonferroni correction: a method of reducing the likelihood to type 1 errors when 

testing multiple hypothesis. This entails testing each individual hypothesis at a 

significance level of 
α

m
, where α is the overall hypothesis level (in this case 0.05) 

and 𝑚 is the number of hypotheses. 

Bouts: a continuous stretch of physical activity. 

Butterworth filtering: a filtering method that can be used for the attenuation of 

high-frequency data from a time series. A butterworth filter is mathematically 

optimal for removing the higher frequencies without affecting the lower 

frequencies in the data. 

Change Point Detection (CPD): a data driven method for detecting if the 

underlying process generating time series data changes. 

Class balance: this refers to the proportion of the different classes (activity 

labels) in the data-set. 

Classification pipeline: the six-step process used to develop the classifier 

1. Determination of device location and setting 

2. Pre-processing 

3. Segmenting into windows 

4. Extracting features 
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5. Creating the classifier 

6. Post-processing 

Classifier: a function that maps input data to the desired output, the outputs 

being discrete classes or labels. 

Cross-validation: when the training data is partitioned into a training set and 

validation set. The classifier is trained to minimise the error on the training set 

and the performance is estimated on the validation set. 

Data aggregation: combining the three acceleration data streams into one 

aggregate stream. 

Data-set shift: a difference in the training and testing data caused by being from 

different protocols and participants. 

Determinism: a measure of the predictability of the dynamical system modelled 

by the recurrence matrix, used with recurrent quantification analysis. 

Discriminative classifier:  when given 𝐷, 𝑇 =  {𝑑𝑛, 𝑡𝑛}𝑛=1
𝑁 , with 𝑑𝑛 and 𝑡𝑛 being 

the 𝑛𝑡ℎ data point with the corresponding label, a discriminative classifier 

attempts to model the conditional probability of 𝑇 given 𝐷 or 𝑃(𝐷|𝑇). 

Divergence: a measure of the predictability of the system, used with recurrent 

quantification analysis. 

Domain adaption: a method of adapting data from the target domain to the 

source domain so that good performance is achieved, thus mitigating the effect 

data-set shift. 

Domain adaption approach: a method for achieving wrist orientation invariance, 

where the classifier used domain adaption to align the testing data with the 

training data. 
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Dynamical system: a system where how much the current point depends on 

previous points changes with the value of the current point. It is assumed the 

physical activity can be modelled as such a system. 

Ensemble model: a classification model comprised of combinations of multiple 

models in order to achieve greater classification performance than any of the 

constituent models. A random forest is such a model. 

Entropy: the average rate at which information is produced by a stochastic 

process. In the case of a signal, this is a measure of the signal’s complexity. 

Error function: a function indicating how accurately the classifier can identify the 

activity labels from the acceleration data when the correct labels are known. 

Euclidean Norm Minus One (ENMO): this is a data aggregation method, when 

all three axes are combined into one. This allows for orientation invariance. 

F1-score: the evaluation metric used, the harmonic mean of precision and 

recall. This metric was chosen instead of simpler metrics such as accuracy 

because the F1-score is typically more robust to class imbalances. 

Feature reduction: reducing the number of features used in the classifier, in this 

work principal component analysis is used as a feature reduction methodology. 

Features: a set of attributes (consistent among all windows) that describe the 

windows that are identified and used to represent the windows, for example; 

identifying the mean acceleration for each axis and their standard deviations 

Filtering: creating an approximation of the time series that can capture important 

patterns but is less affected by noise. There are three common forms of filtering: 

low-pass (removing all frequencies higher than a threshold), high-pass 

(removing all frequencies lower than a threshold) and band-pass (a combination 

of high and low, keeping only the frequencies between two thresholds). 
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Fourier transforms: a way to approximate functions/signals by sums of 

trigonometric functions/signals. 

FreeCV performance: the F1-Score of the classification pipeline when trained 

and tested on the free-living data using leave one subject out cross validation, 

this is one of the intra-protocol performances. 

Free-Lab performance: the F1-Score of the classification pipeline when trained 

on the free-living data and tested on the lab-based data, this is one of the inter-

protocol performances. 

Free-Living: this refers to acceleration data not gathered under a specific 

activity protocol, thus is more representative of realistic activities. 

Frequency: one of the characteristics of physical activity; the number of distinct 

physical activity events over the measurement period, sometimes of a specific 

type, that occur. 

GENEActiv: a wrist-mounted tri-axial accelerometer. 

Generalisability: the ability of a classifier to perform on data different to the 

training data. 

Generative adversarial network: this is a classifier that consists of two neural 

networks, a generator and a discriminator. The generator learns to create 

synthetic data that is indistinguishable from real data (the training data); the 

discriminator attempts to identify if data is real or synthetic, this process allows 

for a high level of classification performance. 

Generative classifier: when given observable variables 𝐷, 𝑇 =  {𝑑𝑛, 𝑡𝑛}𝑛=1
𝑁 , with 

𝑑𝑛 and 𝑡𝑛 being the 𝑛𝑡ℎ data point with the corresponding label, a 

generative classifier attempts to model the joint probability distribution 𝑃(𝐷, 𝑇). 
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Generative-Discriminative pair: two classifiers which exist in generative and 

discriminative ‘forms’ when the underlying model is the same. For example, 

logistic regression and naive bayes. 

Heuristic Orientation Invariant Transformation (HOIT): a method for allowing 

orientation invariance without this data loss. This entails transforming the 3-D 

acceleration data into 9-D orientation invariant data. 

Hidden Markov Model (HMM): Hidden markov models are statistical models that 

can be used to describe the creation of an observable time series, making use 

of internal factors that are not directly observable. These models can then be 

used for post-processing. 

Hyperparameters: these refer to the many modifiable characteristics of the 

classification pipeline, such as window size and features used. These are akin 

to parameters in 𝑓 but over the entire classification procedure. 

Imbalanced Classes: having more of one kind of activity than others in the data, 

this tends to decrease the performance. 

Inclination correction: a procedure for altering the acceleration values when the 

accelerometers is at the correct orientation but may have moved slightly, 

shifting the values. 

Inclusion/Exclusion criteria: this refers to the criteria that the participants must 

fulfil to be included in this study. This is to ensure that the participant’s physical 

activity will not be affected by major health issues. 

Intensity: this refers to the energy expenditure of physical activity. This is 

generally measured in Metabolic Equivalents (METs) which identify multiples of 

the energy expenditure of the physical activity compared to lying supine. MET 

values can be grouped into four categories:  

1. Sedentary (less than 1.5 METs) 
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2. Light (between 1.5 and 3 METs) 

3. Moderate (between 3 and 6 METs) 

4. Vigorous (greater than 6 METs) 

Inter-protocol-inter-subject: this is where the test data is from different protocols 

with different participants to the training data. This is also referred to as just the 

inter-protocol performance. 

Inter-protocol-intra-subject: this is where the test data is drawn from the same 

participants as the training data, but from two different activity protocols. 

Intra-protocol-inter-subject: this is where the test data has different participants 

from the same protocol as the training data. 

Intra-protocol-intra-subject: this is where the test data is from the same 

participants and protocol as the training data, separated only in time. 

Kozina’s method: this is a data driven approach for transition detection that 

identifies points where there is a “significant change between consecutive data 

samples and divides the data into intervals at that point” (112). 

Lab-Based: this refers to data collected in a laboratory setting with participants 

performing an activity protocol reflecting activities of daily living. 

LabCV performance: the F1-Score of the classification pipeline when trained 

and tested on the lab-based data using leave one subject out cross validation, 

this is one the intra-protocol performances. 

Lab-Free performance: the F1-Score of the classification pipeline when trained 

on the lab-based data and tested on the free-living data, this is one of the inter-

protocol performances. 

Leave-One-Subject-Out-Cross-Validation (LOSOCV): this is a method for 

validating a classifiers performance. It works by training the classifier on all but 
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one participant, and then evaluating the performance on the remaining 

participant. This procedure is repeated for all participants and the averaged 

evaluation metric is reported (although the individual performances are retained 

for statistical testing). This gives an idea of the performance of the classifier 

over each participant. 

Logistic Regression: this is a classification model that attempts to model the 

probability conditional distribution 𝑝(𝑌 | 𝑋) given observable variables 𝑋 (input 

data, acceleration features) and target variable 𝑌 (output labels, activity labels). 

This and naive bayes for a discriminative-generative pair. 

Lyden’s method: this is a method of transition detection, it is a data driven 

method that identifies instances of rapid acceleration/deceleration and divides 

the data at those points. 

Machine learning: this is a form of artificial intelligence that builds a ‘classifier’ 

based on data in order to make predictions or decisions. 

Margin: when performing transition detection, it was noted that the transitions 

were not instantaneous, therefore a precision at the sampling rate was deemed 

unfeasible. A transition was considered to have been correctly detected (a true 

positive) if it was within a specified temporal “margin” of the labelled true 

transition between activities, this value was set to 3 seconds. 

Mathews Correlation Coefficient (MCC): this was a performance metric for the 

transition detection. This is a correlation coefficient between the observed and 

predicted binary classification of a transition that takes into account true and 

false, positives and negatives and is generally regarded as a balanced metric 

which can be used even if the class sizes are very different. 

Mean Minimum Distance: this is a metric used for transition detection, that 

reports the mean minimum distance between true and detected transitions. 
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Metabolic Equivalents (METs): these are units of physical activity intensity 

which identify multiples of the energy expenditure of the physical activity 

compared to lying supine. 

Metabolic Equivalent-hours: these are a unit of physical activity volume, the 

average MET values accrued per hour (15 minutes of an 8 MET activity is 

equivalent to 2 MET hours). 

Morphology based features: these are features that are based on the shape of 

the acceleration trace (the morphology), as opposed to statistical features that 

describe them. 

Moving average: this is a ‘dynamic average calculated across successive 

segments of data’ (typically of constant size and overlapping) of a series of 

value. 

Moderate-Vigorous physical activity: the time spent in moderate to vigorous 

intensity, this is part of physical activity guidelines and commonly used in health 

messages. 

Naive bayes: this is a classification model that attempts to model the probability 

conditional distribution 𝑝(𝑌 | 𝑋) given observable variables 𝑋 (input data, 

acceleration features) and target variable 𝑌 (output labels, activity labels). This 

and logistic regression for a discriminative-generative pair. 

Neural network: this is a discriminative classification model that is based on an 

abstraction of human cognition. A neural network attempts to directly model the 

decision boundary between classes. 

Noise: noise refers to one of two things: observational noise: random 

disturbances in the signal caused by the device (typically ‘gaussian noise’), or 

additional information in the signal that is not useful for the activity classification. 
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A 45Hz signal in the acceleration is not random but is not useful in activity 

classification and will disturb the acceleration values, hence is treated as noise.  

Non-Domain adaption approach: a method for achieving wrist orientation 

invariance. In this approach a classifier was trained from the data of one wrist. 

The resultant classifier was then used to classify the data from the opposite 

wrist with no modification, this was used as the control for the other wrist 

orientation invariance methods. 

Normalization: this is a procedure used to ensure that all features have similar 

variance, meaning that all features have an equal weighting in the data-set. This 

procedure is often used in activity classification work, although is not required in 

most cases. 

Not-applicable approach: a method for achieving wrist orientation invariance. In 

this method a classifier was trained from the data of one wrist. Domain adaption 

was then used with the same wrist data serving as the target domain. The 

resultant domain adapted classifier was then used to classify the data from the 

same wrist. This method served to investigate the effect of using domain 

adaption when it is not required, in circumstances where the wrist placement of 

the accelerometer is unknown.  

Nyquist-Shannon theorem: a theorem that states that for a successful 

reconstruction data needs to be sampled with at least twice its highest 

frequency, in the case of 100Hz accelerometry data the cut-off frequency 

should be between 30-40Hz, and this is the minimum required, often 3 or 4 

times the highest frequency is preferable. 

Online Bayesian Change Point Detection (OBCPD): this is a method for 

transition detection that works by “estimating the posterior distribution over the 

current ‘run length’, or time since the last change point, given the data so far 

observed”. This means that when the change points are computed, both the 
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probability that each successive point does not belong to the same distribution 

as previous points and length of runs are estimated. 

Orientation invariance: this means that features computed will be identical 

regardless of the orientation of the sensor. This is required due to inconsistency 

in the positioning of the accelerometers on participants. 

Over-complete dictionary: this refers to using more basis vectors than the 

minimum required amount of basis vectors when using sparse feature 

encoding. This allows for more resistance to noise. 

Overfitting: this is when the classifier is overspecialised to the training data-set; 

decreasing the classification error by modelling the noise of the data-set, as well 

as the mapping function. Modelling the noise allows for a greater ability to 

classify the training data but reduces a reduced ability to generalise to unseen 

data. 

Overlap: this is a modification to windowing approaches where the sequential 

segments used to create the windows are not separate but instead share a 

portion of their data (they overlap). This overlap is most commonly 50% 

although other proportions are used. 

Oversampling: this is a pre-processing technique which refers to generating 

synthetic data from the under-populated classes in order to make the number of 

examples from each class equal. 

Participant Adaption via Iterative Relearning (PAIR): this is a post-processing 

method that attempts to use the participant’s own data to retrain the classifier 

and improve the classification. 

Participant characteristics: the anthropometric characteristics of the participants 

in a data set. These are used for evaluating how closely the participants 

resemble various populations and each other. 
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Physical activity: any bodily movement produced by skeletal muscles that 

requires energy expenditure. 

Post-processing: after the acceleration data has been classified, the predicted 

labels may be processed in order to reduce the number of misclassifications. 

This is referred to as post-processing. Most post-processing approaches use 

the sequential nature of activity data to improve performance, making use of the 

fact that adjacent segments are likely to be the same activity. 

Pre-Post-Combined: this refers to the final pre-post processing methods used in 

this work this was a combination of: 

• Using structure preserving oversampling to rebalance the classes 

• Using ENMO with 𝑋, 𝑌, 𝑍 acceleration streams 

• Using participant adaptation via iterative relearning 

• Using a hidden markov model 

• Using a smoother with 𝑛 = 11 

Pre-processing: this refers to the preliminary processing of acceleration data 

before any classification steps are carried out and has a range of uses such as: 

allowing for rotational invariance and the removal of noise. 

Principal Component Analysis (PCA): this is a form of feature reduction that 

works by projecting high dimensional data (in this case 39) into a smaller 

number of dimensions - a subspace - while preserving as much variance as 

possible. The resulting low-dimensional features are linear combinations of the 

original, high-dimensional features. 

Quadratic discriminant analysis (QDA): quadratic discriminant analysis is a 

generative classification method. The model models the class conditional 

distribution of the data. This method assumes that all features are normally 

distributed, which greatly decreases the number of parameters required to be 

learned in the classification training. 
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Random forest: random forests are an extension to decision trees that can 

generalise performance to unseen data (prevent overfitting). Random forests 

are a combination of multiple decision trees (an ensemble) trained on subsets 

of the training data. The output of a random forest is the majority predicted 

classification of all trees. 

Ratio of Mean Minimum Distance (RMMD): this is the ratio of the mean 

minimum distance of a transition detection method and a naive transition 

detection method that detects the same number of transitions. This is used 

because mean minimum distance does not penalise false positives. 

Ratio of Sensitivity (RoS): this is the ratio of the sensitivity of a transition 

detection method and a naive transition detection method that detects the same 

number of transitions. This is used because sensitivity does not penalise false 

positives. 

Recall bias: this refers to the systematic error caused by participants 

incompletely recalling their physical activity. 

Recurrence matrix: this is a binary matrix that model how recurrent a signal is. If 

the distance between points 𝑖, 𝑗 is less than the threshold 𝜀, then point 𝑅(𝑖, 𝑗) is 

1, else it is 0. This is also referred to as a recurrence plot. 

Recurrence rate (RR): this is a metric used in recurrent quantification analysis, it 

is the density of the recurrence points in the recurrence matrix. This 

corresponds with the probability that any given state will recur in the signal. 

Recurrent quantification analysis (RQA): recurrent quantification analysis is a 

method of statistically analysing data generated by dynamical systems; 

specifically, it is a way of analysing recurrence plots of a dynamical system 

(150). Recurrence plots identify the states at which a system approximately 

repeats a previous state. These recurrence plots characterise the structure of 

the dynamical system: simple dynamical systems, such as a limit cycle, have 
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simple recurrence plots with few points of recurrence, while complex dynamical 

systems will have many points of approximate recurrence. The features 

extracted through recurrent quantification analysis describe this recurrence plot 

and hence the structure of the acceleration data.  

Refractory period: during the process of investigating the transition detection 

methods, a limitation of current methodologies (including OBCPD) was 

identified. It was found that multiple transitions, in close proximity to one another 

(within 1 second), were predicted when only a single true transition occurred. It 

appears that these multiple transitions were identified because of the (incorrect) 

assumption that the transitions are instantaneous (or occur < 1 second). Hence 

a post-processing method to supress these additional detected transitions was 

developed, this was the refractory period. Responsiveness validity: the ability to 

detect behaviour change over time. 

Root Mean Squared Error (RMSE): this is a metric used in transition detection, 

this is computed by calculating square root of the mean squared time difference 

between each detected transition and the closest true transition. This evaluation 

informs how close detected transitions are to the true locations. 

Rotation invariance: see orientation invariance. 

Salcic’s method: this is a method of transition detection; it is a classification-

based approach that creates a classifier trained on some labelled training data 

to identify whether a three second moving window contains a transition. It does 

this by forming a decision tree based on the absolute mean difference of the 

acceleration in the three second window. 

Sedentary-Stand-Active Labelling: this is the labelling scheme used by the 

activPals therefore it is also used in with the free-living data. It is comprised of 

three activities: Sedentary, Standing and Active. 
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Segmentation: this is when the acceleration values are segmented into short 

duration windows (typically around 10 seconds) during the classification 

pipeline. This is because performance is improved when classifying a window of 

acceleration data rather than a single instantaneous value. Observing multiple 

acceleration values allow an indication of how the values are changing in time, 

unlike a single instantaneous value, hence classification is improved 

Self-report: this is a physical activity monitoring method whereupon the 

participants are asked to report their performed physical activity. This is a 

subjective method and therefore prone to many forms of bias. 

Self-training: this is a form of semi-supervised learning utilised in participant 

adaption via iterative re-learning. It refers to re-training a classifier on the most 

confident of its own predictions in order to better adapt it to the testing data. 

Sensitivity: this is a metric used in transition detection, this metric is used to 

determine how often the transitions are detected correctly. 

Smoothing: this is a post-processing method that refers to applying a modal 

filter to the predicted labels, such that each predicted label is replaced by the 

most common label of the 𝑛 closest labels (inclusive of itself). 

Social desirability bias: this is a form of bias where participants respond with 

answers that will be viewed more favourably by others, in this case this refers to 

under-reporting physical inactivity and over-reporting physical activity. 

Source domain: this is the domain that the training data is said to have come 

from, typically in machine learning it is assumed that the source and target 

domains are the same. When this assumption is violated performance worsens, 

domain adaption can be used to mitigate this issue. 

Sparse Feature Encoding (SFE): this is a form of creating morphology-based 

features. Sparse feature encoding creates features by decomposing the 
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acceleration segments into simple filters, such that the initial data can be 

recreated via linear combinations of the filtered signals. Sparsity refers to 

limiting the number of filters that need to be ‘activated’ to recreate any one 

signal. The sparsity helps to eliminate noise and ensures that the signals do not 

simply perform a Fourier decomposition. Features are created by identifying the 

activations of the individual signals required to recreate the data. 

Statistical based features: these are features that attempt to represent the data 

with a single aggregated value, such as the mean or skewness of the 

acceleration. 

Structure Preserving Oversampling (SPO): this is an oversampling technique 

that is specific for time series data as it generates synthetic samples while 

preserving the covariance structure of the data (therefore not weakening the 

correlation structures as is normally an issue in oversampling).  

Subspace alignment: this is a domain adaption method. The underlying idea of 

the subspace alignment algorithm is to rotate the source data so that it best 

aligns with the target data; a classifier is then trained on the aligned source data 

in order to be able make accurate predictions on the target/test data. Prior to 

alignment, the source and target data are each projected into a subspace 

defined by their principal components. This identifies the principal directions in 

the data that should be aligned by rotation.  

Supervised Learning: this is a form of machine learning. Supervised learning 

makes use of a data-set containing both inputs (acceleration values) and 

desired outputs (activity labels) known as the training data. In supervised 

learning, the classifier is ‘trained’ to identify the outputs from the inputs, in this 

case creating a classifier that can identify physical activity type from the 

acceleration data 
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Takens’ theorem: Takens’ theorem (154) states that a dynamical system (𝐷) 

can be reconstructed from a sequence of observations (𝑜) and the state of the 

system using a time delay 𝜏 and an embedding dimension m, such that: 

𝐷(𝑖) = (𝑜(𝑖), 𝑜(𝑖 + 𝜏), 𝑜(𝑖 + 2𝜏), … , 𝑜(𝑖 + (𝑚 − 1)𝜏)) 

In the context of this work, the participant’s physical activity is the dynamical 

system and the sequence of observations are the acceleration values observed. 

For different axis combinations these observed values can be 1-3 dimensional 

(𝑋, 𝑌, 𝑍). According to Takens theorem, it is possible to recreate the dynamical 

system (the participants physical activity) from these observed values (the 

accelerations). 

Target domain: this is the domain that the testing data is said to have come 

from, typically in machine learning it is assumed that the source and target 

domains are the same. When this assumption is violated performance worsens, 

domain adaption can be used to mitigate this issue. 

Test_SFE: using sparse feature encoding on the test data refers to generating 

the features from the testing data, then extracting these features from the 

training data and using this to create a classifier. This classifier then attempts to 

classify the test data. The classifier is trained on the training data first, but the 

features used are identified from testing data. 

Testing data: this data has the same structure as the training data, with 

acceleration values and corresponding activity labels. However, this data is not 

used in training the classifier but instead to test the performance of the 

classification after all optimisations have taken place. The classifier is used to 

predict the activity labels from the acceleration data, yielding predicted activity 

labels. These predicted labels can then be compared to the known true labels to 

evaluate the performance of the classifier. 
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Train_SFE: using sparse feature encoding on the training data is (train_SFE) 

refers to generating the features from the training data, then extracting these 

features from the training data and using this to create a classifier. This 

classifier then attempts to classify the test data.  

Training (a classifier): training a classifier means identifying the parameters that 

minimise the error of the classification, finding 𝜃∗ =  argmin
𝜃

∑ 𝐸𝑓(𝑡𝑖 , 𝑓(𝑑𝑖; 𝜃))𝑖 . 

The error function is often chosen to be the misclassification rate. Once the best 

parameters are known, they may be used to estimate (or predict) the unknown 

labels 𝑡′ corresponding to new observations: 𝑡′ = 𝑓(𝑑′, 𝜃∗). 

Training data: this is a time series of acceleration values with corresponding 

activity labels. This data goes through the classification pipeline, as discussed 

above, training the classifier. This data is also referred to as ‘seen’ data 

because the classifier has encountered it. 

Transition probabilities: these represent the chances of transitioning from one 

activity to another in the activity protocol. These probabilities are used in post-

processing methods to improve performance (68). These probabilities are 

computed by first segmenting the data into 12.8 seconds blocks and then 

computing the transition probabilities (the choice of 12.8 seconds is explained in 

section 3.5). 

Type: this refers to the actual activity performed, such as walking or rowing. The 

type of physical activity has been shown to affect health outcomes 

Under-sampling: this refers to removing samples from the well-populated 

classes until all populations are equal. As under-sampling reduces the amount 

of data in the training set it is typically not preferred. 

Validation data: this data is drawn from the training data and used for optimising 

the various hyperparameters of the classification process.  
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Volume: frequency, intensity and duration are regularly used together to 

estimate the volume of physical activity undertaken. Volume can be expressed 

as MET-hours, the average MET values accrued per hour. 

Wilcoxon signed rank test: this is a statistical test which tests the null hypothesis 

that two related paired (by participant ID) samples come from the same 

distribution. A low 𝑝-value (𝑝 < 0.05) indicates that the results are statistically 

significantly different from one another with high confidence. 
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1. Introduction 

It is well established that a physically active lifestyle is associated with 

numerous health benefits and increased longevity when compared to a 

sedentary lifestyle (1). Physical activity (PA) is inversely associated with many 

of the common causes of premature death, including: Coronary Heart Disease 

(CHD), Cancer, Chronic Lower Respiratory Disease, Stroke, Alzheimers 

Disease, and Diabetes (2). Globally, the World Health Organisation have 

estimated that of the 57 million deaths per year, 5.3 million can be attributed to 

physical inactivity (2). 

Although there is consensus that PA is beneficial to health, uncertainty still 

exists about the precise ‘dose’ of PA required and how the dose should vary for 

different populations and disease groups. Additionally, the effects of the 

different characteristics of PA (such as type, frequency, and intensity) are still 

uncertain. This is in part due to flaws in the measurement process of PA. 

Methods of identifying PA, both the total volume and the individual 

characteristics, are imperfect and do not always capture correct information (3). 

The majority of studies that provide the underpinning evidence of the benefits of 

PA rely on self-reporting, which is often imprecise and overly simplistic. Self-

reports of PA are prone to a number of biases, including recall and social 

desirability bias (4,5).  

1.1 Physical Activity Characteristics 

The term PA comprises a wide range of behaviours and is defined as ‘any 

bodily movement produced by skeletal muscles that requires energy 

expenditure’ (24). The amount of energy expended (often expressed in 

kilocalories) while undertaking PA is determined by the amount of muscle mass 

involved and the frequency, intensity and duration of muscular contractions. 

Typically, PA is reported as a single aggregate measure of volume (25). 
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Aggregating PA into a single metric is useful for studies that rank groups of 

people according to their level of activity and test associations with health 

outcomes. However, it may obscure differential associations with health due to 

the different contributions of the Frequency (F), Intensity (I), Time (T) and Type 

(T) characteristics of PA (FITT). The evaluation of the FITT characteristics of a 

given volume of PA allows for investigation into how they are independently 

associated with health (26,27). 

Frequency refers to the number of distinct PA events over the measurement 

period, sometimes of a specific type, that occur. In most cases the type of PA is 

not considered relevant, and studies simply attempt to identify the number of 

the events. In a study of 97230 participants, it was found that the frequency was 

associated with incident of CHD risk. However, this association disappeared 

when controlling for total amount of PA performed (26). An additional study in 

Canadian adults reported similar findings, that the frequency of PA was 

associated with the incident of Diabetes, however this association also 

disappeared when controlling for total PA (28). Similar results were found by 

O’Donovan et al, who found that the associations of PA with mortality remained 

the same regardless of if the PA was accrued in two days per week or 5 days 

per week (29). These results show that despite frequency often being 

associated with health outcomes, this appears to be a reflection of the 

correlation between frequency and total volume. 

The absolute intensity of PA is generally measured in Metabolic Equivalents 

(METs) which identify multiples of the energy expenditure of the PA compared 

to lying supine. MET values can be grouped into four categories: Sedentary 

(less than 1.5 METs), Light (between 1.5 and 3 METs), Moderate (between 3 

and 6 METs) and Vigorous (greater than 6 METs) (30). Some common activities 

and their MET values, along with the intensity classes can be seen in Table 1. 
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Activity name Intensity class MET value 

Sleep Sedentary 0.9 

Watching TV Sedentary 1.0 

Slow walking (1.7mph) Light 2.3 

Moderate walking (3.4mph) Moderate 3.3 

Jogging Vigorous 7.0 

Table 1: Common activities with MET values and intensity class (30). 

PA guidelines are mostly based on absolute intensity, e.g., 150 minutes of at 

least moderate intensity. Relative intensity can also be used and represents the 

energy expenditure of an activity relative to an individual’s fitness. Although 3 

METs is used as the absolute threshold of moderate intensity, 3 METs may be 

light relative intensity for people with higher fitness. Absolute intensity measures 

are used in surveillance studies and may lead to an over or underestimate of 

the true prevalence of PA in a population. For example, the average time spent 

in moderate to vigorous intensity (MVPA) may be overestimated in younger, 

fitter populations but underestimated in older less fit populations. 

The effect of intensity of PA events is a contentious issue, one study identified 

that it was only high intensity PA that was positively associated with health 

outcomes (31). This contrasts with a review by Chastin et al (32) who identified 

that short but frequent bouts of light-intensity activity throughout the day 

reduced postprandial glucose by -17.5%. Additionally, 6 out of 8 prospective 

observational studies reviewed showed time spent in lower intensity PA was 

associated with lowered mortality (32). This agrees with other work that has 

identified that light intensity PA appears to be beneficially associated with 

important health outcomes after adjustment for MVPA in the adult population 

(33). The lack of agreement may be because of the use of absolute measures 

of intensity; the activities labelled as light will actually be a relative moderate 

intensity for some people and activities labelled as moderate will be a relative 

light intensity for others (34). 
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Time refers to the duration of each PA event (usually given in minutes) or the 

total duration of the PA undertaken in the observation period and is mostly 

correlated with volume. Time alone does not appear to have any association 

with health outcomes (27). A meta-analysis of intensity and duration on 

cardiometabolic risk in children and adolescents reported that duration has no 

significant association with cardiometabolic risk markers (35). The scientific 

report underpinning the 2018 US PA guidelines stated that sustained periods of 

MVPA were of no advantage over intermittent MVPA, hence the removal of a 10 

minute minimum bout duration (36). However, total volume of PA was not 

controlled for in the studies cited as references for this decision and therefore, 

the independent effect of bout duration may not have been properly tested. 

Frequency, intensity and duration are regularly used together to estimate the 

volume of PA undertaken. Volume can be expressed as MET-hours, the 

average MET values accrued per hour (15 minutes of an 8 MET activity is 

equivalent to 2 MET hours). 

Type refers to the actual activity performed, such as walking or rowing. The type 

of PA has been shown to affect health outcomes. Lee et al (37) identified that 

non-runners who met PA guidelines have a higher risk of developing disease 

than runners who did not meet PA guidelines (18% higher chance of disease), 

although both had lower risks than non-runners who didn’t meet PA guidelines. 

Furthermore, Chomistek et al (26) identified that separately, running, tennis, 

and brisk walking were inversely associated with CHD risk, validating the health 

effects of type on disease.  

While there is clear evidence showing the benefits of both PA overall and the 

individual characteristics of PA, there is uncertainty in the precise relationships 

between PA (and its characteristics) and health. This in part due to limitations in 

the measurement of these characterisations. Another impact of these limitations 

is the decreased ability to determine prevalence of PA.  
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1.2 Prevalence of Physical Activity 

In the UK it is estimated that 41% of adults are insufficiently active (15), not 

performing 150 minutes of moderate activity per week (10). Agreement about 

prevalence in other countries varies widely. This is mainly for two reasons: 

definitions of ‘sufficiently active’ and differences in measurement instruments 

within and between countries. Instruments such as the Global Physical Activity 

Questionnaire (GPPAQ) (17) and the International Physical Activity 

Questionnaire (18) were designed to try and harmonise measurement of 

prevalence between countries. However, even these two instruments provide 

different estimates of prevalence when employed in the same population. The 

level of detail on frequency, intensity, time and type of PA vary widely between 

measures used in population surveillance. Most studies focus on frequency, 

intensity and duration, giving an estimate of volume, but the level of detail on 

type varies considerably. For example, the GPPAQ (17) investigates just three 

types of activity – work, travel and recreation whereas the Health Survey for 

England (19) enquires about an extensive list of recreational activities. Some 

studies include work but not active travel and some vice versa. In many studies, 

including the Health Survey for England, information on type is used to help 

estimate time spent at different intensities. For example, the intensity coding of 

sports is based on the type of sport reported and the perceived exertion when 

undertaking the sport. 

Whilst there is consensus that too many people are insufficiently active to 

benefit their health, there is uncertainty about the precise level of prevalence. 

As mentioned above, the source of this uncertainty lies in the challenge of 

measuring PA. Most PA surveillance systems rely on self-reports of PA and are 

subject to the biases described above. 

The multi-dimensional nature of PA and its difficulties in measurement are some 

of the key reasons for uncertainties in the magnitude of the association between 

PA and health, prevalence estimates, and the effectiveness of interventions. 
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1.3 Measurement uncertainty of Physical Activity 

The multi-dimensional nature of PA outlined above, and the associated 

measurement challenges explain much of the uncertainty that still remains in 

our understanding of the relationship between PA and health and the 

prevalence of PA. As early as the mid 80’s concerns were being raised about 

the multitude of PA measures being employed and to what extent this explained 

inconsistencies in findings – mainly regarding the importance of PA intensity 

(42). 

The relative importance given to each dimension of PA will depend on the 

health outcome being targeted and the population being studied. Intensity may 

be most important for cardiac health (43) whereas type may be most important 

for bone health (38). 

Improving the precision of the measurement of PA overall and its sub-

dimensions would lead to a better understanding of the true magnitude of the 

relationship between PA and health, more tailored PA guidelines, a better 

estimate of the population prevalence of PA, more accurate screening 

instruments (ensuring those most in need get interventions), and a better 

understanding of which interventions are effective in increasing PA. 

Identification of each of the characteristics of PA will allow for a greater 

understanding into how they individually impact health outcomes. 

1.4 PA measurement methods 

Many methods for the observation and recording of PA exist, with the most 

common method utilized being a Self-Report Questionnaire (13). This entails a 

retrospective questionnaire focusing on volume and type of activity performed 

by the participant over a given time period. A similar method is that of an 

Activity Diary where the participant records their PA as it is performed (13). 

Questionnaires and diaries are both a subjective form of measurement which 
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can be affected by social desirability bias and variations in how the questions 

and activities themselves are understood (14). Self-report questionnaires can 

investigate all forms of PA characteristics, although they must be specified in 

the questions. However, both questionnaires and activity diaries are subjective 

method of measurement and therefore severely impacted by bias. Additionally, 

both activity diaries and questionnaires have very low resolutions as asking the 

participant to record events in less than 5-minute intervals in unfeasible.   

Another method for the evaluation of PA is direct observation (DO) (44,45). This 

involves the researcher directly observing the participant. Unlike self-report 

methods this is an entirely objective form of measurement and therefore not 

subject to participant bias. DO can identify and record PA as it happens, which 

allows for a high resolution, additionally, type, intensity, frequency and time 

spent in PA is easily identified, allowing for full evaluation of PA 

characteristics. However, DO is highly intrusive and unfeasibly expensive for 

large populations (45).  

A similar method that does not have this high cost, is the use of participant 

mounted cameras. These allow for the monitoring of a participant PA without 

requiring a researcher to directly observe them (46, 47). Due to memory 

constraints the camera typically records an image approximately every 10 

seconds. This means that the PA characteristics are easily identified, with high 

resolution. However, these cameras are intrusive and identifying the PA events 

from still image sequences is a highly complex and time-consuming task (48). 

Accelerometers offer another potential method for the measurement of PA. 

Accelerometers are participant-mounted devices that measure the acceleration 

of the body part they are attached to (54-56). This acceleration is then 

used as a surrogate for the PA undertaken. Accelerometers are lightweight, low 

cost methods of PA measurement with a low participant burden and high 

reliability (58). Accelerometers have a resolution of up to 1000Hz, which can 

easily capture any changes in a participants PA. The major issue with the use of 
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accelerometers as a method for PA measurement is the fact that the 

acceleration is merely a surrogate for the PA undertaken. Therefore, it needs a 

method of translating the acceleration into PA. This translation typically takes 

the form of using thresholds for the acceleration values to determine the events 

being performed; for example, acceleration values over 0.981ms-2 (gathered at 

the wrist) are considered representative of moderate activity (61). This method 

does not allow for the identification of the type characteristic. Additionally, the 

optimal values of these thresholds (as identified by metabolic studies) are not 

consistent among all populations and therefore represent a major source of 

potential error (62).  

Due to the limitations of these methods of PA measurement the type 

characteristic has been difficult to investigate in the current research. Subjective 

measures can identify the type characteristic but suffer from various forms of 

bias and low resolution. Objective methods of PA measurement are either 

unfeasible to use in large populations or cannot identify the type characteristic. 

1.5 Type 

As discussed above, the type of PA has been shown to impact health outcomes 

independently of total volume of PA (28, 37) but limitations of measurement 

methods with respect to the type characteristic have made it difficult to 

investigate in the current research. However, there are clear limitations in not 

focussing on the type characteristic and reasons that the ability to determine 

type of PA in an objective manner would be advantageous. 

• Surveillance: the determination of type would be beneficial for population 

surveillance for many reasons. Classification of type allows for a natural 

partitioning of peoples PA in a way that is not affected by age or fitness 

(such as intensity and duration) (34) by partitioning on the type of PA 

performed. Partitioning of PA data is currently a topic of some interest 

(32), albeit one that is limited by the inability to develop a suitable 
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partitioning method than does not depend on arbitrary thresholds. An 

additional benefit of the type characteristic when undergoing population 

surveillance is that it allows for clearer health messages (walking 10000 

steps) to be delivered to the public. Another advantage of a type specific 

focus on an individual level is that people consciously know what type of 

activity they are doing but do not tend to know the intensity or the 

duration unless specifically focussing on it. 

• Clinical studies: as discussed above, there have been many studies that 

have shown that type impacts health outcomes independently of total 

volume of PA (28, 37). However, many of the have been performed with 

questionnaires and other subjective measures of PA type, therefore any 

relationships identified may not be valid or may be weaker than reality 

due to the deficiency of the measurement methods available. It has been 

established that specific health outcomes are impacted differently by the 

type of PA, such as bone health where non-weight bearing activities are 

not associated with bone health, while weight bearing activities are (38). 

Thus, an identification of type would be beneficial as there clearly exist 

some health outcomes that respond only to type. 

• Evaluation of trials: in many PA interventions, the intervention involves 

performing a specific type of activity for a set duration (due to the clearer 

message) (8). When DO of the intervention is not possible, various 

measures are used to determine the compliance, however as discussed 

above, these methods are either not objective or cannot determine type, 

just that some activity has been performed. Therefore, without the ability 

to determine type it is not possible to tell if such interventions are 

successful. The current inability to determine type means that when 

determining the efficacy of PA interventions, the focus is generally on the 

total PA (due to it being possible to measure objectively) instead on the 

prevalence of the intervention behaviour. This means that if there is an 

increased amount of the intervention behaviour but no increased amount 
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of total PA (due to a compensatory effect), the intervention will falsely be 

declared ineffective (8). 

• There is also a strong commercial case for the development of methods 

for detecting activity type. The wearables market is currently worth 

$32.63 billion in 2019 and is projected to expand 15.9% from 2020 to 

2027, over 30% of this valuation comes from activity tracking wearables 

from companies such as Garmin and Fitbit (9).  

Clearly methods for the objective identification of activity type have commercial 

and clinical merit. Such a method would aid in population surveillance, allowing 

for simpler health messages to be delivered as well as allowing for an intuitive 

form of partitioning. It would allow for investigation into how type impacts health 

outcomes and would increase the validity of any associations found, compared 

to subjective means. Additionally, such a method would allow for determination 

of the efficacy of interventions without making use of crude measures of total 

PA volume. As such, it is clear that a method of objective identification of 

activity type would be beneficial for: population surveillance, clinical work, the 

evaluation of trials and the commercial sector.   

1.6 Activity classification and its relevance.  

The rapidly growing field of activity classification may allow for a method of 

objective identification of activity type. Activity classification attempts to use 

pattern matching algorithms to match acceleration data (gathered from 

accelerometers) with the corresponding activities, in essence identifying the PA 

type from accelerometers (54). Activity classification is not without 

disadvantages, it has been noted that pattern matching algorithms created by 

matching Lab-Based accelerations to their corresponding activity fail to correctly 

identify the activities performed from acceleration gathered in more realistic 

scenarios (not Lab-Based) (54). 
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This inability to ‘generalise’ (perform as well on data different to the training 

data) is the major disadvantage of activity classification but there are other 

contentious issues, some of which are addressed below. 

The creation of a PA pattern recognition algorithm requires the identification of 

many different parameters: the size of the segments of acceleration that will be 

pattern matched (63), the information about the segments that will be used to 

match with (average values, shape of the acceleration, etc.) (64), the specific 

pattern matching algorithm (65), and any pre or post processing of the 

acceleration values prior to the pattern matching . Similarly, choices such as the 

location of the accelerometers affect the accuracy of the type characterisation 

(66). Ultimately however, all choices of parameters attempt to maximise the 

classification ability of the algorithm on both the original data used to create the 

algorithm and other different data. This question of the so-called bias 

(performance on the training data) variance (performance on the different data) 

trade-off, is at the root of all choices made when constructing an activity 

classification system. 

The creation of an activity classifier that can characterise type from acceleration 

data will allow for the accurate characterisation of type in an objective manner. 

To do this, the optimal parameters for creating an activity classification system 

that allows for high classification performance and an ability to generalise to 

unseen data will need to be identified. 

Therefore, the main goal of this thesis is to identify these parameters and to 

create an activity classifier that can accurately characterise type from 

acceleration data. 

This thesis starts by critically reviewing the literature on PA classification using 

acceleration sensors, identifying the many methodological concerns in PA 

classification research. These methodological concerns are then addressed 
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individually, discussing potential solutions. These solutions are then combined 

to create an activity classifier. 

1.7 Chapter Guide 

Chapter 2 – Classification of Physical Activity Type From Raw Acceleration 

Data: this chapter discusses the underpinning concepts of activity classification. 

The current work in the field is reviewed to identify methodological challenges in 

creating an activity classifier with high performance on unseen data. 

Chapter 3 – Data-sets and Base Classifier: this chapter identifies the data-sets 

used in this thesis. Additionally, a classifier is created using the current state of 

the art research in order to create a criterion that can be used as a gold 

standard when testing the effectiveness of methods developed in the rest of this 

work. 

Chapter 4 - Accelerometer Placement Location: one of the methodological 

challenges identified in Chapter 2 is that activity classifiers are typically trained 

on data obtained from sensors at a set orientation. Changes in this orientation 

(such as being on a different wrist) result in performance degradation. This 

chapter investigates a method to obtain sensor location and orientation 

invariance via a technique known as domain adaptation.  

Chapter 5 - Pre and post-processing: one of the methodological challenges 

identified in Chapter 2 is that there are many methods of pre and post-

processing, with no consensus of their efficacy. Additionally, the effect of these 

methods with regards to the bias variance trade-off is unknown. This chapter 

investigates some pre and post-processing methods, identifying their efficacy 

with respect to performance and the bias variance trade-off. 

Chapter 6 – Segmentation of Acceleration into Windows: one of the 

methodological challenges identified in Chapter 2 is that there is no consensus 

of the optimal window size for activity classification, and that different activities 
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appear to have different optimal window sizes. This chapter develops a method 

of automatic segmentation of acceleration data using changepoint detection to 

identify activity transitions. This allows for the creation of variable length 

windows, removing the need for fixed windows. 

Chapter 7: Recurrence Quantification Analysis: one of the methodological 

challenges identified in Chapter 2 is that features that allow for a high level of 

performance on the training data, typically do not allow for a high level of 

performance of unseen data. This chapter identifies features that allow for a 

high level of performance on both the training data and unseen data. These 

features are based on Recurrence Quantification Analysis, a methodology for 

measuring the recurrence of data. 

Chapter 8: Sparse Features: this chapter identifies a different solution for the 

lack of features that perform well on unseen data. By making use of automatic 

feature learning, it is possible to learn features on the unseen data, possibly 

mitigating this issue. The automatic feature learning method in this work is 

Sparse Feature Encoding, a methodology that has previously shown high 

performance in the activity classification domain. 

Chapter 9: Classifiers Used: the final methodological challenge identified in this 

work is the lack of consensus about which classification algorithm to use for 

activity classification. Certain classifiers assign different weightings to the bias-

variance trade-off. This chapter investigates different classifiers to find the 

optimal algorithm for this work. 

Chapter 10 – The Final Classification: this chapter details the creation of the 

final classifier used in this work, using the work from the previous chapters to 

overcome all methodical concerns identified in Chapter 2. Additionally, the 

classifier is used on a large population data-set in order to investigate its 

performance. 



Introduction Joshua Twaites 

 

55 

 

 

Chapter 11 – Conclusion: this chapter discusses each chapter, identifying if its 

goals were achieved and how it impacted the overall thesis. Additionally, the 

strengths and limitations of the work in this thesis are identified and some 

potential future work is discussed. The chapter ends with a concluding 

statement discussing whether the overall aim of the thesis has been achieved. 
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2. Classification of Physical Activity 

Type From Raw Acceleration Data 

2.1 Introduction 

Chapter 1 highlighted the benefits of being able to identify PA type and 

identified that current methodologies of PA measurement do not allow for the 

objective identification of type. Activity classification was identified as a 

methodology for the identification of type in an objective manner. Activity 

classification (54,67) is the name given to methods for estimating PA type from 

acceleration data. As noted in Chapter 1, the main limitation with the use of 

activity classification lies in the pattern matching algorithms used. These pattern 

matching methods work well in Lab-Based studies but tend to fail in more 

realistic conditions (68). The rest of this chapter comprises a review of activity 

classification methods as well as identifying the methodological challenges 

associated with characterising PA type with activity classification. 

2.1.1 Accelerometers 

Accelerometers are participant-mounted devices that measure acceleration in 

1-3 dimensions depending on the number of axes (see Figure 1).  

Accelerometers can be mounted in many different locations on the body (57), 

as shown in Figure 2. The placement location determines the direction of the 

axes, as they are relative to the device. The absolute location of the axes may 

vary during motion as, for example, the wearer swings their arm. Each location 

has its own advantages and disadvantages; these will be discussed in more 

detail later in this chapter. 
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Figure 1: A GENEActiv wrist-mounted triaxial accelerometer illustrating the direction of the X, Y, Z axes. 

 

 

Figure 2: Potential placement locations for accelerometers reported in the literature. 

Values of acceleration are given in units of gravitational acceleration (g), 

9.81ms-2. A segment of the acceleration data over time is referred to as the 

trace of the acceleration. The acceleration of each axis is gathered as a time 

series of acceleration values, resulting in three different time series, each 

corresponding to an axis when using a triaxial accelerometer. Figure 3 

illustrates an acceleration trace over 12 seconds of data gathered at a sampling 

rate of 100Hz on a triaxial accelerometer. In this work, the acceleration time 

series are represented by 𝑋 = (𝑥𝛼, 𝑥𝛼+1, … , 𝑥𝛼+𝑆), 𝑌 = (𝑦𝛼, 𝑦𝛼+1, … , 𝑦𝛼+𝑆), 𝑍 =

Wrist-mounted GENEActiv 

Accelerometer placement locations 
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(𝑧𝛼, 𝑧𝛼+1, … , 𝑧𝛼+𝑆) with 𝑆 equal to the length of the measurement period 

multiplied by the sampling rate. All together an acceleration trace is represented 

by 𝑊 = (𝑤𝛼, 𝑤𝛼+1, … , 𝑤𝛼+𝑆) where 𝑤𝑖 = (𝑥𝑖, 𝑦𝑖, 𝑧𝑖). 

 

 

 

 

 

 

 

 

 

Figure 3: Acceleration trace, showing X, Y and Z accelerations. 

2.2 Activity Classification 

Activity classification is a method of ‘mapping’ acceleration values to PA type. 

This is done by creating a classifier which inputs acceleration values and 

outputs activity labels, mapping the values to labels. Example acceleration 

traces from a triaxial wrist-worn accelerometer and their corresponding labels 

can be seen in Figure 4(a,b,c), the ideal classifier is able to map each trace to 

its assigned label. 
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Figure 4a: Acceleration trace of walking.  

 

Figure 4b: Acceleration trace of Standing. 
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Figure 4c: Acceleration trace of Lying down. 

2.3 Machine Learning 

The process used to create a classifier in this work is Machine Learning. 

Machine Learning is a form of artificial intelligence that builds a ‘classifier’; a 

classifier is a function that maps input data to the desired output, the outputs 

being discrete classes or labels. In the context of this thesis, Machine Learning 

is used to develop a classifier that can identify PA type from accelerometry 

data, mapping the acceleration data to the PA types. This classifier can then be 

used to predict types of PA (the output) from accelerometer data (the input) 

where these types are not known, allowing for the identification of PA type from 

accelerometers. More formally a machine is said to learn from experience E 

with respect to some class of tasks T and performance measure P if its 

performance at tasks in T, as measured by P, improves with experience E. In 

essence, Machine Learning is building a function that improves performance at 

a certain task when given more data, as measured by a given performance 

metric (69). 
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Activity classification uses a form of Machine Learning called supervised 

learning. Supervised learning makes use of a data-set containing both inputs 

(acceleration values) and desired outputs known as the training data. In 

supervised learning, the classifier is ‘trained’ to identify the outputs from the 

inputs, in this case creating a classifier that can identify PA type from the 

acceleration data. Training a classifier involves adjusting its parameters to 

minimise an error function, 𝐸𝑓. This is a function indicating how accurately the 

classifier can identify the activity labels from the acceleration data when the 

correct labels are known. 

Mathematically, supervised learning attempts to identify some parameters 𝜃 

controlling the behaviour of function 𝑓 so that the output of the classifier best 

matches the training label 𝑡𝑖 when the corresponding features 𝑑𝑖 are input: 𝑡𝑖 =

𝑓(𝑑𝑖;  𝜃).  𝐷, 𝑇 = {𝑑𝑛, 𝑡𝑛}𝑛=1
𝑁 , with 𝑑𝑛 and 𝑡𝑛 being the 𝑛𝑡ℎ data point with the 

corresponding label. 

Training a classifier means identifying the parameters that minimise the error of 

the classification, finding 𝜃∗ =  argmin
𝜃

∑ 𝐸𝑓(𝑡𝑖, 𝑓(𝑑𝑖; 𝜃))𝑖 . The error function is 

often chosen to be the misclassification rate. Once the best parameters are 

known, they may be used to estimate (or predict) the unknown labels 𝑡′ 

corresponding to new observations: 𝑡′ = 𝑓(𝑑′, 𝜃∗). 

2.4 Overfitting 

An important issue that needs to be addressed in training a classifier is the 

avoidance of overfitting. This is when the classifier is overspecialised to the 

training data-set; decreasing the classification error by modelling the noise of 

the data-set, as well as the classification function. Modelling the noise allows for 

a greater ability to classify the training data but reduces the ability to classify 

data with different noise but the same underlying mapping function, which is the 

purpose of a classifier.  
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Overfitting can be detected, and hence avoided, via cross-validation. This is 

when the training data is partitioned into a training set and validation set. The 

classifier is trained to minimise the error on the training set and the performance 

is estimated on the validation set. This gives an indication of how well the 

classifier can generalise to an independent data-set. Typically, multiple 

partitions are used, and the predicted performances are averaged. 

2.5 Classification pipeline 

In this thesis, the creation of the classifier was one step of a six-step 

classification pipeline, as outlined by Bao and Intille (54). Supervised learning 

typically follows a sequence of steps detailing the creation of a classification 

pipeline (69). The classification pipeline described here follows this sequence of 

steps, adapting them specifically for activity classification. The inclusion of 

segmentation steps is typical in time series data for the reasons described 

below. Almost all activity classification studies that make use of supervised 

learning follow this pipeline, although the majority of studies do so implicitly 

(54,70,71). Additionally, there is lack of consensus about the difference 

between pre-processing, segmentation and feature extraction. Some studies 

simply declare the pipeline as pre-processing, classification and post-

processing, combining steps 2-4 (72). The six-step pipeline outlined was used 

as it represents the most granularity. 

1. Determination of device location and setting: this refers to the choice of 

the sampling frequency of the accelerometer (how many measurements 

it makes in a second) and placement location. 

2. Pre-processing: pre-processing refers to the preliminary processing of 

acceleration data before any classification steps are carried out and has 

a range of uses such as: allowing for rotational invariance (73) and the 

removal of noise (74). While this section comes before the choice of 

window size and features in the ‘pipeline’, it can occur at any point before 

the classification step. 
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3. Segmenting into windows: the acceleration values are segmented into 

short duration windows (typically between 1-60 seconds) (63). This is 

because performance is improved when classifying a window of 

acceleration data rather than a single instantaneous value. Observing 

multiple acceleration values allow an indication of how the values are 

changing in time, unlike a single instantaneous value, hence 

classification is improved. This results in a series of acceleration 

segments with corresponding activity labels, referred to as the windowing 

stage. Mathematically, with a window size of 𝑆, this can be thought of as 

𝑊𝛼 = (𝑤𝛼, 𝑤𝛼+1, … , 𝑤𝛼+𝑆). 

4. Extracting features: once the acceleration data has been segmented into 

windows, feature extraction is undertaken (54). A set of attributes 

(consistent among all windows) that describe the windows are identified 

and used to represent the windows, for example; identifying the mean 

acceleration for each axis and their standard deviations. This results in 

feature vectors, one for each window, each with a corresponding activity 

label. 

5. The classifier: 

a. Training the classifier: during the training stage, the classifier is 

trained with labelled data.  

b. Using the classifier: when the classifier is used for classifying 

data, the classifier is used to predict labels for unlabelled data. 

6. Post-processing: after the acceleration data has been classified, the 

predicted labels may be processed in order to reduce the number of 

misclassifications. This is referred to as post-processing. Most post-

processing approaches use the sequential nature of activity data to 

improve performance, making use of the fact that adjacent segments are 

likely to be the same activity (75). 

These six steps result in a classification pipeline that can input acceleration 

traces and output predicted activity labels, when in the ‘use stage’. 
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2.6 Activity Data 

In this work, the creation and evaluation of the classification pipeline uses three 

data-sets. 

• The training data: this is a time series of acceleration values with 

corresponding activity labels. See Table 2 for example. This data goes 

through the classification pipeline, as discussed above, training the 

classifier. This data is also referred to as ‘seen’ data because the 

classifier has encountered it.  

• The validation data: this data is drawn from the training data and used for 

optimising the various hyperparameters of the classification process. 

Hyperparameters refer to the many modifiable characteristics of the 

classification pipeline, such as window size and features used. These are 

akin to parameters in 𝑓 but over the entire classification procedure. 

• The test data: this data has the same structure as the training data, with 

acceleration values and corresponding activity labels. However, this data 

is not used in training the classifier but instead to test the performance of 

the classification after all optimisations have taken place. The classifier is 

used to predict the activity labels from the acceleration data, yielding 

predicted activity labels. These predicted labels can then be compared to 

the known true labels to evaluate the performance of the classifier. 

Various metrics can be used in this comparison, such as the accuracy or 

the precision, depending on what aspects are deemed important in the 

classification. This data is also referred to as unseen, as it has not been 

encountered by the classifier in the training.  

Often training data and test data are collected in a laboratory setting with 

participants performing an activity protocol reflecting activities of daily living 

(71). The researcher(s) observe the participant and create a label for each 

activity with a timestamp. This is generally referred to as Lab-Based data. An 

alternative approach is to give no participant instructions and allow the 
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participants to perform activities, in their normal environment; data collected in 

this manner is referred to as Free-Living data. Free-Living data better reflects 

the range of activities encountered in daily living but is more costly to gather 

and accurately labelling the data is a particular challenge, due to the lack of a 

gold standard measure (54). 

X acceleration Y acceleration Z acceleration Time Label 

0.132 0.241 -0.562 09:00:00.00 Walking 

0.154 0.359 -0.684 09:00:00.01 Walking 

0.325 0.259 -0.931 09:00:00.02 Walking 

0.156 0.268 -0.354 09:00:00.03 Walking 

0.236 -0.254 0.236 09:00:00.04 Standing 

0.236 -0.352 0.126 09:00:00.05 Standing 

Table 2: Training data, with X, Y, Z acceleration and activity labels, measuring at 100Hz. Test data is 

identical in format, while unlabelled data, does not have labels. 

Typically, classifiers trained on one activity protocol poorly classify data from a 

different protocol. This generally takes the form of Lab-Based data poorly 

classifying Free-Living data (68). This lack of an ability to translate the 

classification from one protocol to another is perhaps the largest roadblock to 

widespread adoption of accelerometry-based activity type classification as a 

method of population surveillance. 

2.7 Classification performance 

When classifying data, it is generally assumed that the relationship between 

features and labels is consistent among data-sets, so that a mapping function 

(classifier) trained on one data-set may be used to classify another data-set. In 

activity classification, this assumption is frequently not true. Different data-sets 

(from different participants or activity protocols) have very similar relationships 

between features and labels but they are usually not identical. This can be 

identified from the four potential ways of categorising test data (in order of 

performance):  
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• Intra-subject-intra-protocol: this is where the test data is from the same 

participant and protocol, separated only in time. This performance is 

almost always the highest of the four methods. This is because the 

mapping function is the same (65). 

• Inter-subject-intra-protocol: this is where the test data has different 

participants from the same protocol as the training data. This 

performance is often high, although typically lower than intra-subject 

(65,71).  

• Intra-subject-inter-protocol: this is where the test data is drawn from the 

same participants, but from two different activity protocols. This data is 

typically gathered in the form of two lab visits; therefore, the variation in 

the protocols is slight. This method generally has a lower performance 

than inter-subject-intra-protocol, depending on how varied the protocols 

are (65). 

• Inter-protocol-inter-subject: this is where the test data is from different 

protocols with different participants. This method always reports the 

lowest performance. This method of identifying the test data gives the 

best idea of how well the classifier will perform on a real-world population 

study (where there is no labelled data from either the participants or the 

protocol) (76,77). 

The performance differences between the methods of identifying the test data-

set indicate that the underlying mapping function must be changing. It may 

simply be the case that different protocols have different activities, therefore 

decreasing the performance. However, even if the training data is from Free-

Living and the test data is from a constrained Lab-Based study, performance 

still drops considerably, as is shown in this work. An additional argument may 

be that this performance drop is simply a case of not having enough participants 

to characterise a full range of potential feature-label mappings. This may be the 

case; however, since gathering labelled acceleration data is expensive it is not 

possible to simply increase the number of participants in the training data. 
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Additionally, increasing the number of participants in the training data does not 

greatly impact the classification when using inter-protocol-inter-subject testing. 

So, it can be inferred that the lower performance is a result of the mapping 

function being different for different protocols/participants. This difference in the 

training and testing data caused by being from different protocols and 

participants is referred to as data-set shift (78). 

Typically studies in activity classification attempt to improve performance of the 

classification of the test data by optimising the hyperparameters of the 

classification pipeline. The different ways of identifying the test data affect this 

optimisation. As the most common form of identifying the test data is inter-

subject-intra-protocol, classification pipelines are typically optimised to improve 

performance when assuming the activity protocol remains consistent (referred 

to as the intra-protocol performance). This may explain the typical lack of an 

ability to perform on different protocols (76,77). However, by using inter-

protocol-inter-subject testing, hyperparameters may be identified that allow for a 

high level of performance on different protocols (referred to as inter-protocol 

performance). This means that any classifier created should have a high 

performance on all unlabelled data, not just the test data. It is possible to over-

optimise inter-protocol performance at the cost of the intra-protocol 

performance. This occurs when a classification pipeline suffers little 

performance drop from one protocol to another but the intra-protocol 

performance is low to begin with (76). As such, it is important to identify 

hyperparameters that optimise both inter-protocol and intra-protocol 

performance. The hyperparameters that must be identified are linked to each of 

the steps of the classification pipeline. 

2.8 Comparison of classifiers 

The differences in the choice of test-data make comparisons between activity 

classification models difficult. Additionally, major differences in activity protocols 

may render comparisons invalid. For instance, identifying between activity 
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labels such as walking or sleep is much easier than walking or running (54), 

hence the classification performance will be higher. Because of these reasons, 

it is not possible to directly compare PA classification research via methods 

such as meta-analysis. However, it is possible to identify changes caused by a 

single hyperparameter variation if such results are reported. This is challenging 

because the large number of hyperparameters in a single classification pipeline 

makes identifying if a single hyperparameter is optimal in all circumstances 

difficult due to interactions between the hyperparameters. Therefore, this review 

will focus on the effects on the performance when modifying a single 

hyperparameter as opposed to the complete classification pipeline that may 

have many different hyperparameters. 

The evaluation of single hyperparameters will be used to inform the creation of 

the classification pipeline, as well as identify areas that need further research. 

2.9 Determination Of Device Location 

The location of the accelerometer placement is a key issue. It is a question of 

cost/participant burden and protocol adherence versus potential performance. 

Using multiple sensors means more information is available and therefore a 

higher performance is likely (54), but multiple sensors increase participant 

burden and decrease the protocol adherence (79). 

2.9.1 Thigh-Mounted/Leg-Mounted 

Placing a single accelerometer on the thigh allows for a high level of recognition 

for activities such as walking, sitting/lying, and cycling (54). Bao et al (54) detect 

cycling with 96% accuracy (intra-protocol performance). By comparison, a wrist 

located accelerometer experiences a performance decrease of 31% when 

compared to a thigh-mounted approach (80). Additionally, a thigh location can 

detect heel strikes when walking/running and other gait characteristics. A 

disadvantage of this approach is the increased participant burden compared to 
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wrist-mounted accelerometers, as the device is typically taped to the leg, 

leading to possible discomfort, especially when removed (81). A further 

limitation of thigh located accelerometers is their inability to discriminate 

between activities that differ only by upper body movements such as standing 

still and washing windows. 

2.9.2 Waist-Mounted 

Much research has been carried out on activity classification via waist-mounted 

accelerometers (68,82–84). This research is added to by activity classification 

approaches using smartphones, which are usually assumed to be carried in 

pockets (85). Waist-mounted approaches can obtain very high performance for 

classification of certain activities (walking, sitting), typically outperforming other 

potential placements (thigh, wrist) (82). However, waist-mounted approaches 

struggle to identify activities that involve a large proportion of upper body 

acceleration, such as basketball/dance and most household chores.  

2.9.3 Wrist 

Wrist-mounted accelerometers impose the lowest participant burden and have 

the highest compliance with wear time criteria (86). This reduces the amount of 

non-wear data points that either must be treated as missing or imputed. 

Additionally, wrist-mounted approaches are capable of high levels of 

performance, especially in Free-Living data (77). As a consequence of these 

factors, wrist-mounted accelerometry has become more popular than waist-

mounted in both activity classification work (74,77,87,88) and in broader 

population studies (58). Despite this widespread use, wrist acceleration 

imperfectly captures activities that primarily use lower body acceleration such 

as cycling (80). Additionally, the non-activity related movements from hands 

(e.g. gesturing) add substantial noise into the acceleration data gathered. 
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2.9.4 Network-Based Approaches 

Most of the early work in activity classification made use of a network of 

participant-mounted acceleration sensors. The exact placement location varied 

among studies, but wrists, calf/ankles, waists, and thighs were consistently 

represented (54). Making use of multiple sensors increases the information 

available and allows for an increase in performance when compared to single 

accelerometer approaches (54). Additionally, gathering acceleration from 

multiple body locations gives a more comprehensive view of total body 

movement. However, using multiple sensors increases the participant burden 

and researcher cost in comparison to a single accelerometer approach. While 

using accelerometer networks does allow for high performance, placing 

accelerometers on too many positions can be cumbersome, prone to errors, 

and impractical for participant deployment in Free-Living settings over extended 

observation periods (79). 

2.9.5 Limitations 

An issue that has not been fully addressed in the literature is which wrist the 

sensor should be mounted on when choosing a wrist-worn device. There are 

conflicting opinions on which wrist should be used in activity classification, some 

studies championing using the left or right (89), while others use dominant or 

non-dominant wrists (55). This issue is further exacerbated by poor participant 

adherence to device wear and orientation guidelines. Dominant and non-

dominant wrists obtain different acceleration values when investigating the 

intensity of the same activity on the same participant (61,90), hence this is an 

important issue. Furthermore, using activity classifiers where the wearer’s wrist 

is incorrectly specified has been shown to reduce performance by up to 12%, 

compared to using the correctly specified wrist (89). A related issue occurs 

when the device is placed upside down, which reverses some of 𝑋, 𝑌, 𝑍 axes 

values gathered; this also decreases the performance. Typically, the reduction 
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in performance when applying a classifier to a different wrist is not remarked 

upon, and it is assumed that all participants will wear the device on the same 

wrist or location as advised (58). This assumption is not guaranteed, especially 

when the participant places the sensor themselves, and the violation of this 

assumption may partly explain the poor inter-protocol performance of activity 

classifiers (77). 

A possible solution in activity classification is to make use of features derived 

from the acceleration that are orientation invariant, meaning that the features 

will be identical regardless of the orientation of the sensor (73). This prevents 

the performance reduction but limits the available features that can be used in 

the classification which may compromise performance. Another more effective 

approach, described by Gjoreski et al (89), involves training the classifier with 

data from both wrists, resulting in higher performance than using a single wrist. 

However, data from the second wrist may confuse classification, reducing the 

performance. An additional limitation of this method is that data from both wrists 

must be collected in the training stage, increasing the cost of the data gathering 

process and participant burden.  

2.9.6 Conclusion 

In conclusion, different body locations that an accelerometer can be mounted 

on have associated advantages and disadvantages. However, wrist-mounted 

accelerometers allow for the lowest participant burden while also allowing for a 

high classification performance, thus will be used in this thesis. 

A classifier that allows for wrist invariance but does not depend on training-test 

data from both wrists remains a gap in the current research and will be 

addressed in Chapter 4. 
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2.10 Pre-Processing 

In this section, various methods of pre-processing are identified, their role in the 

literature is briefly discussed and the problems they intend to fix are identified. 

The precise methodologies behind these methods will be discussed in Chapter 

5. It is worth noting that the distinctions between pre-processing methods, 

segmenting data and feature extraction are somewhat artificial, with different 

work using different assignments (72).  

2.10.1 Data Aggregation 

One of the most common forms of pre-processing is to combine the three 

acceleration data streams (𝑋, 𝑌, 𝑍 from a triaxial accelerometer) into a single 

aggregate data stream (91). This single data stream is used in the classification 

process as opposed to the 𝑋, 𝑌, 𝑍 streams. Transformation of the acceleration 

data, such as computing a single aggregated data stream can be thought of as 

either a pre-processing technique or a form of feature extraction. In this work, 

transformations are identified as a form of pre-processing; this is because any 

form of feature extraction can be carried out on the resulting aggregate data 

stream. However, other authors may disagree with this definition (72). 

Some methods of combining the three axes together allow for rotation 

invariance, meaning that if the device is rotated, the acceleration values 

obtained are unchanged. This rotational invariance is advantageous when the 

participants place the device themselves because incorrectly oriented 

accelerometers can result in a drop in performance (73). However, this 

invariance to rotation does remove any information about the rotation or 

direction of the accelerometer that itself may assist performance. An additional 

benefit of combining the three accelerations into a single data stream is viewing 

and understanding the data becomes much simpler.  
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The most common aggregate measure used in acceleration research is the 

Euclidean Norm Minus One (ENMO) (90). ENMO is computed by: 

𝐸𝑁𝑀𝑂𝑖 = 𝑚𝑎𝑥 (√𝑥𝑖
2 + 𝑦𝑖

2 + 𝑧𝑖
2 − 1,0) 

Equation 1: Euclidean Norm Minus One. 

Computing the Euclidean norm of the 3 acceleration values √𝑥𝑖
2 + 𝑦𝑖

2 + 𝑧𝑖
2 gives 

the magnitude of the three accelerations combined into a single value (thereby 

allowing for rotational invariance). Subtracting one from this magnitude 

discounts the effects of gravity's downward acceleration and taking the 

maximum assures that the value has a minimum value of 0. Use of ENMO (or 

vector magnitude) has reported high levels of performance in many domains 

(68,84,91–95). However, ENMO is vulnerable to calibration errors and Van 

Hees recommends an additional device-specific calibration protocol (96) that 

increases complexity. An alternative method that is seeing increasing usage is 

to include the aggregate [ENMO] data stream while also using the separate 

(𝑋, 𝑌, 𝑍) accelerations. This gives the advantages of the aggregate data [ENMO] 

(orientation/rotational invariance) without complete removal of directional 

information (97,98).  

Figure 5 shows the ENMO data extracted from the 𝑋, 𝑌, 𝑍 accelerations. The 

ENMO values are positive for all directions of the acceleration, this is because it 

is orientation invariant. It can also be seen that periods of inactivity in the 

acceleration also correspond to periods of inactivity in the ENMO. It is also 

worth noting that changes of sign of the accelerations (at 12:00:10) do not affect 

the ENMO value, this is also due to the rotational invariance. 

Alternative metrics have also been suggested; Activity Index (99) and Mean 

Amplitude Deviation (90), however no activity classification research currently 

makes use of these metrics. 
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Figure 5: Acceleration trace with ENMO. The faint line representing the unfiltered data, the bold 

representing the filtered data. 

2.10.2 Filtering 

Noise represents an issue in activity classification. In this context, noise refers 

to one of two things: Observational noise: random disturbances in the signal 

caused by the device (typically ‘Gaussian noise’), or additional information in 

the signal that is not useful for the activity classification. A 45Hz signal 

generated by riding on a bus in the acceleration is not random but is not useful 

in activity classification and will disturb the acceleration values, hence is treated 

as noise.  

Typically, in activity classification, the cut-off frequency for a signal being noise 

ranges from 15-20Hz. Rationalising the choice of these frequencies is the work 

of Mann et al (100) who determined that 99% of measured body movements 

are contained within frequency components below 15Hz. However, the Nyquist-

Shannon theorem (101) states that for a successful reconstruction, data needs 

to be sampled with at least twice its highest frequency, which indicates that the 

cut-off frequency should be at least 30-40Hz. It is important to note however 
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that Mann et al only accounts for frequencies generated by human movement, 

not human activities. Riding in a car may generate frequencies in excess of 15 

Hz (102) yet at lower frequencies it is indistinguishable from sitting. Therefore, 

these higher frequency signals may actually benefit the task of activity 

classification. 

A common pre-processing method in any data concerning time series is 

filtering. This refers to creating an approximation of the time series that can 

capture important patterns but is less affected by noise. There are three 

common forms of filtering: Low-pass (removing all frequencies higher than a 

threshold), high-pass (removing all frequencies lower than a threshold) and 

band-pass (a combination of high and low, keeping only the frequencies 

between two thresholds). In this field, low-pass filtering is typically used. Several 

different algorithms for filtering exist but there are two forms that are commonly 

used in activity classification; using a moving average (103) and using a 

Butterworth filter (88,103,104). 

2.10.2.1 Moving Average 

A moving average is ‘dynamic average calculated across successive segments 

of data’ (typically of constant size and overlapping) of a series of values.’ (105). 

In this case the series of values represents the acceleration time series. 

Typically, the average used is the mean, although the median has also shown 

some success (103). Typically, the segment sizes, referred to as ′𝑛′, range from 

two (containing only two points) to 100 (equivalent to 1 second at 100Hz). 

Generally, activity classification studies do not provide reports on classification 

performance with and without using the filtering, so it is difficult to gauge the 

effectiveness of such a method without additional study. Additionally, it is not 

clear which value of ′𝑛′ is optimal and whether this differs for different 

activities/participants.  
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Mathematically a moving average is calculated by: 

𝑀𝐴(𝑤𝑀) =
1

𝑗
∑ 𝑤𝑀−𝑖

𝑗−1
𝑖=0 , this is computed separately for 𝑋, 𝑌, 𝑍. 

Equation 2: Moving Average. 

A moving average filter is a Low-Pass Finite Impulse Response filter. For 

removing simple observational noise (the noise from measurement error), such 

a filter is mathematically optimal (no other filter can do better) (106). However, 

for removing higher frequencies data (such as data generated by a 45Hz 

signal), this filtering method is poor, for more detail see 5.3.  

Figure 6 shows the effect of a moving average filter, with an ′𝑛′ of 11. This filter 

drastically smooths the acceleration values, making it less varied. 

 

Figure 6: Acceleration trace with a moving average filter. The faint line representing the unfiltered data, the 

bold representing the filtered data. 

2.10.2.2 Butterworth Filter 

A low-pass Butterworth filter is a filtering method that can be used for the 

attenuation of high-frequency data from a time series. Like the use of moving 
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averages, no studies showing the activity classification performance with and 

without this filtering were found by the author, so it is not known if it is actually 

beneficial despite its widespread usage. 

A Butterworth filter is mathematically optimal for removing the higher 

frequencies without affecting the lower frequencies in the data (106), in that the 

frequencies below the threshold are unchanged. In Figure 7, the effect of 

applying a Butterworth filter to acceleration data can be seen (attenuating all 

frequencies above 20Hz). As can be seen, there is very little change in the 

signal after the filtering. This suggests that the majority of the acceleration is not 

from signals with a high frequency. 

 

Figure 7: Acceleration trace with a Butterworth filter of 20Hz. The faint line representing the unfiltered data, 

the bold representing the filtered data. 

2.10.3 Orientation Invariance 

Orientation-invariant transformations are another method for achieving 

orientation invariance (73) that do not require the use of aggregation. These are 

transformations that can be applied to the acceleration time series that result in 
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an orientation invariant time series. The study that reported this method showed 

a performance reduction of 15.5% when classifying randomly rotated data 

against the reference case (no rotation) compared to the 21.2% performance 

reduction when not using any transformation. However, using ENMO yields a 

performance reduction of 13.5%, suggesting that ENMO is the superior method 

(73,107). Much like ENMO, creating extra time series to allow for orientation 

invariance can be considered either a method of feature extraction or a pre-

processing method. 

A method related to orientation invariance is inclination correction. This deals 

with the scenario where the sensor is still broadly at the correct orientation but 

may have moved slightly. In the work of Fida et al (108) inclination correction is 

described as “each data channel value was removed from the average value 

obtained when standing still for 5 s before starting the activity path.”. 

In Fida’s study, inclination correction did not allow for a significant increase in 

classification performance. However, in their activity protocol, the 

accelerometers were placed by the researchers and it is not indicated if they 

required inclination correction.  

2.10.4 Class Imbalances 

The proportion of the ‘classes’ in the training data can affect the overall 

classification performance. Classes, in this case, refer to the different activities 

that the classifier is identifying. Having imbalanced classes (more of one kind of 

activity than others) tends to decrease the performance, especially if the 

imbalances differ between the training and test set (69). This is particularly an 

issue in PA data-sets, due to their generally small size. Additionally, different 

activities have different occurrence rates; naturally, it would be expected to see 

a greater amount of time spent sitting or sleeping than running. Reducing this 

class imbalance should allow for higher inter-protocol performance. The two 

most common of which in this field are over and under-sampling. Oversampling 
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refers to generating synthetic data from the under-populated classes in order to 

make the number of examples from each class equal. Whereas under-sampling 

refers to removing samples from the well-populated classes until all populations 

are equal. As under-sampling reduces the amount of data in the training set it is 

typically not preferred. The majority of oversampling methods are not created 

for time series data, due to the high level of inter variable correlation where 

sequential points are related to one another. Specific methods must be created: 

Cao et al (75) explore the use of Structure-Preserving Oversampling in activity 

classification in order to correct for a class imbalance. They reported a 5.3% 

performance increase in performance compared to not correcting the class 

imbalances. 

2.10.5 Conclusion 

Many different methods of pre-processing have been identified in this review 

and most of them have identified that they result in a performance increase in 

the classification process.  

However, all the pre-processing methods have been tested in the context of 

intra-protocol performance, instead of inter-protocol; testing the performance of 

the methods when the training and testing data are drawn from the same 

protocol. Methods that improve intra-protocol performance do not always 

improve inter-protocol performance. As the aim of this thesis is to maximise the 

inter-protocol performance (while maintaining intra-protocol performance), these 

pre-processing methods must be investigated to see their effect on this. 

Specifically, the pre-processing methods that will be investigated in Chapter 5 

are: 

• Filtering 

o Using a moving average 

o Using a Butterworth filter 
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• Using inclination correction 

• Fixing class imbalances 

• Aggregating the data via ENMO 

• Using orientation invariant transforms 

2.11 Segmenting into Windows 

Windows refer to the segments of the activity data that undergo the feature 

extraction and classification process. They typically range from 0.8 - 60 seconds 

(63,87,109) and can overlap with each other. See Figure 8 for an example of 

windows used in classification. 

2.11.1 Window Size 

Larger windows have several advantages over smaller windows. The larger a 

window, the greater the information available, which should result in improved 

classification performance. Additionally, noise has a lessened effect on larger 

windows as a single erroneous point represents less of the total available data. 

The disadvantages of larger windows are the increased likelihood of activity 

transitions (changing from one activity to another) occurring in a window. 

Activity transitions negatively impact the classification process as there does not 

exist a correct activity label for a window if it contains a transition. Larger 

windows also represent a greater computational cost to extract features. 

Additionally, an increase in the window size represents a decrease of the size of 

the training data, since the acceleration data forms fewer segments. 

2.11.2 Multiple Length Windows 

Using multiple length windows in the classification process allows for the 

advantages of small and large windows while mitigating many of the 

disadvantages. Majority voting is a method making use of multiple windows, 
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whereupon windows of different sizes are created, all centred on the same data 

segment (the centre of the smallest window). Each of the windows are then 

classified, resulting in multiple labels. The majority label (the most common) is 

then chosen for this segment. 

Using multiple windows has shown an increase in performance (110) in other 

bio-medical time series domains. The only multiple windows technique used in 

activity classification reported no performance increase (111). However only 

windows up to 10 seconds were utilised. Using multiple windows increases the 

required computation, a factor which must be weighed against any potential 

increase in performance. It may be possible to utilise multiple windows in a 

more hierarchical fashion, making use of the fact that different window sizes are 

better at classifying different activities but currently no such studies exist. 

Another possible method making use of multiple windows is to extract features 

from all of the windows centred on a single point and concatenate the features 

into one large feature vector. This can then be used in the classification 

Figure 8, shows the process of majority voting over multiple windows. Each 

window is classified, and the majority classification is then taken, e.g. walking. 
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Figure 8:A multiple window classification, making use of a 12.8, 6.4 and 3.2 second window. 
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2.11.3 Auto-Segmentation 

Auto-segmentation describes a technique for creating windows of acceleration 

data without making use of fixed window sizes. This technique attempts to 

identify windows based on where the activities change/transitions occur, 

detecting events and event changes. Typically, methods making use of auto-

segmentation outperform fixed window approaches (112). Auto-segmentation 

approaches increase computational requirement and complexity, precluding 

them from common usage. 

Auto-segmentation produces variable length windows. As optimal window size 

changes with the activity being classified, this variability is advantageous (63). 

An additional benefit of auto-segmentation is that activity transitions are unlikely 

to occur in the windows. This is because the point of the transitions is typically 

also a point where the data automatically segments. The main disadvantage of 

auto-segmentation is that it requires a method for transition detection, which is 

highly complex to create. In Chapter 6 a method of automatic segmentation via 

transition detection will be investigated. 

2.11.4 Overlap 

Overlap is a modification to windowing approaches where the sequential 

segments used to create the windows are not separate but instead share a 

portion of their data (they overlap). This overlap is most commonly 50% 

although other proportions are used (74). 

The main advantage of this technique is that it increases the amount of data 

available in the training data, which improves classification performance. This is 

especially useful when used in conjunction with larger windows as this mitigates 

their main disadvantage. Additionally, it allows for a better time resolution. The 

main disadvantage of using overlap is it increases the interdependence of the 



Classification of Physical Activity Type From Raw Acceleration Data Joshua Twaites 

 

84 

 

 

windows. Most classification procedures assume that the data is independent; 

violating this assumption may decrease the performance (113). 

2.11.5 Conclusion 

In conclusion, the choice of window duration is always a compromise. Short 

duration windows give good temporal resolution, but it is difficult to determine 

the PA type because of the limited data in each window and multiple windows 

need to be combined to understand PA events (63). Longer windows are 

efficient for data processing and if the window covers a single PA event, longer 

windows help to accurately identify it. However, longer windows have an 

increased probability of containing an activity transition, leading to a difficulty in 

assigning a single label to the entire window (63). Automatically segmenting the 

acceleration data allows for the creation of variable duration windows without 

the same compromises as fixed duration windows (112).  

The challenge, therefore, is the creation of a method for automatic 

segmentation that can allow for automatic creation of variable length windows of 

acceleration data. This will be addressed in Chapter 6. 

2.12 Extracting Features 

Features characterize the accelerometer windows. The features used for 

activity classification typically fall into one of three categories, although it is 

worth noting that any distinction is somewhat artificial: 

● Statistical and frequency aggregative features: these are features that 

attempt to represent the data with a single aggregated value, such as the 

mean or skewness of the acceleration. 

● Morphology-based features are based on the shape of the acceleration 

trace (the morphology), as opposed to statistical features that describe 

them (114). 
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● Automatically derived features: features that are derived from the data 

itself with respect to either the classification problem or in a more general 

sense.  

2.12.1 Statistical and Frequency Aggregative Features 

Statistical features are based on aggregate statistics of the windows, such as 

mean, skewness and kurtosis. These features represent some of the highest 

performing (intra-protocol) and most used features in activity classification (54). 

This is partly due to their simplicity and their use in Bao et al’s (54) seminal 

work on activity classification. Statistical features allow for a lot of information to 

be extracted from the window and can allow for a high activity classification 

performance. However, methods using these features typically show a poor 

inter-protocol performance which represents a major disadvantage (76). 

Frequency-based features are features based on the Fourier analysis (a way to 

approximate functions/signals by sums of trigonometric functions/signals) of the 

acceleration signal in the window, such as entropy of the spectrum and the 

dominant frequency (54). These features are typically paired with statistical-

based features and show high performance for a variety of activities. Much like 

statistical features, these show high intra-protocol performance but low inter-

protocol performance (76). 

Table 3 shows one of the most commonly used feature sets, which uses 39 

statistical and frequency features (54) (12 features for each axis, and cross-

correlation on each pair of axes, 3). This feature set has been shown to have a 

high performance on a range of different data protocols. 
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Statistical Features Frequency Features 

Mean Kurtosis 

Standard deviation Number of zero crossing 

Minimum Energy of acceleration signal 

Maximum Principal frequency of acceleration signal 

Variance Magnitude of principal frequency 

Median Cross-correlation 

Skewness  

Table 3: A selection of commonly extracted statistical and frequency features for activity classification. 

One potential issue of statistical features for classification is they may be too 

representative of the acceleration data. A hypothesised reason that statistical 

features have a high intra-protocol performance, but low inter-protocol 

performance is that they can represent the data so well they begin to overfit, 

thus reducing their ability to generalise to unseen data. 

2.12.2 Morphology-Based Approaches 

Morphology-based approaches generate features that are based on the shape 

of the acceleration trace (the morphology), as opposed to statistical features 

that describe them. Typically, these approaches are based on the acceleration 

trace itself, matching the trace to known examples. Alternatively, much like 

Fourier analysis, the data may be decomposed to identify features. However, 

information about the decomposition, not statistical features of the decomposed 

functions are used (94). 

Typically, features extracted from morphology-based approaches show a higher 

inter-protocol performance at the cost of a lower intra-protocol performance 

(76). One advantage of morphology-based approaches is they can generate 

features using unlabelled data (94). This potential use of unlabelled data means 

that the data from the test set can be used in the feature extraction. This 
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ensures that features will describe the test data and may improve inter-protocol 

performance (as features can be modified for each new participant/protocol).  

The main disadvantage of morphology-based features is that they typically have 

a lower intra-protocol performance when compared to statistical features. The 

lower performance may be because morphology-based features are not as 

representative as statistical-based features, explaining both the lower intra-

protocol performance and the higher inter-protocol performance. However, as 

they are less representative, the features will not correspond as closely to the 

training data as statistical features will, decreasing overfitting.  

2.12.2.1 Movelets 

Movelets are created on a single labelled acceleration segment by segmenting 

the data into overlapping smaller sub-segments, each with the label of the 

complete segment. This process is completed for all segments of acceleration 

data in the training set, resulting in a ‘dictionary’ of sub-segments (called 

movelets) with associated labels. When given unlabelled data, it is segmented 

and the label of the closest ‘matching’ movelet is assigned to each sub-

segment. The most common label for all of these sub-segments is then 

assigned (combining both feature extraction and classification) (115,116). 

2.12.2.2 Template Matching 

Template matching is a feature extraction method similar to movelets (115), in 

that both methods create a representation of each activity. Unlike movelets, 

template matching creates a single ‘template’ for each activity. These templates 

can then be compared to an unseen acceleration window and the most ‘similar’ 

template can be used to predict the labels of the activity (76) or the distance 

from each known label can be computed and used as features. 
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2.12.2.3 Sparse Dictionary Encoding 

Dictionary encoding creates features by decomposing the acceleration 

segments into simple filters, such that the initial data can be recreated via linear 

combinations of the filtered signals. Sparsity refers to limiting the number of 

filters that need to be ‘activated’ to recreate any one signal. The sparsity helps 

to eliminate noise and ensures that the signals do not simply perform a Fourier 

decomposition. Features are created by identifying the activations of the 

individual filters required to recreate the data (94,117). This will be discussed 

further in Chapter 8. 

2.12.2.4 Recurrent Quantification Analysis 

Recurrent Quantification Analysis creates an image based on the recurrent 

structure of the acceleration and then computes aggregative statistics based on 

this image, combining both morphology and statistical-based methods. 

Recurrent Quantification Analysis has shown considerable success 

in accelerometry gait analysis (118), a field of study similar to that of activity 

classification. This will be investigated in Chapter 7. 

2.12.3 Automatic Feature Extraction 

Automatic feature extraction refers to methods of identifying features 

automatically (119–121). Typically, these methods work in conjunction with the 

training stage of the classifier, modifying the features extracted to improve 

performance on the training data. The features are constructed through 

mathematical operations performed on weighted sums of the input data. In most 

cases, the mathematical operations are defined by hand and the optimal 

weighting for the sums are found by the algorithm. While these features can be 

described as statistically based, their formulation is dependent on the algorithm 

and the training data and therefore they are thought of as automatically 

extracted. 
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Typically, these methods achieve very high performance (109) (higher than 

other feature methods). Additionally, the features extracted represent the 

training data well. It may also be possible to use automatic feature extraction 

methods on testing data in order to create features that represent the test data 

highly, thus increasing the inter-protocol performance. This is discussed further 

in Chapter 8. 

The main limitation is that they typically require a large amount of data to create 

representative features. Additionally, as the features are not defined by the 

researcher, they are not interpretable into meaningful metrics. 

2.12.4 Conclusion 

In conclusion, there is a consistent trade-off between the intra and inter-protocol 

performance of features. Statistical-based features and automatically extracted 

features have high intra-protocol performance but low inter-protocol, while for 

morphology-based features the opposite holds true. 

The challenge, therefore, is to identify features that allow for high inter-protocol 

performance without reducing the intra-performance. This is addressed in 

Chapters 7 and 8. 

2.13 Creating the Classifier 

As discussed previously, the classifier can be thought of as a function that maps 

input data to the desired output, specifically mapping the acceleration data to 

the PA labels. 

Many different classifier algorithms exist, each with their own advantages and 

disadvantages, these can be broken into two categories: Discriminative and 

Generative classifiers (122). 
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When given observable variables 𝐷, 𝑇 =  {𝑑𝑛, 𝑡𝑛}𝑛=1
𝑁 , with 𝑑𝑛 and 𝑡𝑛 being the 

𝑛𝑡ℎ data point with the corresponding label, a Generative classifier attempts to 

model the joint probability distribution 𝑃(𝐷, 𝑇). By comparison, a 

Discriminative classifier attempts to model the conditional probability of 𝑇 given 

𝐷 or 𝑃(𝐷|𝑇). Classifiers that do not make use of any probability - mapping the 

inputs directly to the outputs - are also referred to as Discriminative. 

When attempting to maximise classification performance, the use of 

Discriminative classifiers is typically recommended, 

“one should solve the [classification] problem directly and never solve a more 

general problem as an intermediate step” (123) 

However, when the amount of data is limited, Generative classifiers have been 

shown to be preferred (122), reaching a high level of performance with 

logarithmically lower amounts of training data. As the cost of gathering training 

data for activity classification is so high, this is naturally advantageous.  

The issue of inter-protocol performance has been raised many times in this 

thesis, relating to how well a classifier can predict data from a different protocol. 

Although this hasn’t been tested on activity data, as far as the author knows, 

Generative classifiers typically have a lower performance on data from highly 

similar data-sets but a higher performance on data that is slightly different from 

the training data (122). It may, therefore, be the case that Generative classifiers 

have a higher inter-protocol performance, at the cost of a lower intra-protocol 

performance; although this has never been tested (as far as the author knows). 

This will, therefore, be addressed in Chapter 99, by identifying six classifiers (3 

Generative, 3 Discriminative) and comparing their inter and intra-protocol 

performances. 
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2.14 Post-Processing 

Post-processing refers to the modification of the predicted labels after the 

classification process in order to improve performance. Most post-processing 

approaches use the sequential nature of activity data to improve performance, 

making use of the fact that consecutive segments are likely to be the same 

activity. 

2.14.1 Smoothing 

An issue that arises in activity classification is isolated misclassifications 

embedded in longer sequences of correct classifications, for example, a single 

segment (typically around 10 seconds in length) identified as running embedded 

in a 10-minute sequence of sleep segments. Such a classification is generally 

an effect of imperfect class separation within the classifiers, causing a 

misclassification. The fact that activities tend to be part of a behavioural 

sequence, therefore last longer than the length of one window can be used to 

filter out these misclassifications in a method very similar to a moving average 

(as discussed in 0), called smoothing. 

A moving average is used on the identified activity labels, with the average 

being the mode. This has the effect of filtering out any isolated 

misclassifications. Studies have identified that this post-processing typically 

results in a performance increase, with increases in accuracy ranging from 

+3.7% in (75) to 0.3% in (124). This is a commonly used method, although the 

performance difference between the smoothed and unsmoothed versions is 

often not reported. 

The advantages of this method are: it has a very low computational requirement 

and can easily be used in real-time classification systems (albeit with a slight 

buffer). It is conceptually simple and makes minimal assumptions about the 

underlying data (other than assuming very short events are unlikely). A 
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limitation is that as far as the author is aware no investigation on how window 

size affects its performance has been undertaken. Similarly, this method is 

unlikely to perform well with automatic segmentation methods, as sequential 

windows are unlikely to share labels. Furthermore, this method assumes that 

low duration events do not occur (an event the duration of a single window 

would likely be identified as an error) even though this may not be the case 

when investigating some forms of PA. 

2.14.2 Hidden Markov Model Smoothing 

Another form of post-processing that attempts to remove isolated 

misclassifications is the use of Hidden Markov Models.  

Hidden Markov Models are statistical models that can be used to describe the 

creation of an observable time series, making use of internal factors that are not 

directly observable. The data in the time series are referred to as symbols, and 

the internal factors are referred to as states. A Hidden Markov Model consists of 

two probabilistic processes, an invisible series of hidden states (a Markov 

chain) and a visible series of observable symbols. It is assumed that the 

observable symbols are probabilistically dependent on these hidden states (the 

value of the states affects the probability of the value of the symbols). It is also 

assumed that the hidden states form a time series where each successive state 

is probabilistically dependent on only the value of the prior state and no other 

states (the Markov assumption) (69). 

The time series of classified activities are the observable symbols, and a 

hypothetical time series of ‘correct’ classifications are the hidden states. Using 

information about the probability of transitioning from one activity to another 

(found from the observable symbols), the probability distribution of the different 

activities (found from the training data) and the observable symbols themselves, 

it is possible to recreate these hidden states and effectively recreate the time 

series of ‘correct classifications’ from the given data (69). 
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This method typically improves the performance when applied (68). The 

disadvantage of method is that it typically requires the transition probabilities to 

be learned from the training data. In the event that the training and testing data 

are from two different protocols the transition probabilities may radically differ, 

impacting performance. 

2.14.3 Participant Adaptation via Iterative Relearning 

A post-processing technique that has seen considerable success is Participant 

Adaptation via Iterative Relearning (125).  

This post-processing method attempts to use the participant’s own data to 

retrain the classifier and improve the classification. To begin with, the 

participant’s data is classified in the usual way, resulting in a time series of 

accelerations with predicted activity labels. The accelerations and predicted 

activity labels are then used to retrain the activity classifier, making it 

specialised towards that participant. This process can be repeated multiple 

times, adapting to the individual participant more and more. 

The technique can lead to a performance increase ranging from 5.2% to 28% 

after one iteration and after four iterations a minimum increase of 16% has been 

reported (125). 

The disadvantage of this is that this method only works if the original 

classification is reasonably accurate. Errors in the original classification 

propagate through the iterations and can cause performance to decrease. 

2.14.4 Null Classes 

Most classification methods allow for an estimation of the probability of 

accuracy by the classification process. A low probability of accuracy implies that 

the label identified may be wrong. A potential post-processing method is to 

assign all labels that have a probability of accuracy below a threshold to a 
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separate ‘Null’ class (126). A classifier then attempts to label the Null class data 

with broader activity labels (such as simply Active or Inactive) that make use of 

the fact that broader labels typically allow for higher performance. 

Observation of this Null class by the researcher will allow for the identification of 

weakness in the classification model that may then be addressed. 

2.14.5 Conclusion 

Many different methods of post-processing exist, with the majority increasing 

the intra-protocol classification performance, however as far as the author is 

aware, all of them have been tested for intra-protocol performance instead of 

inter-protocol. Methods that improve intra-protocol performance do not always 

improve inter-protocol performance. 

As the aim of this thesis is to maximise the inter-protocol performance (while 

maintaining intra-protocol performance), these post-processing methods must 

be investigated to see their effect on inter-protocol performance. 

Specifically, the post-processing methods that will be investigated in Chapter 5 

are: 

• Using Smoothing 

• Using a Hidden Markov Models smoother 

• Using Participant Adaptation via Iterative relearning 

Using Null classes will not be tested in this work, as the aim of this work is to 

identify the specific activity labels. 
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2.15 Methodological challenges and gaps in current 

research 

This review has highlighted many different methodological challenges of the 

classification of PA type from acceleration data. These include: 

• The challenge of identifying methods that allow for invariance to sensor 

placement location (especially on the wrist), investigated in Chapter 4.  

• The challenge of identifying the effects of pre and post-processing on the 

intra and inter-protocol performance, investigated in Chapter 5. 

• The challenge of identifying optimal window length, investigated in 

Chapter 6. 

• The challenge of identifying features that allow for high intra-and inter-

protocol performance, investigated in Chapter 7 and 8. 

• The challenge of identifying the optimal classifier that allows for high 

intra-and inter-protocol performance, investigated in Chapter 9. 

2.16 Conclusion 

In conclusion, there are several different challenges in the research that need to 

be addressed. The following chapters will attempt to develop methods for 

mitigating the challenges mentioned in this review, allowing for the creation of a 

classification pipeline that has high inter and intra-protocol performance. The 

next chapter will describe the data-sets used in the following chapters. 
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3. Data-sets and Base Classifier 

3.1 Introduction 

The purpose of this chapter is to describe the data-sets used in the rest of this 

thesis, specifically for training the classifier, optimising the hyperparameters of 

the classification pipeline and appraising the final classification performance of 

the activity classification pipeline created in this work. The activity protocols 

used to gather the data-sets are described, as well as several summary 

statistics relating to the data itself. Additionally, the methods used for assessing 

the performance of the classifier will be set out. Finally, a Base activity 

classification pipeline will be created from current research, this will follow the 

pipeline as defined in section 2.2, with the specific methods discussed in 

section 3.5. This Base Classifier will act as the criterion approach used in the 

rest of this thesis with the performance of all new methods developed being 

compared to this Base Classifier. The data-sets defined in this chapter 

represent the data-sets used in the training and testing of the methods 

developed in the rest of this thesis. 

3.2 Data-Sets 

For training the classifier, two data-sets were used (referred to as classification 

data-sets). The classification data is comprised of labelled activity/acceleration 

data. These represent the data-sets that the training, testing and validation data 

are drawn from. These data-sets are named after the activity protocol used to 

gather the data, Lab-Based and Free-Living respectively. A third unlabelled 

data-set is used for the overall appraisal of the optimised classification pipeline 

(referred to as the assessment data). The assessment data is comprised of 

unlabelled acceleration data. 
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When examining the classification data-sets, four factors are important to note:  

• The activity protocol: this describes how the activities in the study were 

performed, hence how the acceleration and the corresponding labels 

were gathered. It also describes the process of identifying the activity 

labels. The protocol is important to identify because it allows for 

comparisons between the protocols. It also shows how ‘realistic’ 

(reflective of everyday living) the activity protocols are. 

• Participant characteristics: these are essential for evaluating how closely 

the participants resemble various populations. The participants of the 

training and testing data can have a considerable effect on the 

performance of the classifier. For instance, data gathered from normal-

weight participants fails to accurately represent data from overweight 

participants, decreasing inter-protocol performance (when trained on 

normal weight and tested on overweight) (76). Differences in the 

participant characteristics between data-sets represent a change in the 

underlying mapping function from accelerations to activities, hence a 

potential decrease in performance. In addition to bodyweight, other 

factors such as age, height, functional capacity and disease status may 

alter the acceleration values gathered. In essence, both this and the 

activity protocols are trying to evaluate the external validity of the data, 

identifying how much the external factors influencing the data have 

changed between protocols and participants. 

• Class balance: this refers to the proportion of the different classes 

(activity labels) in the data-set. The class balance affects the 

classification performance (75), with a classifier trained on imbalanced 

classes being more likely to predict the majority classes; decreasing 

performance on data-sets where the imbalance no longer holds. Unlike 

the other points identified here, class imbalances can be alleviated via 

pre-processing (75), resulting in balanced data-sets that can potentially 

improve performance. 
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• Activity transition probabilities: these represent the chances of 

transitioning from one activity to another in the activity protocol. These 

probabilities are used in post-processing methods to improve 

performance (68). These probabilities are computed by first segmenting 

the data into 12.8 seconds blocks and then computing the transition 

probabilities (the choice of 12.8 seconds is explained in section 3.5). 

When examining the assessment data-set, an additional factor must be 

identified, as well as the participant characteristics and the activity protocol: 

• The inclusion and exclusion criteria: this refers to the criteria that the 

participants must fulfil to be included in this study. This is to ensure that 

the participant’s PA will not be affected by major health issues (e.g. only 

having one leg). This also ensures that the only participants who remain 

in the study are the ones who have worn the accelerometers for a 

minimum time span. This is so that enough data is gathered to estimate 

their habitual PA (127). 

• Activity transition probabilities and class balances require known activity 

labels, as the assessment data is unlabelled, these cannot be 

calculated. 

3.2.1 Lab-Based Data-Set 

This is one of two classification data-sets used in the creation of the classifier. 

This is comprised of labelled data, as the name suggests this data was 

gathered from a Lab-Based protocol. 

3.2.1.1 Activity Protocol 

During a single visit to a laboratory at the University of Exeter, 16 participants 

were given an ordered list of physical activities to complete (Table 4). This is the 

activity protocol that the data was gathered under. 
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Labelling 1 Duration Labelling 2 
Sedentary-Stand-Active 

Labelling 

Lying 
30 

minutes 
Lying Sedentary 

Transition period 5 minutes Transition period Transition period 

Watching TV 5 minutes Sitting Sedentary 

Transition period 1 minutes Transition period Transition period 

Working at desk 5 minutes Sitting Sedentary 

Transition period 1 minutes Transition period Transition period 

Standing still 5 minutes Standing Standing 

Transition period 1 minutes Transition period Transition period 

Vacuuming 5 minutes Household Standing 

Transition period 1 minutes Transition period Transition period 

Washing Dishes 5 minutes Household Standing 

Transition period 1 minutes Transition period Transition period 

Folding Laundry 5 minutes Household Standing 

Transition period 1 minutes Transition period Transition period 

Slow walking 5 minutes Walking Active 

Transition period 1 minutes Transition period Transition period 

Moderate 

walking 
5 minutes Walking Active 

Transition period 1 minutes Transition period Transition period 

Fast walking 5 minutes Walking Active 

Transition period 1 minutes Transition period Transition period 

Stair climbing 5 minutes Walking Active 

Sit to stand 

transitions 
5 minutes Transition period Transition period 

Sit to walking 

transitions 
5 minutes Transition period Transition period 

Table 4: Activity protocol for the Lab-Based data with different labelling schemas. 



Data-sets and Base Classifier Joshua Twaites 

 

100 

 

 

Three different labelling schemes were used to classify each of the twelve 

activities performed (Table 4). The first scheme uses a description of the 

specific activity for the label, this represents the most specific labelling. The 

second labelling groups the data into broad activity classes (Household, 

Walking, Sitting, Lying and Standing. The third labelling scheme assigns all 

activities to Sedentary, Standing or Active classes. This third scheme is 

required in order to match that of the Free-Living data which is restricted to 

these labels. 

During the protocol, participants wore two wrist-mounted tri-axial GENEActivs 

(61) (one on each wrist), with sampling frequencies set to 100Hz. The 

accelerometers were placed by the researchers to ensure consistent orientation 

(see Chapter 4). All activity labels were identified via direct observation. 

Intensities were self-derived. 

The University of Exeter ethics committee approved this (20/4/2017) and 

informed consent was obtained before participation. 

All data that was given the transitioning label was removed before any further 

data processing. This is because it is impossible to correctly assign an activity 

label to a window containing an activity transition, due to there being two 

activities. If these incorrectly labelled windows are included in the training of the 

classifier, it reduces the performance (54). 

3.2.1.2 Transition data 

The Sit-to-Stand and Sit-to-Walk transition data were collected in order to have 

data containing known transitions which could be used for evaluating transition 

detection methods. Each participant was requested to transition from Sitting to 

Standing or Walking and back 10 times (transitioning from one activity to 

another was considered one transition) in the 5-minute interval. The time of 

these transitions was recorded via direct observation. For all activity 
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classification, this data was removed with the other transitions, and was used 

solely for transition detection in Chapter 6. 

3.2.1.3 Participant Statistics 

Characteristics of the 16 participants are displayed in Table 5. Ages ranged 

from 18-47. No participants reported health issues that may have affected their 

movements. All participants abstained from caffeine and alcohol for 8 hours 

before the data was gathered. Caffeine, alcohol and health issues can all affect 

movement, therefore not controlling for this may have meant that the 

movements performed in this data-set were not representative of a ‘normal’ 

participant. Body Mass Index (BMI) ranged from 17.3-24.3, hence no 

participants were overweight. 

 

 Mean Range 

Age (years) 25.3 18 - 47 

Height (metres) 1.68 1.55 - 1.84 

Weight (kgs) 72 56 – 93 

Table 5: Lab-Based data-set statistics. 

3.2.1.4 Class Balances 

As can be seen in Figure 9a, with ‘labelling 1’ classes were reasonably 

balanced, with all but one class being of equal size. The largest class was Lying 

Supine which had a duration of 30 mins per participant. All other classes had an 

equal duration of 5 minutes. In ‘labelling 2’ (Figure 9b) the classes were less 

balanced with 38% of the entire data-set being comprised of a single activity 

(Lying) and the least common activity only contributing 5% of the total 

(Standing). In ‘labelling 3’ (Figure 9c), Sedentary-Stand-Active, the most 

common class was Sedentary, while Active and Standing classes had equal 

portions of 25%. This means that in this data an equal amount of time was 

spent either Active or Standing, which unlikely to be realistic of Free-living data. 
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Figure 9a: Class proportions under labelling 1. 

 

Figure 9b: Class proportions under labelling 2. 

 

 

Figure 9c: Class proportions under Sedentary-Stand-Active labelling. 

3.2.1.5 Transition Probabilities 

As can be seen in Table 6, the probability of transitioning from one activity to 

another is very low. While the self-transition probability (probability of remaining 

Class proportions under labelling 1 

Class proportions under labelling 2 

Class proportions under Sedentary-Standing-Active labelling 
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in a given activity) is very high. This is due to the activity protocol, assuring that 

all activities are done in continuous blocks of 5 minutes. This is very different to 

data that is gathered in a Free-Living scenario. Such a clear divergence from 

natural behaviour may be one of the major reasons that Lab-Based studies are 

so poor at classifying data from Free-Living studies (77,128). 

 

 Sedentary Standing Active 

Sedentary 0.98 0.02 0 

Standing 0.02 0.95 0.03 

Active 0 0.08 0.92 

Table 6: Transition probabilities for the Lab-Based data under Sedentary-Stand-Active labelling, rows 

represent activity being transitioned from, columns represent activity being transitioned to. 

3.2.2 Free-Living Data-Set 

This the second of two classification data-sets used in the creation of the 

classifier. This is comprised of labelled data, as the name suggests this data 

was gathered from a Free-Living protocol. 

3.2.2.1 Activity Protocol 

The participants were able to undertake Free-Living with no fixed activity plan, 

without observation (hence Free-Living data-set). The data-gathering phase 

lasted seven days, allowing for 168 hours of acceleration data with paired labels 

to be gathered. The participants wore a GENEActiv (61) on the right wrist, with 

a sampling frequency of 100Hz. Additionally, the participants had a thigh-

mounted ActivPal accelerometer (129,130), measuring at 20Hz. The 

accelerometers were placed by the researchers to ensure consistent 

orientation. As direct observation was not possible, labels for performed activity 

were generated from the ActivPal. The ActivPal can assign one of three 

potential labels (Sedentary, Standing or Active) with a high degree of validity 

and are therefore assumed to be fully correct (129,130). The University of 
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Exeter ethics committee approved the study (20/4/2017) and informed consent 

was obtained before participation. 

3.2.2.2 Participants Statistics 

This data-set was comprised of 49 participants with ages ranging from 18-53 

(Table 7). No participants reported health issues that may have affected their 

movements. All participants abstained from caffeine and alcohol for 8 hours 

before the data was gathered. BMI ranged from 18.1-28.3, hence no 

participants were obese, although 23% were overweight. 

 Mean Range 

Age (years) 24.3 18 – 53 

Height (metres) 1.69 1.54 - 1.91 

Weight (kgs) 74.6 48 – 102 

Table 7: Characteristics of participants in the Free-Living data-set. 

3.2.2.3 Class Balances 

This data-set was less balanced than the Lab-Based protocol with 8% of 

activities being ‘Active’ and 80% being Sedentary (Figure 10). This level of 

activity is equivalent to approximately two hours of physical activity per day, 

levels that coincide with previously reported values (15). 
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Figure 10: Class proportions in Free-Living data-set. 

3.2.2.4 Transition Probabilities 

The transition probabilities between activities were much higher in this data-set 

(Table 8), compared to the Lab-Based data-set. This is most likely because the 

participants were allowed to decide when to change activities (as no researcher 

guidance was given). 

 Sedentary Standing Active 

Sedentary 0.82 0.17 0.01 

Standing 0.15 0.62 0.23 

Active 0.02 0.34 0.64 

Table 8: Transition probabilities for the Free-Living data-set, rows represent activity being transitioned 

from, columns represent activity being transitioned to. 

This difference in class-balance and transition probabilities represents one of 

the major differences between Lab and Free-Living based data-sets. Although 

gathering the data in a Free-Living scenario allows for more realistic data, it 

does have disadvantages. As direct observation is not possible, an ActivPal 

was used to label the data. As an ActivPAL is a thigh-mounted device it can 

only identify postural labels (Active, Sedentary, and Standing) (129,130). This 

means that it cannot identify when a participant transitions between two 

Class proportions of Free-Living data 
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activities with similar postures (walking/running). This was found to be a 

problem when attempting to evaluate methods of activity transition detection in 

Chapter 6. 

3.2.3 Assessment Data-Set 

The assessment data-set is from the REtirement in ACTion (REACT) (131), a 

randomised controlled trial of a PA intervention comprised of acceleration 

records and health metrics. 

3.2.3.1 Activity Protocol 

Each participant wore a wrist-mounted GENEActiv (61) accelerometer for 7 

days, with a sampling frequency of 30Hz. The accelerometer was placed by the 

researchers to ensure proper orientation and attachment on the non-dominant 

wrist. 

3.2.3.2 Participants Statistics 

The data-set comprises 712 adults with ages ranging from 65 - 98, with a mean 

of 77.6 (Table 9). Height ranged from 1.35m to 1.97m and BMI ranged from 

17.2 to 51.1. 37% of the participants were obese and 37% overweight. 

 Mean Range 

Age (years) 77.6 65 – 98 

Height (metres) 1.63 1.35 - 1.97 

Weight (kgs) 78.1 42 - 147 

Table 9: Characteristics of participants in the assessment data-set. 
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3.2.3.3 Inclusion and Exclusion Criteria 

Inclusion criteria: 

• Aged 65 years or older and not in full-time employment 

• Planning to reside in the target area (Bath/Bristol, Devon, Birmingham) 

for at least 24 months 

• A score between 4 and 9 (inclusive) on the Short Physical Performance 

Battery (132) 

Exclusion criteria: 

• Self-reported inability to walk across a room without a walker or the help 

of another person 

• Existing major mobility limitation (defined as Short Physical Performance 

Battery of 3 or less, or unable to complete the 4-m walk component of 

Short Physical Performance Battery) 

• Living in residential or nursing care 

• Inability to attend the REACT PA sessions as scheduled 

• A documented or patient-reported medical condition that would preclude 

participation, including: 

o Arthritis so severe it would prevent participation in PA 

o Parkinson’s disease or diagnosed dementia 

o Any terminal illness 

o Lung disease requiring the use of orally administered 

corticosteroids or supplemental oxygen 

o Severe kidney disease requiring dialysis 

o Severe heart disease that would prevent participation in PA (e.g. 

chest pain when walking 100 or 200 yards or up a flight of stairs) 

o Implanted cardiac defibrillator 

o Cardiac arrest which required resuscitation 

o Severe uncontrolled psychiatric illness 
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o Currently receiving radiation therapy or chemotherapy treatment 

for cancer 

o Awaiting knee or hip surgery 

o Major heart surgery (including valve replacement or bypass 

surgery) in the last 6 months 

o Unstable heart condition (e.g. uncontrolled arrhythmia, angina, 

heart failure or hypertension) 

o Spinal surgery in the last 6 months 

• Any other clinical condition that the person’s GP or clinician considers 

would make them unsuitable for participation in a PA rehabilitation 

programme to prevent the decline of lower-limb functioning 

• Heart attack (or myocardial infarction), stroke, spinal surgery, hip 

fracture, hip or knee replacement within the previous 6 months 

• Currently receiving physical therapy on legs or enrolled in another PA 

research or intervention study 

• Less than 7 days of consecutive wear time with the accelerometer. 

3.3 Evaluation 

Chapter 2 identified four comparisons for assessment of the performance of a 

classifier: 

• Intra-protocol-intra-subject 

• Intra-protocol-inter-subject 

• Inter-protocol-intra-subject 

• Inter-protocol-inter-subject 

As discussed in Chapter 2, the aim of this thesis is to optimise both the inter-

protocol performance (inter-protocol-inter-subject) and the intra-protocol (intra-

protocol-inter-subject) performance. This is done by identifying 
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hyperparameters that allow for a high level of inter and intra-protocol 

performance. 

The intra-protocol performance is calculated by training and testing the classifier 

on the same protocol (either the Free-Living data-set or the Lab-Based data-

set), with different participants. The classifier is trained on participants from the 

given data-set, and then used to predict the activity labels of other participants 

(from the same data-set) from their acceleration data. These predicted labels 

are then compared to the known correct labels so that the performance of the 

classifier can be determined. Specifically, Leave One Subject Out Cross 

Validation is used, a common method used in activity classification literature 

(54). Leave One Subject Out Cross Validation works by training the classifier on 

all but one participant, and then evaluating the performance on the remaining 

participant. This procedure is repeated for all participants and the averaged 

evaluation metric is reported (although the individual performances are retained 

for statistical testing). This gives an idea of the performance of the classifier 

over each participant. In this work, Leave One Subject Out Cross Validation 

performance is computed for both the Lab-Based data and the Free-Living data, 

giving a performance score for each data-set, referred to as the LabCV and 

FreeCV scores. These are measures of the intra-protocol performance. 

The inter-protocol performance is identified by testing the classifier on data from 

a different protocol than it was trained on. Specifically, in this work, this is done 

by assigning the Lab-Based data as either the training or testing data, with the 

Free-Living data being the converse. In this case, the performance is evaluated 

for each participant in the test data-set separately, as this allows for paired 

statistical testing of the participants (133). As the specifics of the statistical 

testing vary between chapters, more detail will be provided in the Analysis 

sections of each chapter. The averaged evaluation metric is reported, giving an 

inter-protocol performance score for each data-set, referred to as the Lab-Free 
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(trained on the Lab, tested on the Free) and Free-Lab (trained on the Free, 

tested on the Lab) score. 

3.4 Evaluation Metric 

The evaluation metric used in this thesis is the F1-score (134), the harmonic 

mean of precision and recall. This metric was chosen instead of simpler metrics 

such as accuracy because the F1-score is typically more robust to class 

imbalances. This metric has seen much use in activity classification (55). The 

range of this metric is 0-1, with 1 indicating perfect recall and precision. 

F1-score is originally a binary classification metric, as such a minor modification 

is used to allow this to function in a multi-class setting. 

A one versus all approach is taken, where the classification labels are 

transformed into binary labels (either label 𝐿 or not label 𝐿) for each potential 

label. The number of true positives (data that was classified as label 𝐿 correctly, 

𝑇𝑃𝐿), False Positives (data that was incorrectly classified as label 𝐿, 𝐹𝑃𝐿) and 

False Negatives (data that was incorrectly classified as not label 𝐿, 𝐹𝑁𝐿) are 

computed as standard and then used to solve the precision and recall for Label 

𝐿 (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝐿 , 𝑅𝑒𝑐𝑎𝑙𝑙𝐿), resulting in precision and recall measures for each 

potential 𝐿. The weighted average of these precision and recall measures are 

then used to compute the overall precision and recall. The overall F1-score is 

then computed as the harmonic mean of the overall precision and recall. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝐿 =  
𝑇𝑃𝐿

𝑇𝑃𝐿 + 𝐹𝑃𝐿
,           𝑅𝑒𝑐𝑎𝑙𝑙 =  

𝑇𝑃𝐿

𝑇𝑃𝐿 + 𝐹𝑁𝐿
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝐴𝑙𝑙) =  
∑ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝐿)|𝐴𝑙𝑙 = 𝐿|

|𝐴𝑙𝑙|
, 𝑅𝑒𝑐𝑎𝑙𝑙(𝐴𝑙𝑙) =  

∑ 𝑅𝑒𝑐𝑎𝑙𝑙(𝐿)|𝐴𝑙𝑙 = 𝐿|

|𝐴𝑙𝑙|
,  

𝐹1(𝐴𝑙𝑙)  =  2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝐴𝑙𝑙) × 𝑅𝑒𝑐𝑎𝑙𝑙(𝐴𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝐴𝑙𝑙) + 𝑅𝑒𝑐𝑎𝑙𝑙(𝐴𝑙𝑙)
 

Equation 3: F1-Score. 
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3.5 Base Classifier 

The pipeline for the Base classifier is: 

1. Determination of data type 

2. Pre-processing: None 

3. Windowing: Using 12.8-second windows 

4. Feature extraction: Using 39 features based on the statistical aggregate 

features and frequency statistics. 

5. Building the classification model: Using a Random Forest classifier with 

50 separate trees. 

6. Post-processing: None 

Much of this thesis focuses on identifying and fixing methodological concerns in 

activity classification. Fixing these methodical concerns involves modifying 

hyperparameters of the classification pipeline and adding extra-steps in the 

pipeline. In order to ensure that each ‘fix’ is successful, this must be compared 

to a criterion approach. The criterion approach, referred to as the Base 

classifier, is a classification pipeline based on the work of Chowbury et al (55). 

This is a classification pipeline that has been validated on both Lab and Free-

Living data-sets. As mentioned in Chapter 2, it is difficult to directly compare 

classification pipelines due to different performance measures and differing 

data-sets (54,55), so it may not be the case that this is the highest performing of 

all available methods. However, this classification pipeline was used for a 

variety of reasons. The lack of pre and post-processing allowed for a simpler 

examination of the impact of the pre and post-processing methods reviewed in 

this work, assuring that there was no emergent behaviour that arose due to 

interaction between processing methods. A Random Forest is a classification 

model that typically avoids overfitting and can therefore be expected to 

generalise to unseen data well (135). Additionally, as mentioned above this 

classification pipeline has been validated on both Lab and Free-living data. 

Thus, this classification model has a relatively high ability to generalise both in 



Data-sets and Base Classifier Joshua Twaites 

 

112 

 

 

theory and practice. Furthermore, the features used in this pipeline represent 

some of the most widely used and validated features in activity classification 

(54). For these reasons, this classification is used as the ‘state of the art’ that all 

methods in this work will be compared to. 

3.5.1 Features 

The 39 features used in the classification pipeline are those used in the work of 

Bao et al (54). For each axis, 12 features are computed, resulting in 36 features 

overall. For each pair of axes, the cross-correlation is also computed, resulting 

in three extra features. Overall, 39 features are used. These features can be 

seen in Table 10, these will be referred to as the Base features in the rest of this 

thesis. 

Statistical features Frequency Features 

Mean Kurtosis 

Standard deviation Number of zero crossings 

Minimum Energy of acceleration signal 

Maximum Principal frequency of acceleration signal 

Variance Magnitude of principal frequency 

Median Cross-correlation 

Skewness  

Table 10: The classification features used in the Base classifier. 

3.5.2 Random Forest and Decision Trees 

Decision trees are classifiers that use the values of features to split the data into 

partitions. The training process corresponds to identifying the features and the 

values that best allows for splitting the data into the given classes (different 

labels). The predictive step involves using the feature values to assign the data 

to a partition and outputting the majority labelling in that partition. Decision trees 

are a very popular classification method, "because it is invariant under scaling 

and various other transformations of feature values, is robust to the inclusion of 
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irrelevant features, and produces inspectable models. However, they are 

seldom accurate" (136). An additional issue with decision trees, is they tend to 

model the training data too well, preventing them from generalising the 

predictions to the test data. This overfitting represents the largest issue with 

decision trees. 

Random Forests are an extension to decision trees that can generalise 

performance to unseen data (prevent overfitting). Random Forests are a 

combination of multiple decision trees (an ensemble) trained on subsets of the 

training data. The output of a Random Forest is the majority predicted 

classification. During training, each tree is only exposed to a subset of the data; 

this is known as bagging, and each tree can only make use of a subset of the 

features, known as feature bagging. Bagging is done because individual 

decision trees are highly sensitive to noise in the training data, but the average 

of many trees is not sensitive as long as the trees are not correlated. The 

feature bagging is used to make sure that a single very effective feature does 

not dominate the training process. This would result in the trees being highly 

correlated with each other and would decrease the effectiveness of the initial 

bagging (135). 

Decision trees and Random Forests also allow for implicit identification of 

feature importance. By identifying how well a feature can partition the data, the 

importance of that feature can be computed. Specifically, the importance of a 

given feature can be computed by identifying the “total decrease in node 

impurity (weighted by the probability of reaching that node (which is 

approximated by the proportion of samples reaching that node)) averaged over 

all trees of the ensemble.” (135), where node impurity is a measure of how 

mixed the partitions created by the node are. 



Data-sets and Base Classifier Joshua Twaites 

 

114 

 

 

3.5.3 Performance 

The Base classifier achieves a high intra-protocol performance (0.898, 0.765) 

but a low inter-protocol performance (0.352, 0.415), as shown in Table 11. This 

result demonstrates the exact problem identified in Chapter 2, that the majority 

of current approaches are built by optimising the intra-protocol performance, 

thus reducing the inter-protocol performance, resulting in an inability to 

accurately classify data from a different protocol (77,128). 

 LabCV FreeCV Lab-Free Free-Lab 

Averaged 

F1-Score 
0.898 (0.103) 0.765 (0.214) 0.352 (0.132) 0.415 (0.0978) 

Table 11: Inter and intra-protocol performance of the Base classifier. Figures in brackets indicate standard 

deviations. 

3.6 Conclusion 

This chapter discussed the data-sets used in this thesis. Additionally, the 

creation of the Base classifier was addressed. This gives the ability to analyse if 

changes to the classification pipeline are successful at dealing with the 

methodological concerns identified in Chapter 2.  
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4. Accelerometer Placement Location 

4.1 Introduction 

As discussed in Chapter 2, PA classifiers are typically trained on data obtained 

from sensors at a set orientation relative to the wrist or limb. Changes in this 

orientation (such as being on a different wrist) result in performance 

degradation. A method to obtain orientation invariance for classification of wrist-

mounted acceleration data is therefore essential for ensuring high-performance 

classification when the orientation of the sensor cannot be guaranteed. 

A possible solution is to make use of features derived from the raw acceleration 

that are orientation invariant, meaning that the features will be identical 

regardless of the orientation of the sensor (107); for example, the magnitude of 

the acceleration values. This prevents the performance reduction but limits the 

available features that can be used in the classification, which in turn may 

compromise performance.  

Another more effective approach by Gjoreski et al (89) trained the classifier with 

data from both wrists, resulting in wrist invariance. However, data from the 

opposing wrist may confuse classification, reducing the performance. An 

additional limitation of this method is that data from both wrists must be 

collected in the training stage, increasing both the cost of the data gathering 

process and the burden to the participant. 

A technique known as Domain Adaptation allows for wrist invariance without 

requiring data from both wrists and the creation of orientation invariant features. 

Standard machine learning aims to create a classifier based on labelled data 

from a training data-set that can correctly classify unlabelled data collected in 

the same way. The training data is said to come from the source domain, while 

the unlabelled data to be classified is said to come from the target domain; in 
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standard machine learning the source and target domains are identical. When 

the target data comes from a different domain, the classification performance 

generally drops due to the classifier only being suited to the source domain. 

Domain Adaptation methods seek to adapt data from the target domain to the 

source domain so that good performance is achieved (137). Clearly, the source 

and target domains must be related for Domain Adaptation to be successful.  

This chapter investigates whether Domain Adaptation can be used to adapt 

data measured from the “wrong” wrist (the target domain) to the training data in 

order to achieve good classification performance regardless of the wrist on 

which the accelerometer is worn. Domain Adaptation approaches only require 

acceleration data from one wrist, as well as having no limitations on the features 

used, which is a substantial advantage over other approaches. 

As mentioned above, Domain Adaptation involves allowing a classifier created 

on a source domain to be applied to a different (but related) target domain 

without suffering performance reduction. Specifically, it deals with techniques 

for moderating the performance reduction when classifying over different 

distributions; making it well suited to attenuating the performance drop from 

using differing wrists. Domain Adaptation has seen some use in activity 

classification and accelerometry studies (138), however, no work has been 

found that allowed for location/orientation invariance using Domain Adaptation. 

The similarity between visual data and time series data (their local correlations 

and innate structure) allows for Domain Adaptation algorithms designed for 

visual applications to function well on time series data. Although it is strongly 

linked with another field known as Transfer Learning, and most literature uses 

these terms interchangeably, Domain Adaptation will be used in this work (137). 

This chapter will examine Domain Adaptation as a possible solution for 

achieving location/orientation invariance in activity classification via 

accelerometry. 
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4.2 Method 

4.2.1 Data 

This study made use of the Lab-Based classification data-set (3.2.1) as this 

utilized data from both wrists. Labelling 2 was used, meaning the acceleration 

data was assigned one of five activity labels: Lying supine, Sitting, Household 

tasks, Walking and Standing. These are described in 3.2.1.1. 

4.2.2 Procedure 

In order to evaluate the effect of Domain Adaptation on the performance 

reduction observed when applying activity classifiers to the ‘wrong wrist’, a 

series of comparisons were made between different Domain Adaptation and 

Non-Domain Adaptation approaches. Each of the approaches is described 

below and summarised in Table 12.  

Five Domain Adaptation and Non-Domain Adaptation approaches were 

evaluated: 

• The Criterion approach: this refers to creating and testing the classifiers 

on the same wrist. This approach serves as the gold standard for 

performance. 

• The Domain Adaptation approach: in the approach, a classifier was 

trained on data of one wrist. Domain Adaptation was used to adapt the 

target data collected from the opposite wrist data to the source domain 

so that the trained classifier could be applied to the adapted target data. 

• The Non-Domain Adaptation approach: here a classifier was trained from 

the data of one wrist. The resultant classifier was then used to classify 

the data from the opposite wrist with no modification. This method served 

as the control. 
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• The Not Applicable approach: here a classifier was trained from the data 

of one wrist. Domain Adaption was then used with the same wrist data 

serving as the target domain. The resultant domain adapted classifier 

was then used to classify the data from the same wrist. This method 

served to investigate the effect of using Domain Adaption when it is not 

required, in circumstances where the wrist placement of the 

accelerometer is unknown.  

• The Amalgam approach: here a classifier was trained on data from both 

wrists, similarly to Gjoreski et al (89). The resultant classifier was then 

used to classify the data from just one wrist with no modification, to 

examine if using data from both wrists allowed for wrist invariance 

without the need for Domain Adaptation. 

4.2.3 Analysis 

For each approach in this chapter the LabCV performance (F1-score) was 

computed and compared to other approaches. As only one data-set was used 

in this chapter (because only Lab-Based data has data form both wrists) only 

the LabCV was computed; this refers to performing cross-validation in the Lab-

Data to obtain a notion of the intra-protocol performance.  

The comparative performance of the different approaches across different 

subjects was tested for statistical significance using the Wilcoxon Signed-Rank 

test, which tests the null hypothesis that two related paired (by participant ID) 

samples come from the same distribution. A low 𝑝-value (𝑝 < 0.05) indicates 

that the results are statistically significantly different from one another with high 

confidence. Due to the fact the multiple hypotheses were evaluated on the 

same data set, the likelihood of a Type I error is increased. This was 

compensated for by using Bonferroni corrections. This entails testing each 

individual hypothesis at a significance level of 
α

m
, where α is the overall 

hypothesis level (in this case 0.05) and 𝑚 is the number of hypotheses. 
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Approach Description 
Training 

wrist data 

Testing 

wrist data 

Uses Domain 

Adaption 

Right Criterion 
Single, same wrist Non-

Domain Adaptation 
Right Right No 

Left Criterion 
Single, same wrist Non-

Domain Adaptation 
Left Left No 

Right Domain 

Adaptation 

Single wrist Domain 

Adaptation 
Left Right Yes 

Left Domain 

Adaptation 

Single wrist Domain 

Adaptation 
Right Left Yes 

Right Non-Domain 

Adaptation 

Single wrist Non-

Domain Adaptation 
Left Right No 

Left Non-Domain 

Adaptation 

Single wrist Non-

Domain Adaptation 
Right Left No 

Right Not 

Applicable 

Single, same wrist 

Domain Adaptation 
Right Right Yes 

Left Non-Applicable 
Single, same wrist 

Domain Adaptation 
Left Left Yes 

Right Amalgam 
Both wrists Non-

Domain Adaptation 
Left+Right Right No 

Left Amalgam 
Both wrists Non-

Domain Adaptation 
Left+Right Left No 

Table 12: Summary of classification methods using Domain Adaptation and alternatives. Left and Right 

refers to the testing wrist. 

4.3 Classification Procedure 

The activity classifier in this chapter follows the Base classification pipeline 

discussed in the preceding chapter, with three additional steps before the 

training stage (creation of the classifier). These steps are the Normalization 

step, Feature Reduction and the Domain Adaptation step. 

1. Determination of data type 

2. Pre-processing 
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3. Segmenting into windows. 

4. Extracting features 

4.1. Normalization 

4.2. Feature reduction 

4.3. Domain Adaptation 

5. Creating the classifier 

6. Post-processing 

All approaches tested in this work (Domain Adaptation, Non-Domain 

Adaptation, Not Applicable, Amalgam and Criterion) make use of steps 1-4.2, 

and 5-6. Only the Not Applicable and Domain Adaptation approaches make use 

of the Domain Adaptation step (4.3). 

Feature Reduction is concerned with reducing the number of features used in 

the classifier. The Domain Adaptation method used in this work makes use of a 

Feature Reduction stage and an adaptive stage. In order to ensure 

comparability between all methods the same Feature Reduction stage was 

performed regardless of whether Domain Adaptation was utilised. This ensures 

that the effect of the adaptation stage is not masked by Feature Reduction. The 

specific form of Feature Reduction used in this work is Principal Component 

Analysis. It works by projecting high dimensional data (in this case 39) into a 

smaller number of dimensions - a subspace - while preserving as much 

variance as possible. The resulting low-dimensional features are linear 

combinations of the original, high-dimensional features. This technique has 

commonly been used in activity classification and a more detailed explanation 

can be found, for example, in the work of Lever et al (139). Principal 

Component Analysis requires a parameter (𝑘) to be chosen, which is the 

dimension of the lower-dimensional subspace. In this work, 𝑘 is chosen to be 12 

(as determined with cross-validation) unless stated otherwise, although the 

performances for all values of 𝑘 were evaluated. 
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Normalization is a procedure used to ensure that all features have similar 

variance, meaning that all features have an equal weighting in the data-set. This 

procedure is often used in activity classification work, although is not required in 

most cases. However, the feature reduction step requires normalization to 

occur. This is because Principal Component Analysis attempts to maximise the 

variance of the data during its projection to a lower-dimensional subspace. If the 

values are not normalized then this projection is typically dominated by the 

features with the largest values, instead of the features that have the largest 

normalized variances. 

4.4 Domain Adaptation 

The Domain Adaptation method used in this work is a straightforward 

modification of the Subspace Alignment algorithm (140). Subspace Alignment 

was selected because it does not require target labels, does not drastically 

increase computational load and it is insensitive to the precise value of the 

single parameter that must be chosen. The underlying idea of the Subspace 

Alignment algorithm introduced in (140) is to rotate the source data so that it 

best aligns with the target data; a classifier is then trained on the aligned source 

data in order to be able make accurate predictions on the target/test data. The 

dimensionality of the features in both source and target sets is reduced in a 

feature reduction step prior to the alignment. 

In this form Subspace Alignment requires the source data to be rotated to align 

with each new set of target data, which may represent a substantial 

computational burden because the classifier must be retrained for each newly-

aligned set of training data. Since training the classifier is computationally 

expensive compared with the cost of classifying new examples with the trained 

classifier, in this chapter the target data is rotated to align with the 

training/source data, as illustrated in Figure 11. This means that the expensive 

training of the classifier is done once (using unrotated source data), after which 
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each new target set for classification is aligned with the source data (a 

computationally cheap step) allowing it to be classified. 

  

  

Figure 11: Example data-set, before and after Subspace Alignment. First, the data is reduced to a two-

dimensional subspace (k = 2), in which the principal directions of the source data are aligned with the 

coordinate axes (left panel), then the data-sets are aligned by rotating the target data (right panel). 

Algorithm 1: Subspace Alignment 

 

Input: Source features 𝐹𝑠, target features 𝐹𝑡, subspace dimension 𝑘 

1: 𝑃𝑠 ← Principal component analysis (𝐹𝑠 , 𝑘) // Generate 𝑘 principal components of 𝐹𝑠 
2: 𝐹𝑠

𝑎 = 𝐹𝑠𝑃𝑠      // Reduce dimension of 𝐹𝑠  

3: Train classifier using 𝐹𝑠
𝑎 and corresponding labels 

4: Collect target features 𝐹𝑡 

5: 𝑃𝑡 ← Principal component analysis (𝐹𝑡 , 𝑘) // Generate 𝑘 principal components of 𝐹𝑡 

6: 𝐹𝑡
𝑎 = 𝐹𝑡𝑃𝑡𝑃𝑡

𝑇𝑃𝑠  // Reduce dimension of 𝐹𝑡 and align with source 
7: Use classifier to predict labels for aligned features 𝐹𝑡

𝑎  

𝐹𝑠 and 𝐹𝑡 denote the feature matrices of the source and target data respectively; 

each row represents an observation and each column one of the 𝑀 = 39 features. 𝑃𝑠 

and 𝑃𝑡  respectively denote the 𝑀 by 𝑘 (orthonormal) matrices of principal 

components of the source and target feature matrices, and 𝑃𝑇 denotes the transpose 

of matrix 𝑃.  

Example of Subspace Alignment 
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Algorithm 1 summarises the main steps in classification using Subspace 

Alignment. Prior to alignment, the source and target data are each projected 

into a subspace defined by a smaller dimension subspace defined by their 

principal components. This often has the beneficial effect of discarding noise, 

improving classification performance (70), and identifies the principal directions 

in the data (𝑃𝑠 and 𝑃𝑡 in Algorithm 1) that should be aligned by rotation. 

Alignment of the dimension reduced target features is then accomplished by 

multiplication by the matrix 𝑃𝑡
𝑇𝑃𝑠  in step 6, after which the trained classifier may 

be used to predicted labels for the target features that have been rotated into 

alignment. 

4.5 Results 

Approach Description LabCV score 

Right Criterion Single, same wrist Non-Domain Adaptation 0.84 (0.17) 

Left Criterion Single, same wrist Non-Domain Adaptation 0.82 (0.15) 

Right Domain Adaptation Single wrist Domain Adaptation 0.81 (0.1) 

Left Domain Adaptation Single wrist Domain Adaptation 0.83 (0.13) 

Right Non-Domain 

Adaptation 
Single wrist Non-Domain Adaptation 0.72 (0.11) 

Left Non-Domain Adaptation Single wrist Non-Domain Adaptation 0.68 (0.14) 

Right Not Applicable Single, same wrist Domain Adaptation 0.81 (0.15) 

Left Not Applicable Single, same wrist Domain Adaptation 0.81 (0.15) 

Left Amalgam Both wrists Non-Domain Adaptation 0.80 (0.14) 

Right Amalgam Both wrists Non-Domain Adaptation 0.81 (0.14) 

Table 13: Performance results (F1-score) of classification approaches using Domain Adaptation and 

alternatives for each participant. Figures in brackets indicate standard deviations. 

Table 13 shows the average LabCV F1-score over 16 participants for all 

methods, over both wrists. Right and Left, indicates an approach that was 

tested on the right and left wrist data respectively. The Criterion approaches 

achieved the highest performance, as expected, because it involves creating 
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and testing the classifiers using data collected from the same wrist and is the 

gold standard for classification. Training on one wrist and classifying data from 

the other wrist (Non-Domain Adaptation) resulted in an average performance 

reduction of 12% compared to the Criterion approaches. In contrast Domain 

Adaption reduced this performance drop to an average of 1%. This shows that 

using Domain Adaptation allowed PA classification without significant reduction 

in performance regardless of which wrist the accelerometer was worn on. The 

Amalgam approach, similarly, did not have a significant performance reduction 

but had a slightly worse performance than the Domain Adaptation method. 

Figure 12 shows the performance of the Right Domain Adaptation approach for 

varying dimensions of the dimensional subspace (represented by 𝑘). As can be 

seen the performance begins low, at 0.44 for one dimension and then increases 

with the introduction of more dimensions until it reaches, 0.83, at 7 dimensions. 

The F1-score remains relatively stable for all values of 𝑘, until 34 dimensions, 

where the performance starts dropping. This shows that the choice of the 𝑘 

parameter does not have a great effect on the performance of the approaches if 

it is in the range 7-34. Hence the number of subspace dimensions was chosen 

to be 12 (as determined with cross-validation). 
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Figure 12: Performance (F1-score) of the Right Domain Adaptation approach versus subspace dimension, 

k. 

When using Domain Adaptation approaches there was no significant difference 

between the scores compared to the Criterion approaches. When comparing 

Criterion approaches to Non-Domain Adaptation approaches (Right Non-

Domain Adaptation & Left Non-Domain Adaptation in Table 14), significantly 

different scores were observed, highlighting that the Domain Adaptation has a 

significant effect on performance reduction. The significance threshold is 0.05, 

as 10 tests are being performed 𝑚 equals 10. So, with the Bonferroni 

corrections a value of 𝑝 < 0.005 implies that the performance change is 

significant. 

  

Performance of Domain Adaption over different values of k 
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Comparison, Wilcoxon Signed-Rank P 

Left Criterion, Left Domain Adaptation 0.07 

Right Criterion to Right Domain Adaptation 0.5 

Left Criterion to Left Non-Domain Adaptation 0.001 

Right Criterion to Right Non-Domain Adaptation 0.000 

Left Criterion to Left Non-Domain Adaptation 0.001 

Criterion Right Domain Adaptation to Right Non-

Domain Adaptation 
0.003 

Left Criterion, Left Not Applicable 0.8 

Right Criterion to Right Not Applicable 0.6 

Left Criterion to Left Amalgam 0.05 

Right Criterion to Right Amalgam 0.04 

Table 14: Results of a Wilcoxon Signed Rank test, comparing the performances of five different methods 

for statistical significance. 

4.6 Discussion 

This chapter set out to evaluate five approaches to achieving wrist/orientation 

invariance in activity classification via accelerometry and specifically examined 

the efficacy of Domain Adaptation through Subspace Alignment.  

The results showed that without Domain Adaptation, classifying data with a 

classifier trained on the opposing wrist leads to an average performance drop of 

12% compared to using a classifier trained and evaluated on the same wrist. 

However, when using Domain Adaptation, the performance drop was reduced 

to a statistically insignificant level (Table 14). The performance of Domain 

Adaptation approaches was not statistically different from the Criterion 

approaches, whereas there was a difference in performance between Criterion 

approach and approaches using Non-Domain Adaptation. Additionally, Domain 

Adaptation approaches outperformed the Non-Domain Adaptation approaches.  
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Furthermore, the Domain Adaptation approaches did not cause a reduction in 

the performance of the classifier. Gjoreski et al (89) found that the 

Amalgamated method outperformed even the Criterion approaches, although 

that was not the case in this study. This may have been due to the higher 

amount of activities with asymmetric hand movements in this work (Washing-

up, Desk work, see Labelling 1, Section 3.2.1.1). The Domain Adaptation and 

Amalgamated approaches were equally effective at attenuating the 

performance reduction associated with Non-Domain Adaptation approaches. 

However, Domain Adaptation is preferable because it only requires acceleration 

data from one wrist. Additionally, it has a low cost and participant burden, as 

well as not requiring extensive computation. 

The results of this work are consistent with the work of Montoye et al (81), who 

found that by making use of features that were invariant to orientation it was 

possible to reduce the performance drop to a negligible amount (<2%). 

However, their method limits the features available to the classifier. Specifically, 

their work only made use of the ENMO feature. As mentioned in Chapter 2, this 

feature is often poorly performing. 

4.6.1 Strengths and Limitations 

Principal Component Analysis was utilised both as a feature reduction method 

and as part of the Subspace Alignment algorithm. Use of Principal Component 

Analysis with and without using Subspace Alignment ensured that any decrease 

in the performance drop could be attributed to the Subspace Alignment and not 

the Principal Component Analysis. The number of dimensions in the projected 

subspace (𝑘) can be an important parameter with respect to the overall 

performance. In this chapter, when 𝑘 was low or high there were clear effects 

on the performance; however, the effect of 𝑘 over a wide range between these 

limits was negligible. Although there are methods for automatically identifying 

an optimal 𝑘 value, e.g. (140), it was not necessary, as the aim of this work is to 
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evaluate the effectiveness of Domain Adaptation, not Principal Component 

Analysis and performance was unaffected across a wide range of values. 

A major strength of using Subspace Alignment is its simplicity. The Domain 

Adaptation part of the classification pipeline amounts to only a few lines of code 

expressing standard linear algebra operations. It is not dependent upon a 

classifier and existing classification schemes are easily augmented with it. The 

fact that it does not decrease the performance if alignment is not required, 

means that if there is any uncertainty about the location and orientation of an 

accelerometer, this technique should be used. Moreover, unlike other 

techniques, Subspace Alignment allows for all data to be used in the 

classification as opposed to just data from one wrist. 

Furthermore, unlike other approaches, there are no restrictions on the potential 

features that can be used, linking well with methods of automatic feature 

extraction (141) where it may be impossible to ensure that the extracted 

features are rotation invariant. 

Some potential weaknesses of this work are as follows: only a single data-set 

was used in the classification. It would have been preferable to test the use of 

Domain Adaptation with multiple data-sets so that the inter-protocol 

performance could be identified, however only the Lab-Based data-set uses 

accelerometers on both wrists, therefore it was only possible to compute the 

intra-protocol performance. While the impact of domain adaption on the inter-

protocol performance was not computed, it is apparent that training and testing 

on different wrists will decrease performance regardless of if the data was 

gathered in Lab or Free-Living scenarios. Therefore, by ensuring that this is no 

longer an issue (due to achieving wrist invariance) this is removes one potential 

source of performance degradation and should be included in the classification 

pipeline. 
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The modification of the Subspace Alignment procedure to align the target data 

with source data obviates the expensive retraining of the classifier for each new 

set of target data. This greatly decreases the computational and data storage 

burden compared with the original Subspace Alignment algorithm and enables 

rapid classification of new data. However, enough target data must be collected 

to characterise the principal directions before the rotation that best aligns it with 

the source data can be identified. This means that the algorithm cannot be used 

for online PA classification in its present form. It is envisaged that online 

classification could be achieved after data is collected to characterise the 

rotation; a further enhancement would be to track and update the necessary 

rotation through a non-stationary version of Principal Component Analysis. 

This work deals with the issue of training/testing on left/right hands instead of 

focussing on dominant and non-dominant hands. The activities performed in the 

activity protocol are not ones where dominance would have much effect 

(excepting desk work). Achieving invariance between dominant and non-

dominant hands would represent a separate and potentially more complex 

piece of work, as Subspace Alignment requires that all the training data comes 

from the same wrist (as dominance is not consistent among people this would 

be problematic). 

4.7 Conclusion 

Most PA classifiers utilising wrist-worn accelerometers experience performance 

degradation when they are applied to data extracted from accelerometers 

located on a different wrist or differently oriented from which the classifier was 

trained. Domain Adaptation, specifically Subspace Alignment, overcomes this 

problem as it allows for wrist/orientation invariance. The method is simple and 

can easily be incorporated in existing classification schemas with no loss in 

performance even if Domain Adaptation is not required.  
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As such this method will be utilised in the final classification pipeline developed 

in this work.  

At this moment the classification pipeline is (red text indicates the additions from 

this chapter): 

1. Determination of data type 

2. Pre-processing 

3. Segmenting into windows 

4. Extracting features 

4.1. Normalization 

4.2. Feature reduction 

4.3. Domain Adaptation 

5. Creating the classifier 

6. Post-processing 
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5. Pre and Post-Processing 

5.1 Introduction 

This chapter addresses another of the challenges identified in Chapter 2, that of 

understanding how pre and post-processing methods affect the inter and intra-

protocol performance. 

Pre-processing refers to preliminary processing of the acceleration data before 

any classification steps are carried out. This has a range of uses such as: 

allowing for rotational invariance (73), addressing any class imbalances in the 

data (75) and the removal of noise (74). Post-processing refers to the 

modification of the predicted labels after the classification, typically making use 

of the time-dependent nature of activity data in a way that classifiers of non-

sequential data cannot (68). A wide variety of pre and post-processing methods 

are used in the literature, but to my knowledge, the work reported here is the 

first systematic investigation of the efficacy of pre and post-processing methods 

especially relating to their impact on inter and intra-protocol performance.  

Chapter 2 identified two main points with respect to pre and post-processing: 

how all methods report higher intra-protocol performances than control methods 

and that the effect on inter-protocol performance is rarely discussed. 

In this chapter, different methods of pre and post-processing will be examined 

and their ability to improve performance will be investigated. It will also look at 

their impact on the ability to generalise. Each of these methods will be 

separately incorporated into the classification pipeline and the performance of 

the resulting system will be compared to the Base classification pipeline 

identified in Chapter 3. The aim of this chapter is to identify the pre and post-

processing methods that result in a statistically significant intra-protocol 

performance and inter-protocol performance increases. These will then be used 
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in the classification pipeline developed in this thesis. It is important to note that 

this chapter is a review of current methods and does not attempt to introduce or 

modify any methods. 

5.1.1 Data  

Both the Free-Living and the Lab-Based data, as described in 3.2 were used in 

this chapter. Sedentary-Standing-Active labelling (as identified in 3.2.1) was 

used in the Lab-Based data to ensure comparability between data-sets, this 

meant that both data-sets used the labels: Sedentary, Standing or Active. 

5.1.2 Analysis 

As Sedentary-Stand-Active Labelling was used, it was possible to compute: 

LabCV, FreeCV, Lab-Free and Free-Lab. LabCV and FreeCV give an indication 

of the intra-protocol performance (how well the classification performs on data 

from the same protocol), while Lab-Free and Free-Lab give an idea of inter-

protocol performance (how well the classification performs on data from a 

different protocol). To determine if there was a significant difference between 

the Base classification pipeline and the pipeline making use of the pre/post-

processing method, a Wilcoxon signed-rank (133) test was used to determine 

whether the performances were significantly different. In order to ensure a large 

enough sample size, the comparisons were paired on each participant’s 

performance, instead of the average. Due to the fact the multiple hypotheses 

were evaluated on the same data set, the likelihood of a Type I error is 

increased. This was compensated for by using Bonferroni corrections. This 

entails testing each individual hypothesis at a significance level of 
α

m
, where α is 

the overall hypothesis level (in this case 0.05) and 𝑚 is the number of 

hypotheses. A p-value under  
α

m
 indicates that the results are statistically 

significantly different from one another with high confidence. 
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5.2 Data Aggregation Via Euclidean Norm Minus One 

5.2.1 Method 

Aggregating the acceleration data into a single stream is beneficial for multiple 

reasons: it decreases the number of features that must be computed, which 

decreases the chance of overfitting. Additionally, some forms of aggregation 

allow for orientation invariance. An additional approach is to aggregate the data 

from the acceleration streams but retain the separate streams. This gives 

access to the information contained in the aggregated stream without losing 

information from the initial three.  

In actigraphy, the main aggregate metric used is ENMO (90). This is an 

aggregate metric that gives an indication of the magnitude of the accelerations 

created by the participant. ENMO is very vulnerable to calibration errors and 

typically requires a device-specific calibration protocol (96). This protocol is 

computationally expensive but does not require labelled data so can be done 

without requiring extra information.  

The calibration protocol attempts to identify periods of non-movement (10-

second windows with standard deviations of between 10-13 milli-g). The 

deviation between these non-movement points and a 1-g sphere (the theoretical 

ideal for non-movement) is computed. A transformation to match the non-

movement data with the ideal is created and used to transform the acceleration 

data (96). 

In this work, the ENMO will be extracted from the acceleration data and the 

features identified in section 3.5.1 will be extracted from the ENMO time series, 

resulting in 12 features. 

Using ENMO in addition to the measured acceleration will also be tested, based 

in the work of (97). This increases the number of features to 54 (4*12 + 6 cross-
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correlations). Increasing features may increase the chance of overfitting (69). 

As such, results using feature reduction to decrease the number of features to 

39 will also be shown, allowing comparability to the Base classifier which also 

has 39 features. Feature reduction will use Principal Component Analysis (139). 

Figure 13, shows an acceleration trace with ENMO (Also Figure 5). 

 

Figure 13: Acceleration trace with ENMO. The faint line representing the unfiltered data, the bold 

representing the filtered data. 

5.2.2 Results 

Using just ENMO (without the 𝑋, 𝑌, 𝑍 data streams) significantly decreased the 

intra-protocol performance of the classification (0.898, 0.765 versus 0.837, 

0.715) but increased the inter-protocol performance (0.352, 0.415 versus 0.399, 

0.496). Using ENMO with the 𝑋, 𝑌, 𝑍 data streams allowed for a significantly 

higher intra-protocol performance (0.898, 0.765 versus 0.910, 0.802) as well as 

a higher inter-protocol performance (0.352, 0.415 versus 0.394, 0.534). Using 

feature reduction outperformed the Base method but did not allow for a higher 

intra or inter-protocol performance than using ENMO (0.902, 0.803, 0.392, and 

Acceleration trace with ENMO 
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0.521 versus 0.910, 0.802, 0.394, and 0.534). These results are shown in Table 

15. 

 LabCV FreeCV Lab-Free Free-Lab 

Base 
0.898 

(0.103) 

0.765  

(0.214) 

0.352 

(0.132) 

0.415 

(0.0978) 

𝐸𝑁𝑀𝑂 
0.837* 

(0.098) 

0.715* 

(0.164) 

0.399* 

(0.152) 

0.496* 

(0.100) 

𝐸𝑁𝑀𝑂, 𝑋, 𝑌, 𝑍 
0.910* 

(0.109) 

0.802* 

(0.201) 

0.394* 

(0.127) 

0.534* 

(0.0981) 

𝐸𝑁𝑀𝑂, 𝑋, 𝑌, 𝑍, with  

feature reduction 

 

0.902* 

(0.098) 

0.803* 

(0.174) 

0.392* 

(0.109) 

0.521* 

(0.102) 

Table 15: LabCV, FreeCV, Lab-Free and Free-Lab performance when using ENMO. * Indicates significant 

differences from the Base classification pipeline. Figures in brackets indicate standard deviations. 

5.2.3 Discussion 

Using just ENMO significantly decreased the intra-protocol performance but 

increased the inter-protocol performance. This indicated that when using the 

Base classifier there may have been some degree of overfitting. Using ENMO 

decreased the number of features to 12 (from 39) so this may have influenced 

the overfitting. It may also be that ENMO allows for a greater ability to 

generalize because of its orientation invariance, meaning that rotated 

accelerometers are not affecting the performance. 

Using ENMO in conjunction with the 𝑋, 𝑌, 𝑍 acceleration streams increased both 

the intra and inter-protocol performance. This indicates that the inclusion of the 

ENMO may be the cause for the increased inter-protocol performance (and not 

using fewer features) as this method has more features than the Base (54 

compared to 39). This hypothesis is strengthened by the result from the feature 

reduction, in that reducing the number of features does not increase the inter-

protocol performance compared to using ENMO with all features. This suggests 
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that the increased number of features aren’t causing overfitting, which is a 

potential problem when using ENMO and the 𝑋, 𝑌, 𝑍 streams due to inputting 

the same information twice. 

It is worth noting however that only one feature set has been used, and it may 

not be the case the using ENMO allows for a high performance for all feature 

sets. 

5.2.4 Conclusion 

Using ENMO in conjunction with the 𝑋, 𝑌, 𝑍 acceleration streams allows for a 

greater intra and inter-protocol performance, with a minimal increase in 

computational overhead. As such this is a beneficial pre-processing method and 

will be included in the final pre-processing methods. 

5.3 Filtering 

One of the largest issues in activity classification is the presence of noise in the 

acceleration data. In this context, noise refers to one of two things: random 

disturbances in the signal caused by the device (referred to as observational 

noise), or additional information in the signal that is not useful for the activity 

classification (referred to as frequency noise). A 45Hz signal in the acceleration 

may not be generated by random disturbances but is not useful in activity 

classification and will disturb the acceleration values, hence is treated as noise. 

The aim of filtering is the removal of these sources of noise. As discussed in 

Chapter 2, the frequency used as the threshold for noise in the literature is 15-

20Hz. This choice is rationalised by the work of Mann et al (100) who 

determined that 99% of measured body movements are contained within 

frequency components below 15Hz. 



Pre and Post-Processing Joshua Twaites 

 

137 

 

 

Any signal can be decomposed into a spectrum of frequencies over a 

continuous range according to Fourier analysis. This can be used to investigate 

how much of the signal is generated signals of each spectrum. 

The response of a filtering method on the frequency spectrum can be analysed 

via a Bode magnitude plot. This is an image that shows the amplitude effect that 

the filtering has on signals of each frequency. This refers to how much the 

power of the frequencies are changed by. Figure 14, shows the ideal Bode plot 

for removing all noise above 15Hz. The passband (the frequencies that are to 

be kept, below the 15Hz) remains completely unchanged. The stopband (the 

frequencies that are to be removed, above 15Hz) all have their amplitude 

decreased to 0 (effectively removing them). Actual filtering methods rarely have 

Bode plots that are this perfect, either affecting the frequencies in the passband 

or not decreasing the amplitude of frequencies in the stopband consistently 

(typically ones close to the threshold). 

 

Figure 14: An ideal frequency response of a filter at 15Hz. 

Ideal frequency response for a 15Hz filter 
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It is worth noting that despite Mann et al (100) identifying that 99% of body 

movements are contained in frequencies of 15Hz or lower, the Nyquist-

Shannon theorem (101) states that for a successful reconstruction data needs 

to be sampled with at least twice its highest frequency, which indicates that the 

cut-off frequency should be between 30-40Hz, and this is the minimum 

required, often 3 or 4 times the highest frequency is preferable (106). 

5.3.1 Moving Average 

A moving average is ‘a succession of averages derived from successive 

segments (typically of constant size and overlapping) of a series of values.’ 

(105). A moving average can be used to partially remove higher frequency 

noise from signal data. This is a filtering method that is primarily used to remove 

measurement noise. 

The series of values, in this case, are the acceleration data streams. The size of 

the segments is represented by 𝑛. This value of 𝑛 is generally between 2-100 

for a sampling rate of 100Hz. See Equation 2 for the formulation. 

Typically, the average refers to the mean or the median (103). The three values 

of 𝑛 that will be investigated in this work are 7 (70), 11, and 15 (142). For 

removing measurement noise, such a filter is mathematically optimal (no other 

filter can do better) (106). However, for removing higher frequencies, this 

filtering method is poor as it has little ability to separate frequencies. 

The Bode plot of using a moving average filter on 100Hz data with 𝑛 = 11 can 

be seen in Figure 15. As can be seem all frequencies in the signal are affected 

by the filtering, not just the ones in the stopband. Additionally, the effects of the 

filter on the stopband are not consistent. 



Pre and Post-Processing Joshua Twaites 

 

139 

 

 

  

Figure 15: Frequency response of a Moving average filter, with n=11. 

Figure 16 shows the effect of a median moving average with a value of 11, 

using a median average smooths the acceleration signal greatly. It can also be 

seen that individual values affect the data much less, with ‘spikes’ of 

acceleration data being removed.  

 

Frequency response of a moving average filter 
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Figure 16: Acceleration trace with a moving average filter. The faint line representing the unfiltered data, 

the bold representing the filtered data.  

5.3.1.1 Results 

Filtering the data via a moving average has no significant effect on the intra-

protocol performance for any value of  used in this work. 

Using a median filter, 𝑛 = 7 had a significant negative effect on the inter-

protocol performance decreasing the scores to 0.338 and 0.385. Using a mean 

filter with 𝑛 = 7 has no significant effects. Using a median filter with 𝑛 = 11, 

caused a significant drop in the inter-protocol performance, but not the intra-

protocol performance. These results are shown in Table 16. 
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 LabCV FreeCV Lab-Free Free-Lab 

Base 
0.898 

(0.103) 

0.765 

(0.214) 

0.352 

(0.132) 

0.415 

(0.0978) 

Mean, 𝑛 = 7 
0.894 

(0.101) 

0.767 

(0.214) 

0.341 

(0.124) 

0.390 

(0.130) 

Median, 𝑛 = 7 
0.899 

(0.0984) 

0.761 

(0.198) 

0.338* 

(0.148) 

0.385* 

(0.108) 

Mean, 𝑛 = 11 
0.895 

(0.106) 

0.761 

(0.231) 

0.344 

(0.135) 

0.369* 

(0.0981) 

Median, 𝑛 = 11 
0.896 

(0.103) 

0.762 

(0.212) 

0.337* 

(0.0972) 

0.389* 

(0.100) 

Mean, 𝑛 = 15 
0.891 

(0.110) 

0.770 

(0.209) 

0.321* 

(0.131) 

0.371* 

(0.102) 

Median, 𝑛 = 15 
0.892 

(0.100) 

0.765 

(0.214) 

0.343 

(0.109) 

0.362* 

(0.105) 

Table 16: LabCV, FreeCV, Lab-Free and Free-Lab performance when using a moving average filter, for a 

variety of n values. * Indicates significant differences from the Base classification pipeline. Figures in 

brackets indicate standard deviations. 

5.3.1.2 Discussion 

Using a moving average filter had no significant effect on the intra-protocol 

performance for any value of 𝑛. All methods, except for using the mean average 

with 𝑛 = 7, resulted in a significant drop in the inter-protocol performance. 

Using 𝑛 = 11, resulted in the worse overall performance. It may be that using 

larger segments ‘muddies’ the data more, allowing for a lower ability to 

characterize it with the features in the classification pipeline, hence a lower 

performance.  

As can be seen in Figure 15, using 𝑛 = 11 affects all frequencies, including 

those under 10Hz. From the work of Mann et al, 98% of all movements are 
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contained within this. This may be why filtering decreases inter-protocol 

performance. 

5.3.1.3 Conclusion 

The effects on the performance for all moving average methods is minimal. As 

such this method will not be used in the final pre-processing methods. It may be 

the case that different values of 𝑛 have differing effects on intra and inter-

protocol performance but that is beyond the scope of this thesis. 

5.3.2 Butterworth Filtering 

5.3.2.1 Method 

A Butterworth filter is a smoothing method that allows for the removal of high-

frequency data from a time series. Specifically, a Butterworth filter intends to 

reduce the effect of the stopband frequencies without modifying the passband 

frequencies (143). 

The frequency response of the Butterworth filter is maximally flat (i.e. has no 

ripples) in the passband and rolls off towards zero in the stopband. Other 

methods of signal filtering may have faster roll-offs (the response of the 

stopband decreases faster), but this comes with ripples in the passband that 

may artificially increase the response of frequencies in the passband. As 

discussed in Chapter 2, the frequency used as the threshold in the literature is 

15-20Hz. However, due to the slow roll-off of Butterworth filters, this will mean 

that much of the components from 21Hz, will still be available. The Bode plot of 

a Butterworth filter, filtering at 20Hz can be seen in Figure 17. 
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Figure 17: Bode plot of Butterworth filter at 20 Hz. 

The equation used to compute a Butterworth filter is:  

𝐺(𝜔) =  
1

√1 + 𝜁2 (
𝜔
𝜔𝑐

)
2𝑜

  

Equation 4: Butterworth Filter. 

With 𝜔 is the frequency, 𝑜 is the order of the filter, 𝜁 is the maximum passband 

gain and 𝜔𝑐 is the cut-off frequency. 

The steepness of the slope in the stopband is affected by the order of the 

Butterworth filter. In activity classification, a second-order filter is generally 

used, with a cut-off frequency of 20Hz (70,104).  

Figure 18, shows the effect of applying a second order Butterworth filter (cut-off 

20Hz) to acceleration data. As can be seen, there is very little change between 

the two acceleration traces. The only identifiable changes are in the dark trace 

(after processing) there is a reduction of some of the ‘spikes’ of acceleration 

Bode plot of a Butterworth filter 
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that occur for a single measurement compared to the light trace (before 

processing). 

 

 

Figure 18: Acceleration trace with a Butterworth filter of 20Hz. The faint line representing the unfiltered 

data, the bold representing the filtered data.  

5.3.2.2 Results 

Using the Butterworth filter did not significantly decrease the intra-protocol 

performance but did significantly degrade the inter-protocol performance (0.352, 

0.415 versus 0.342, 0.382). These results are shown in Table 17. 

 LabCV FreeCV Lab-Free Free-Lab 

Base 0.898 (0.103) 0.765 (0.214) 0.352 (0.132) 0.415 (0.0978) 

After filtering 0.894 (0.105) 0.761 (0.187) 0.342 (0.126) 0.382* (0.109) 

Table 17: LabCV, FreeCV, Lab-Free and Free-Lab performance when using Butterworth filter, compared 

to the Base classifier. * Indicates significant differences from the Base classification pipeline. Figures in 

brackets indicate standard deviations. 
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5.3.2.3 Discussion 

Using the Butterworth filter did not significantly impact intra-protocol 

performance. It did significantly alter the inter-protocol performance (with the 

Free-Lab scores being significantly different). This may be because different 

data-sets have different frequency distributions. This lack of an intra-protocol 

performance change may be because the data-sets used do not have any high-

frequency activities (cycling, driving), therefore there is little high-frequency data 

for the filter to remove. 

In future work, it may be worth investigating the effects of using different orders 

of filter or using different frequency thresholds. Additionally, it may be that the 

features used are not affected by high-frequency data and therefore the filtering 

has no great effect. As such, despite the common usage of this method in the 

literature (88,104), the effects on the overall performance appear to be minimal. 

It is also worth noting that studies tend to use cut-off frequencies of 15-20Hz, 

citing Mann et al (100), however as noted above the Nyquist-Shannon theory 

(101) states this cut-off is too low. An extension to this work would be to use 

higher cut-off frequencies. 

5.3.2.4 Conclusion 

As there are significantly detrimental effects on the overall performance, this 

method will not be used in the final pre-processing methods.  
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5.4 Orientation Invariance 

5.4.1 Method 

The previous chapter dealt with orientation invariance in the context of incorrect 

wrist placement but not in the correction of the orientation of the device upon 

the wrist, such as wearing it upside down. 

In most of the work on activity classification it is assumed that the sensors are 

always placed correctly and remain in a fixed orientation. This assumption is 

unlikely to hold, especially in wrist-based data. Large population studies 

typically require that the sensor is placed by the participant themselves; this can 

lead to incorrect orientation or a loose fit that then allows for device slippage. An 

incorrect orientation can dramatically decrease the performance of a 

classification model (up to 21.2% drop (107)).  

A way to combat this performance decrease is to transform the acceleration 

data so that it becomes orientation invariant. The majority of these 

transformations lose information (typically orientation-based information) by 

aggregating the acceleration streams into one (90).  

A method that allows for orientation invariance without this data loss is Heuristic 

Orientation-Invariant Transformation. This entails transforming the 3-D 

acceleration data into 9-D orientation invariant data. These data streams are 

provably invariant to rotation (107). The first 6 data streams are simply 

orientation invariant streams that are well representative of the data, while data 

streams 7-9 represent information about the rotational movements in 3-D 

space. After the transformation of the acceleration data into these 9 orientation 

invariant streams, features are extracted for them. Due to retaining this 

orientation-based information, this method is suggested to be able to 

outperform using ENMO (107).  
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5.4.2 Heuristic Orientation-Invariant Transformation Data Points 

Let 𝑊𝑆 = ((𝑥1, 𝑦1, 𝑧1), (𝑥2, 𝑦2, 𝑧2), … , (𝑥𝑆, 𝑦𝑆, 𝑧𝑆)), be the 𝑆 length vector of the 

𝑋, 𝑌, 𝑍 data. Typically 𝑆 is equal to the window size. The first and second-order 

time differences are defined as ∆𝑊𝑆 = 𝑊𝑆+1 − 𝑊𝑆, and ∇𝑊𝑆 =  ∆𝑊𝑆+1 −  ∆𝑊𝑆. 

‖𝑊𝑆‖ represents the Euclidean norm of 𝑊𝑆, 𝜋 represents the angle between two 

vectors. The 9-dimension data extracted when using this method is comprised 

of: 

1. ‖𝑊𝑆‖ 

2. ‖𝑊𝑆‖ 

3. ‖∇𝑊𝑆‖ 

4. 𝜋(𝑊𝑆, 𝑊𝑆+1) 

5. 𝜋(∆𝑊𝑆, ∆𝑊𝑆+1) 

6. 𝜋(∇𝑊𝑆, ∇𝑊𝑆+1) 

7. 𝜋((𝑊𝑆 ×  𝑊𝑆+1), (𝑊𝑆+1 × 𝑊𝑆+2))  

8. 𝜋((∆𝑊𝑆 × ∆𝑊𝑆+1), (∆𝑊𝑆+1 ×  ∆𝑊𝑆+2)) 

9. 𝜋((∇𝑊𝑠 × ∇𝑊𝑆+1), (∇𝑊𝑆+1 ×  ∇𝑊𝑆+2)) 

The classification pipeline in this work uses 12 features for each data stream, as 

well as 1 feature for each pair of data streams, thus resulting in 144 (12*9 + 36) 

features. Transforming the 3 acceleration streams into the 9 data streams 

allows for orientation invariance, but also increases the number of features that 

are created. Due to this, a feature reduction method is used to decrease the 

number of features back down to 39 allowing for a more direct comparison to 

the Base classifier (which also has 39 features). The method used is Principal 

Component Analysis (139). 

Unlike the other methods described in this work, Heuristic Orientation-Invariant 

Transformation is not a method to improve performance in all cases, but instead 

a tool to mitigate a performance decrease when the orientation of the 

accelerometer is suspect. As such, this method was also evaluated when the 
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axes of the accelerometer were scrambled (artificially changing the orientation 

of the sensor). This was be compared to using an orientation invariant feature 

set, derived from ENMO.  

5.4.3 Results 

Using the Heuristic Orientation-Invariant Transformation features (shown in 

Table 18) decreases the intra-protocol performance (0.898, 0.765 versus 0.823, 

0.726) as well as the inter-protocol performance (0.352, 0.415 versus 0.312, 

0.350). In all cases these changes are significant. When using Principal 

Component Analysis to reduce the number of features to 39, the intra-protocol 

performance decreases further (0.823, 0.726 versus 0.812, 0.725) but allows for 

a greater inter-protocol performance (0.312, 0.350 versus 0.334, 0.401). 

However, even with Principal Component Analysis, using the Heuristic 

Orientation-Invariant Transformation features are significantly worse than the 

Base classification. 

 LabCV FreeCV Lab-Free Free-Lab 

Base 
0.898 

(0.103) 

0.765 

(0.214) 

0.352 

(0.132) 

0.415 

(0.0978) 

Heuristic Orientation-Invariant 

Transformation 

0.823* 

(0.150) 

0.726* 

(0.261) 

0.312* 

(0.201) 

0.350* 

(0.103) 

Heuristic Orientation-Invariant 

Transformation (with Principal 

component analysis) 

0.812* 

(0.121) 

0.725* 

(0.193) 

0.334* 

(0.153) 

0.401* 

(0.108) 

Table 18:LabCV, FreeCV, Lab-Free and Free-Lab performance when using Heuristic Orientation Invariant 

Transformation, compared to the Base classifier. * Indicates the scores which are statistically significantly 

different from the Base classifier. Figures in brackets indicate standard deviations. 

When investigating the intra-protocol performance on data with the axis labels 

shuffled (artificially changing the orientation of the sensor, Table 19) using the 

Heuristic Orientation-Invariant Transformation features dramatically increases 

the intra-protocol performance (0.436, 0.512 versus 0.812, 0.725) as well as 
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increasing the inter-protocol performance (0.306, 0.401 versus 0.334, 0.401). 

However, Heuristic Orientation-Invariant Transformation features do not 

outperform ENMO (another orientation invariant feature set). 

The ENMO scores are statistically different from the Heuristic Orientation-

Invariant Transformation scores, indicating the ENMO is the most effective 

method of achieving orientation invariance. 

 

 LabCV FreeCV Lab-Free Free-Lab 

Base 
0.436 

(0.254) 

0.512 

(0.164) 

0.306 

(0.143) 

0.401 

(0.109) 

Heuristic Orientation-Invariant 

Transformation 

0.812* 

(0.121) 

0.725* 

(0.193) 

0.334* 

(0.153) 

0.401* 

(0.108) 

𝐸𝑁𝑀𝑂 
0.837*- 

(0.098) 

0.715*- 

(0.164) 

0.399*- 

(0.152) 

0.496*- 

(0.100) 

Table 19: LabCV, FreeCV, Lab-Free and Free-Lab performance when using Heuristic Orientation-Invariant 

Transformation on axes scrambled data, compared to the Base classifier. * Indicates statistically significant 

differences from the Base classifier. - Indicates statistically significant differences from Heuristic 

orientation-invariant transformation. Figures in brackets indicate standard deviations. 

5.4.4 Discussion 

Heuristic Orientation-Invariant Transformation features decrease the intra-

protocol performance and the inter-protocol performance when the axes are not 

shuffled. This result is in agreement with Yurtman et al (73,107), who found an 

average intra-protocol performance decrease of 21.2% compared to no 

transformation. When the axes are shuffled, Heuristic Orientation-Invariant 

Transformation allows for greater intra-protocol performance and inter-protocol 

performance. This suggests that in the case where the orientation of the sensor 

is suspect, such a transformation may be beneficial to use, but not if the 

orientation is known to be consistent. However, ENMO outperforms using 
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Heuristic Orientation-Invariant Transformation, again in agreement with the 

work of Yurtman et al. 

5.4.5 Conclusion 

When the axes are not shuffled Heuristic Orientation-Invariant Transformation 

performance is worse than the Base classifier, hence there does not appear to 

be a reason to use this method in the final pre-processing methods. When the 

axes are shuffled, ENMO was more beneficial than using Heuristic Orientation-

Invariant Transformation. Hence ENMO will be used in the final classification, 

not Heuristic Orientation-Invariant Transformation. 

5.5 Inclination Correction 

Another method to obtain some degree of orientation invariance is inclination 

correction (108). Instead of trying to achieve full invariance to orientation, this 

method attempts to mitigate the performance reduction caused by the 

accelerometer shifting on the wrist. Unlike a full rotation, this will not invert any 

axes but may cause a slight performance drop.  

5.5.1 Method 

Inclination correction works by ‘centring’ the acceleration streams. This is done 

by removing the average value obtained when standing still for 5s before 

starting the activity. This has the effect of transforming the data so that it may 

have been obtained from a correctly inclined accelerometer.  

The plot of transformed acceleration can be seen in Figure 19. As can be seen, 

the inclination correction has the effect of shifting the acceleration values. 
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Figure 19: Acceleration trace with inclination correction. The faint line representing the unfiltered data, the 

bold representing the filtered data. 

5.5.2 Results 

Using inclination correction did not significantly affect intra-protocol 

performance. The inter-protocol performance was significantly affected, with the 

Base outperforming the inclination correction (0.352, 0.415 versus 0.336, 

0.410). Only the reduction in the Lab-Free scores was significant. Shown in 

Table 20. 

 LabCV FreeCV Lab-Free Free-Lab 

Base 0.898 (0.103) 0.765 (0.214) 0.352 (0.132) 0.415 (0.0978) 

After filtering 0.893 (0.121) 0.774 (0.198) 0.336* (0.143) 0.410 (0.100) 

Table 20: LabCV, FreeCV, Lab-Free and Free-Lab performance when using inclination correction, 

compared to the Base classifier. * Indicates significant differences from the Base classification pipeline. 

Figures in brackets indicate standard deviations. 

5.5.3 Discussion 

Using inclination correction showed no significant effect on intra-protocol 

performance. This is in agreement with the work of Fida et al (108), who also 
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identified that inclination correction showed no significant intra-protocol 

performance increases. Much like Heuristic Orientation-Invariant 

Transformations, inclination correction is a method for when the orientation of 

the accelerometer is suspect, and it is believed that the device may have 

slipped slightly. In the case of Lab-Based data, the researchers attached the 

accelerometer and observed the protocol, hence could ensure that no slippage 

occurred. In the case of the Free-Living protocol, the researchers attached the 

devices but could not observe to ensure that no slippage occurred. It is 

important to note however, that inclination correction does not significantly 

decrease the intra-protocol performance, and may prove useful for participant-

mounted devices, although this assumption has not been tested. 

5.5.4 Conclusion 

Due to the lack of a performance increase, this method will not be included in 

the final pre-processing methods. 

5.6 Structure-Preserving Oversampling 

5.6.1 Method 

As discussed in Chapter 2, imbalanced classes may greatly decrease the 

classification performance (69). Oversampling is often used to mitigate this, 

creating synthetic data from the minority classes. Due to the high level of the 

interrelatedness of time series data, a specific method must be created in order 

to allow for oversampling without causing issues, such as weakening correlation 

structures for time series data. An oversampling method for time series data is 

‘Structure-Preserving Oversampling’ (75). This is an oversampling technique 

that generates synthetic samples while preserving the covariance structure of 

the data (therefore not weakening the correlation structures). 
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First, the covariance matrix of the time series of raw acceleration from the 

minority class is computed, the eigenvector decomposition of this covariance 

matrix is then identified. The eigenvectors are then split into ‘reliable’ and 

‘unreliable’ subspaces. Eigenvectors are reliable if the eigenvalues are 

consistent among subsamples of the data. The unreliable eigenvectors are then 

regularized to ensure smoothness of the eigen spectrum. These newly 

regularised eigenvectors are used to transform random Gaussian data, thus 

creating synthetic data that maintains the covariance structure of the data. An 

additional step to ensure that the random synthetic data created does not 

decrease the separation of the classes is to not allow the addition of synthetic 

data that reduces the minimum distance between two data points in differing 

classes. 
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5.6.1.1 Structure-Preserving Oversampling Algorithm: 

Inputs: 𝐶𝑙𝑎𝑠𝑠𝑚𝑖𝑛  = minority class, 𝐶𝑙𝑎𝑠𝑠𝑚𝑎𝑗 = majority class 

1. Generate the covariance matrix of 𝐶𝑙𝑎𝑠𝑠𝑚𝑖𝑛 to obtain 𝐶𝑜𝑣𝑚𝑖𝑛. 

2. Compute the eigenvalue decomposition of 𝐶𝑜𝑣𝑚𝑖𝑛 to obtain 𝐷𝑒𝑐𝑜𝑚𝑝 =

𝑒1, 𝑒2, … , 𝑒𝑁  

3. Divide into ‘reliable’ and ‘unreliable’ eigenvectors such that 𝑒1, 𝑒2, … , 𝑒𝐵 

are reliable and 𝑒𝐵+1, 𝑒𝐵+2, … , 𝑒𝑁 are unreliable.  

𝐵 (the index of the last reliable eigenvector) is found by using cross-validation 

for progressively increasing values potential values of 𝐵. One partition 

computes eigenvalues, then projects the other partition. This is compared to the 

true projection. When the accuracy drops, the optimal value of 𝐵 has been 

found. 

4. New regularised eigenvectors are then created using the formulation: 

  

𝑒�̂� {
𝑒𝑗            𝑗 ≤ 𝐵

𝛾(𝑗)        𝑗 > 𝐵
  ,    𝛾(𝑗) =  

𝑒1𝑒𝐵(𝐵 − 1)

𝑒1 − 𝑒𝐵
÷ (

𝐵𝑒𝑏 − 𝑒1

𝑒1 − 𝑒𝑏
+ 𝑗) 

5. A new vector (𝑉) is generated from a Gaussian distribution 𝑁(0,1) and 

then transformed into a synthetic member of class 𝐶𝑙𝑎𝑠𝑠𝑚𝑖𝑛 by transforming 

through 𝑉 

6. 𝑉 is checked to make sure that it doesn’t decrease the margin, if not 

then 𝐶𝑙𝑎𝑠𝑠𝑚𝑖𝑛 = 𝐶𝑙𝑎𝑠𝑠𝑚𝑖𝑛 ∪ 𝑉. 

7. Steps 5-6 are repeated until |𝐶𝑙𝑎𝑠𝑠𝑚𝑖𝑛| =  |𝐶𝑙𝑎𝑠𝑠𝑚𝑎𝑗|. 

5.6.2 Results 

Using Structure-Preserving Oversampling had no significant effect on the intra-

protocol performance (0.898, 0.765 versus 0.897, 0.765) but increased the 

inter-protocol performance (0.352, 0.415 versus 0.473, 0.498) significantly. This 

is shown in Table 21. 
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 LabCV FreeCV Lab-Free Free-Lab 

Base 
0.898 

(0.103) 

0.765 

(0.214) 

0.352 

(0.132) 

0.415 

(0.0978) 

Structure Preserving 

Oversampling 

0.897 

(0.143) 

0.765 

(0.213) 

0.473* 

(0.106) 

0.498* 

(0.0843) 

Table 21: LabCV, FreeCV, Lab-Free and Free-Lab performance when using Structure-Preserving 

Oversampling compared to the Base classifier. * Indicates significant differences from the Base 

classification pipeline. Figures in brackets indicate standard deviations. 

5.6.3 Discussion 

Chapter 3 identified the imbalances in both classification data-sets, showing 

that both data-sets are highly imbalanced, with a large skew towards sedentary 

activities. Although it is likely that this imbalance accurately reflects the true 

distribution of activities (with a high amount of sedentary activities and low 

amount of active PA), it is still beneficial for data-sets to be balanced for the 

purposes of classification. Despite this, including Structure-Preserving 

Oversampling in the classification pipeline does not cause a significant intra-

protocol performance increase. It is thought that this lack of an intra-protocol 

performance increase is for two reasons. Random Forests, as used in this work, 

are relatively robust in handling imbalanced data (135) and the data imbalances 

are the same for both the training and the testing sets (when investigating intra-

protocol performance). When investigating the effect on the inter-protocol 

performance of including Structure-Preserving Oversampling in the 

classification pipeline it is clear that it is beneficial, with a performance increase 

of up to 0.12. This is in agreement with the work of Cao et al who note a 5.3% 

increase in performance (75). 
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5.6.4 Conclusion 

As this method does improve the inter-protocol performance, at minimal cost to 

the intra-protocol performance, this method will be included in the final pre-

processing methods. 

5.7 Smoothing 

5.7.1 Method 

Smoothing is a post-processing method that refers to applying a modal filter to 

the predicted labels, such that each predicted label is replaced by the most 

common label of the 𝑛 closest labels (inclusive of itself) (75,124). Typically, this 

method increases performance, although by variable amounts. Multiple studies 

have used this method to increase performance, however, a consistent value of 

𝑛 has not been used. A simple modal filter has been used in all studies. The two 

values of 𝑛 that will be investigated are 3 and 11. 

5.7.2 Results 

Using a smoother with 𝑛 = 11 allowed for the greatest average increase in intra-

protocol performance (0.902, 0.775) and inter-protocol performance (0.356, 

0.419). These differences were significant only in the inter-protocol 

performance. In most cases the smoothing resulted in non-significant changes, 

as shown in Table 22.  
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 LabCV FreeCV Lab-Free Free-Lab 

Base 0.898 (0.103) 0.765 (0.214) 0.352 (0.132) 0.415 (0.0978) 

𝑛 = 3 0.905 (0.106) 0.770 (0.209) 0.354 (0.135) 0.415 (0.0987) 

𝑛 = 11 0.902 (0.100) 0.775 (0.231) 0.356* (0.128) 0.419* (0.0953) 

Table 22: LabCV, FreeCV, Lab-Free and Free-Lab performance when using a range of smoothing filters, 

compared to the Base classifier. * Indicates significant differences from the Base classification pipeline. 

Figures in brackets indicate standard deviations. 

5.7.3 Discussion 

Smoothing allowed for higher inter-protocol performance for 𝑛 = 11, but not 𝑛 =

3. This is most likely because it meant erroneous classifications has less 

impact.  

5.7.4 Conclusion 

Using smoothing with a 𝑛 = 11 significantly improves inter-protocol performance 

with no cost to intra-protocol performance. As such, this is a beneficial post-

processing method and will be included in the final post-processing. 

5.8 Hidden Markov Models 

5.8.1 Methods 

A Hidden Markov model can be used for removing isolated misclassifications in 

the predicted labels. Hidden Markov models use the prevalence of classes, as 

well as transition probabilities in the training data to ‘smooth’ the predicted 

classifications. As discussed in Chapter 2, Hidden Markov models describe the 

creation of an observable time series, making use of internal factors (hidden 

states) that are not directly observable. The predicted activities time series are 

the observable symbols, and a hypothetical time series of ‘correct’ 

classifications are the hidden states. Combing these with the transition 

probabilities and prevalence of different classes in the training data, the Hidden 
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Markov models can ‘predict’ the sequence of hidden states that generated the 

predicted activities. This sequence of hidden states represents a smoothed time 

series of activity classes that should more closely match the true activities 

performed (69). In this work, the transition probabilities and class prevalence’s 

are identified in Chapter 3. 

5.8.2 Results 

Using a Hidden Markov models had a positive effect on the intra-protocol 

performance (0.898, 0.765 versus 0.925, 0.801) it also increased the inter-

protocol performance in the Free-Lab data (0.352, 0.415 versus 0.353, 0.591). 

This is shown in Table 23. All scores were significantly different from the Base 

classifier except for the Lab-Free score. 

 LabCV FreeCV Lab-Free Free-Lab 

Base 
0.898 

(0.103) 

0.765 

(0.214) 

0.352 

(0.132) 

0.415 

(0.0978) 

Hidden Markov 

model 

0.925* 

(0.0931) 

0.801* 

(0.104) 

0.353 

(0.251) 

0.591* 

(0.200) 

Table 23: LabCV, FreeCV, Lab-Free and Free-Lab performance when using a Hidden Markov model 

smoother, compared to the Base classifier. * Indicates significant differences from the Base classification 

pipeline. Figures in brackets indicate standard deviations. 

5.8.3 Discussion 

The Hidden Markov model increased the intra-protocol performance, this was 

expected and agrees with the work of (68). Hidden Markov models will 

consistently increase the intra-protocol performance when using data from the 

same protocol (LabCV and FreeCV). This is because they make use of implicit 

information about the activity protocol: the average length of each activity and 

which activities are done next. If the activity protocol remains consistent among 

participants (typical for a Lab study) then this intra-protocol performance 

increase will be seen.  
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Despite the fact that the activity protocol changes, thereby changing the 

transition probabilities, using Hidden Markov models improves the inter-protocol 

performance. This is likely because they still have a smoothing effect, removing 

brief incorrect events, even if they cannot achieve the optimal smoothing; due to 

the changes in probability. 

5.8.4 Conclusion 

Using the Hidden Markov model smother improves the intra-protocol 

performance and the inter-protocol performance. As such, this is a beneficial 

post processing method and will therefore be included in the final post-

processing methods. 

5.9 Participant Adaptation via Iterative Relearning 

5.9.1 Method 

This is a form of post-processing that attempts to adapt the classifier to an 

individual participant via iteratively retraining it on the participant specific data 

(125). 

Specifically, Participant Adaptation via Iterative Relearning attempts to make 

use of the Base classifier and then adapts it to specific participants via self-

training. 

Self-training is a form of semi-supervised learning. First a supervised learning 

algorithm is trained on the labelled data only (this is the standard classification 

training step). This classifier is then used to predict labels for unlabelled data. 

The most confident of these labelling’s are then used to retrain the classifier 

(replacing the original data) allowing for a greater amount of training data, which 

is specific to the participant. As the unlabelled data used in the self-training 

comes from the participant themselves, the new classification model is more 
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closely aligned to their data and becomes more specialised (increasing the 

intra-protocol performance on the data, while decreasing inter-protocol 

performance). In essence this method is attempting to alter the problem from 

inter-subject-inter-protocol performance to intra-subject-intra-protocol 

performance which typically has a higher performance. 

The Participant Adaptation via Iterative Relearning algorithm for a single 

participant 𝐻 is: 

1. Create general classifier (person non-specific) using labelled data from 

training set 

2. Classify the unlabelled data from 𝐻 

3. Identify the most confident classification (in this work 5%), and create 

a classifier based on this 

4. Repeat step 3 until no improvement, or for a set number of iterations 

(in this case 5) 

5.9.2 Results 

Using Participant Adaptation via Iterative Relearning had a positive effect on the 

intra-protocol performance (0.898, 0.765 versus 0.916, 0.823) it also increased 

the inter-protocol performance in the Free-Lab data and the Lab-Free data 

(0.352, 0.415 versus 0.532, 0.512). Results presented in Table 24. All 

differences in scores were statistically significant. 

 LabCV FreeCV Lab-Free Free-Lab 

Base 
0.898 

(0.103) 

0.765 

(0.214) 

0.352 

(0.132) 

0.415 

(0.0978) 

Participant Adaptation via 

Iterative Relearning 

0.916* 

(0.119) 

0.823* 

(0.198) 

0.532* 

(0.102) 

0.512* 

(0.139) 

Table 24: LabCV, FreeCV, Lab-Free and Free-Lab performance when using Participant Adaptation via 

Iterative Relearning, compared to the Base classifier. * Indicates significant differences from the Base 

classification pipeline. Figures in brackets indicate standard deviations. 
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5.9.3 Discussion 

For all cases Participant Adaptation via Iterative Relearning improved the intra-

protocol performance. This is in agreement with the work of (125), who reported 

an intra-protocol performance increase ranging from 5.2% to 28% after one 

iteration and after four iterations the minimal increase was 16% (125). The 

reported intra-protocol performance increase in (125) is similar to the increase 

shown here.  

The increased intra-protocol performance may be a factor of the increased 

amount of training data, or the specific participant adaption. As FreeCV 

improves more than LabCV, and FreeCV has substantially more data than 

LabCV, this suggests that the intra-protocol performance increase is a product 

of the participant adaption rather than the increased number of training 

samples. 

5.9.4 Conclusion 

Using Participant Adaptation via Iterative Relearning improves the intra-protocol 

performance and the inter-protocol performance. As such this is a beneficial 

post processing method and will be included in the final post-processing 

methods. 

5.10 Combination of All Methods 

5.10.1 Methods 

The pre-processing methods that improved performance in this work were: 

• Using Structure Preserving Oversampling to rebalance the classes 

• Using ENMO with 𝑋, 𝑌, 𝑍 acceleration streams 

The post-processing methods that improved performance in this work were: 

• Using Participant Adaptation via Iterative Relearning 
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• Using a Hidden Markov model 

• Using a smoother with 𝑛 = 11 

These methods were combined into a single pre/post-processing approach and 

the effect on the intra and inter-protocol performance was tested. This method 

is referred to as Pre-Post-Combined approach. 

The combination took the following order.  

1. Determination of data type 

2. Structure Preserving Over-sampling was used to fix any class 

imbalances 

3. Windowing: Using 12.8-second windows 

4. Feature extraction: Using the statistical features on both the 𝑋, 𝑌, 𝑍 

streams and the ENMO 

5. Building the classification model: Using a Random Forest classifier with 

50 separate trees.  

6. The classifier then underwent Participant Adaption Via Iterative Re-

training, identifying the most confident classification (in this work 5%), 

and re-training the classifier based on this. 

7. After the final classification, the labels were then smoothed using the 

HMM, followed by the smoother with 𝑛 = 11. 

5.10.2 Results 

Using the Pre-Post-Combined allowed for the intra-protocol performance to be 

greater than the Base classifier (0.898, 0.765 versus 0.912, 0.817) and the 

inter-protocol performance was also higher (0.352, 0.415 versus 0.485, 0.556). 

The results of the Pre-Post-Combined and all methods used within it are 

presented in Table 25. 
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 LabCV FreeCV Lab-Free Free-Lab 

Base 
0.898 

(0.103) 

0.765 

(0.214) 

0.352 

(0.132) 

0.415 

(0.0978) 

𝐸𝑁𝑀𝑂, 𝑋, 𝑌, 𝑍 
0.910 

(0.109) 

0.802 

(0.201) 

0.394 

(0.127) 

0.534 

(0.0981) 

Structure Preserving Oversampling 
0.897 

(0.143) 

0.765 

(0.213) 

0.473 

(0.106) 

0.498 

(0.0843) 

Participant Adaptation via Iterative 

Relearning 

0.916 

(0.119) 

0.823 

(0.198) 

0.532 

(0.102) 

0.512 

(0.139) 

Hidden Markov Modelling 
0.925 

(0.0931) 

0.801 

(0.104) 

0.353 

(0.251) 

0.591 

(0.200) 

Median,  𝑛 = 11 
0.902 

(0.100) 

0.775 

(0.231) 

0.356 

(0.128) 

0.419 

(0.0953) 

Pre-Post-Combined 
0.912* 

(0.127) 

0.817* 

(0.199) 

0.485* 

(0.154) 

0.556* 

(0.109) 

Table 25: LabCV, FreeCV, Lab-Free and Free-Lab performance when using final pre and post-processing 

method, compared to the Base classifier. * Indicates significant differences from the Base classification 

pipeline and the Pre-Post-Combined method. Figures in brackets indicate standard deviations. 

5.10.3 Discussion 

The Pre-Post-Combined approach significantly increases both intra and inter-

protocol performance compared to the Base classifier. While the average 

performance of the Participant Adaptation via Iterative Relearning is higher that 

that of the Pre-Post-Combined approach, the difference is not significant. 

Therefore, the choice was made to make use of the Pre-Post-Combined 

approach, as this was not worse than Participant Adaptation via Iterative 

Relearning. 

It is worth noting a potential limitation in this method of combining the pre-

processing methods. Due to the order in which they are performed, they do not 

interact with each other. For instance, combining the Participant Adaption Via 
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Iterative Re-training and the smoothing would be a potential extension, instead 

of re-training the classifier on the most confident classifications, the smoothing 

could be used to determine windows that were incorrectly classified (windows 

where the label was changed due to smoothing), thus training the classifier on 

data where it is likely to misclassify. 

5.10.4 Conclusion 

Pre-Post-Combined approach will be used for the final classification pipeline 

because it allows for a consistently high increase in intra-protocol performance 

and inter-protocol performance across all data-sets. 

5.11 Conclusion 

This chapter set out to examine different methods of pre and post-processing 

methods and their ability to improve intra-protocol performance and inter-

protocol performance. The pre and post-processing methods that improved the 

intra and inter-protocol performance were identified. This was then used to 

create a combination of pre-and post-processing methods that will be used in 

the rest of this thesis. 

At this moment the classification pipeline is (red text indicates the additions from 

this chapter): 

1. Determination of data type 

2. Pre-processing 

2.1. ENMO extraction 

2.2. Structure Preserving Oversampling 

3. Segmenting into windows. 

4. Extracting features 

4.1. Normalization 

4.2. Feature reduction 
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4.3. Domain Adaptation 

5. Creating the classification model 

6. Post processing 

6.1. Participant Adaption via Iterative Relearning 

6.2. Hidden Markov Modelling 

6.3. Smoothing 
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6. Segmentation of Acceleration into 

Windows 

6.1 Introduction 

This chapter seeks to address a challenge identified in Chapter 2, namely that 

of developing a method for automatic segmentation of acceleration data. This 

will allow for variable length windows to be used in the activity classification 

pipeline, instead of fixed width windows. As discussed previously, variable 

length windows have advantages over fixed width: different activities have 

different optimal window sizes, and activity transitions can be avoided, which 

can decrease performance. 

This chapter sets out a methodology for automatic segmentation by combining 

wrist-worn accelerometry data with change point detection (CPD). CPD is a 

data driven method for detecting if the underlying process generating time 

series data changes. If the acceleration data is generated via participant 

activities, a detected change in the acceleration data is representative of a 

change in the activity that generates the acceleration (a transition). Hence, 

using CPD on acceleration data will allow for the detection of changes in the 

activity, namely transitions. 

The aim of this chapter is to create an activity transition detection method and to 

investigate the effects of varying parameters and data choices on performance 

of this method. An assumption integral to the majority of transition detection 

methods, is that all transitions are instantaneous (112). This assumption was 

tested, found to be false and methods to overcome it were developed.  

The performance of the new method created in this work was compared to 

other activity transition detection methods. After the optimal method for 
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transition detection was developed, the automatic segmentation allowed 

through this method was compared to fixed window methods in the context of 

activity classification. 

6.2 Change Point Detection 

Change point detection (CPD) refers to the identification of times when the 

probability distribution governing a stochastic process or time series changes 

(144). This makes it well suited to segmenting acceleration data based on 

changes in the acceleration data, as it has been shown that the probability 

distribution of a data window is linked to the activity performed in the data 

window (65). 

 

Figure 20: Showing change point detection separating data from four distributions. A shows the created 

data, B shows the CPD applied to the data, and C shows the correct separation. 

As an example of CPD, Figure 20A shows data created by concatenating 

samples from four normal distributions 𝑁(0.23, 0.02), 𝑁(0.82, 0.08), 𝑁(0.44 0.11), 

 𝑁(0.44, 0.06). Between data points 100 and 125 the data is gradually 

transitioned from being drawn from 𝑁(0.82, 0.08) rather than 𝑁(0.23, 0.02) to 

represent a gradual transition. 
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Figure 20B shows the probability estimated by the Online Bayesian CPD 

(OBCPD) (145) method that the data distribution has changed. A threshold 

value can then be used to decide if a point is a change point from the estimated 

probability. This value can be raised to decrease the number of segments into 

which the data is partitioned. In most cases an optimal threshold is identified 

from the data, as is the case in this work. 

Figure 20C shows the final segmentation of the data, when using a threshold of 

0.4 (chosen as an example). As can be seen, gradual transitions (seconds 100-

125) still allow for changes to be detected but not as precisely (assigning high 

probability to multiple points surrounding the true change). Note also that the 

transition in variance at data point 275 has been detected even though the 

means of distributions before and after are identical. 

Many different algorithms exist for detecting changes in time series data, each 

of which has advantages and disadvantages (144). The algorithm chosen for 

this work is OBCPD, as created by Adams and McKay (145). OBCPD, works by 

“estimating the posterior distribution over the current ‘run length’, or time since 

the last change point, given the data so far observed”. This means that when 

the change points are computed, both the probability that each successive point 

does not belong to the same distribution as previous points and length of runs 

are estimated. In very simple terms, this method works by identifying the 

probability that the next point it “sees” is generated by the same probability 

distribution as the previous points. This form of CPD was chosen for many 

reasons: 

• It is not necessary to know the number of changes a priori. In the 

majority of cases (such as segmenting data from unseen participants) 

this information would not be known. 

• OBCPD allows for the use of multivariate signals when detecting change 

points. The acceleration data is gathered from a triaxial accelerometer, 

meaning that three data streams are available. The current methods for 
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transition detection either only use one axis (146) or aggregate all axes 

into one data stream (112).  

• The OBCPD algorithm reports the probability or score indicating the 

likelihood of points being a change point instead of giving a hard 

classification of locations. Using probabilities allows for adjusting the 

severity of the segmentations by adjusting the threshold value. This 

allows the user to bias the algorithm towards under or over-segmentation 

depending on the task at hand.  

• Its online nature represents an advantage over retrospective methods, 

especially with the increasing interest in real-time online activity 

classification. 

• The running time of OBCPD scales linearly with the length of the data. 

Since accelerometry data can consist of 100Hz acceleration data 

gathered for 1 week, such a highly scalable algorithm is essential. 

OBCPD was used to identify the location of activity transitions by using CPD on 

the acceleration data and assuming that transitions in PA correspond to 

detected change points. 

6.3 Refractory Period 

During the process of investigating the transition detection methods, a limitation 

of current methodologies (including OBCPD) was identified. It was found that 

multiple transitions, in close proximity to one another (within 1 second), were 

predicted when only a single true transition occurred. It appears that these 

multiple transitions were identified because of the (incorrect) assumption that 

the transitions are instantaneous (or occur < 1 second). Hence a post-

processing method to supress these additional detected transitions was 

developed. 
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The post-processing method adds a refractory period in the change point 

detection (and other transition detection methods) that suppresses the detection 

of additional transitions within a set interval of other transitions. The interval 

used was 2.95 seconds, as Kozina et al (112) identified this as the average 

length of a transition. The time of the ‘detected’ transition was then identified as 

the mean of all detected transitions in the 2.95 second window. 

This detection of multiple transitions during a single true transition is illustrated 

in Figure 21. At 57 and 168 seconds a true transition occurs (panel A), but 

multiple transitions are detected (panel B). Using the refractory period, indicated 

by the yellow shading, sets the location of the ‘detected’ transition to the centre 

of the detected transitions and supresses all other detected transitions within 

2.95 seconds of the first detected transition (panel C). The margin is 

represented in panel D by a grey shaded area around the true transitions. A 

transition must be within this bounded area to be considered correct. 

 

Figure 21: A: the acceleration with the identified true transition locations. B: the estimated probabilities that 

each point is a transition as found by OBCPD, along with the 2.95 seconds refractory period following the 

first of each group of detections indicated by yellow shading. C: the transitions are then joined into a single 

location for each distinct transition, and (D) compared to the true location with margins of acceptance 

shown as grey shading. 
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6.4 Method 

6.4.1 Data 

This study made use of both the Lab-based transition data (3.2.1.2) and the 

Free-Living data discussed in Chapter 3. The acceleration data was reduced to 

10 Hz by averaging (mean) for two reasons: reducing the frequency of the data 

made the activity transitions more abrupt in the data and increased the 

performance of all methods; additionally, reducing the amount of data 

dramatically decreased the computational time required for all methods. 

A goal of this work was to determine which combination of the 𝑋, 𝑌 and 𝑍 axes 

accelerations, recorded by a triaxial accelerometer, yields the most accurate 

transition detection. The performance of the transition detection was evaluated 

for all combinations of axes. While the OBCPD is able to make use of 

multivariate data, the other methods are not. For the alternative methods, the 

data was aggregated into a single data stream by computing the vector 

magnitude of the acceleration axes. This represents the standard way of 

combining multiple acceleration axes for transition detection (112). When 

making use of multivariate data it is possible to weight each axis to assign 

greater importance to a specific axis, but this was not done in this work. 

 The performance of 7 different combinations of acceleration data were 

evaluated: 

1. X-axis 

2. Y-axis 

3. Z-axis 

4. Multivariate X and Y-axes 

5. Multivariate X and Z-axes 

6. Multivariate Y and Z-axes 

7. Multivariate X, Y and Z-axes 
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6.4.2 Metrics 

The performance of the transition detection was evaluated with multiple metrics 

in order to provide a more comprehensive view than any single metric may 

provide. The Lab-Based transition data was evaluated with the following 

metrics, as full information about the location of the true transitions was 

available (having been observed directly). 

• Root mean squared error (RMSE): this is computed by calculating 

square root of the mean squared time difference between each detected 

transition and the closest true transition. This evaluation informs how 

close detected transitions are to the true locations. 

• Matthews Correlation Coefficient (MCC): a correlation coefficient 

between the observed and predicted binary classification of a transition 

that takes into account true and false, positives and negatives and is 

generally regarded as a balanced metric which can be used even if the 

class sizes are very different (147). The formula for computation is:  

𝑀𝐶𝐶 =
(𝑇𝑁 × 𝑇𝑃) − (𝐹𝑃 × 𝐹𝑁)

√(𝑇𝑃 + 𝐹𝑃) × (𝑇𝑃 + 𝐹𝑁) × (𝑇𝑁 + 𝐹𝑃) × (𝑇𝑁 + 𝐹𝑁)
 

where 𝑇𝑃, 𝐹𝑃, 𝑇𝑁 and 𝐹𝑁 stand for the numbers of True Positives, False 

Positives, True Negatives and False Negatives respectively. 

Due to the imbalanced nature of the data-sets, which were comprised of mostly 

negatives (no transitions), the specificity (the proportion of correct negatives) 

and the accuracy were not used, as an accuracy of 99% is possible by never 

detecting any transitions.  

The Free-Living data does not contain full information about the location of the 

true transitions, just postural labels. This means that transitions between 

activities that have the same postural label (sitting to lying) are identified as 

transitions in the wrist acceleration data but not in the ActivPal (postural) labels. 

Therefore, different metrics that do not require the full information about the 
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location of the true transitions are required. These two metrics attempt to 

provide performance metrics that do not penalise False Positives (as changes 

in the wrist data that do not correspond to changes in the labels will evaluate as 

FP’s), without the bias toward over-segmentation that typically accompanies 

this lack of penalisation. 

• Sensitivity: sensitivity or true positive rate is defined as 
𝑇𝑃

𝑇𝑃+𝐹𝑁
. This metric 

is used to determine how often the transitions are detected correctly.  

• Mean Minimum Distance to transitions (MMD): the mean minimum 

distance is the mean distance between a true transition and the closest 

detected transition.  

Both metrics reward over-segmentation, having no penalty for False Positives. 

In order to correct this bias towards over-segmentation, a naïve transition 

detection method was created that identified the same number of transitions as 

the evaluated method (over-segmenting to exactly the same extent) and 

distributed them uniformly through the data. The ratio of the metrics computed 

for the methods being evaluated and the naïve detection thus gives an 

evaluation metric that is not influenced by over-segmentation: 

𝑅𝑎𝑡𝑖𝑜 𝑜𝑓 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (𝑅𝑜𝑆) =
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦(𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛𝑠)

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦(𝑁𝑎𝑖𝑣𝑒 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛)
 

𝑅𝑎𝑡𝑖𝑜 𝑜𝑓 𝑀𝑀𝐷(𝑅𝑀𝑀𝐷) =
𝑀𝑀𝐷(𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛𝑠)

𝑀𝑀𝐷(𝑁𝑎𝑖𝑣𝑒 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛)
 

Equation 5: Ratio of Sensitivity and Mean Minimum Distance. 

The RoS ranges between 0 and infinity, with larger numbers representing 

greater levels of success. A value of 1 means that the detected transitions are 

as sensitive as a naïve transition detection. 

The RMMD ranges between 0 and infinity, smaller values indicating detected 

transitions are closer to true transitions without over segmentation.  
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It is important to note that transitions are not instantaneous, and therefore a 

precision at the sampling rate (10Hz) is unfeasible. Hence, a transition is 

deemed to have been correctly detected (a true positive) if it is within a 

specified temporal “margin” of the labelled true transition between activities (see 

Figure 22). Kozina et al (112) estimated that the average transition between 

activities lasts 2.95 seconds, and Salcic (146) made use of a 3 second fixed 

window for activity transition detection. Consequently, a 3 second margin was 

used here, meaning that the detected transition must be within ±3 seconds of a 

true transition to be considered correct (allowing for the detected transition to 

occur 3 seconds before or after the labelled transition). The MCC and RoS 

made use of the margin whereas the RMSE and RMMD do not because they 

are distance-based metrics. 

When using the margin, it is possible for multiple detected transitions to be 

assigned to a single true transition; to mitigate this only a single detected 

transition was allowed to match to a true transition. For example, in Figure 22, a 

very low threshold would detect two transitions (at times 16 and 17), but only 

the closest {16} is counted as matching the true transition at time 15.  
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Figure 22: A) Showing detected transition/change point along with location of true change point. B) 

Showing true change point along with the acceptable ‘margin’ of error. A detected change point within this 

margin is deemed correct. Here either one of points 16 or 17 would be counted as correct, but to avoid 

double counting only one detected transition within the margin is counted.  

The performance of the OBCPD method was compared to three other methods:  

• Kozina’s method (112): this is a data driven approach that identifies 

points where there is a “significant change between consecutive data 

samples and divides the data into intervals at that point. The significant 

change is defined as a sequence of consecutive data samples where the 

values are in descending order, and the difference between the 

maximum and the minimum element in the sequence is larger than a 

threshold”. The threshold mentioned here is referred to as the ‘derived 

constant’ to differentiate it from the decision threshold used elsewhere in 

this work. The derived constant is a data derived value obtained from the 

maximum and minimum values of all of the participant’s available data. 

Like the OBCPD method, a score that any given instant is a transition is 

provided, and a decision threshold must then be chosen. 
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• Lyden’s method (148): this is a data driven method that identifies 

instances of rapid acceleration/deceleration and divides the data at those 

points. Rapid accelerations are defined as “instances where the absolute 

difference between adjacent counts from the second-by-second vertical 

acceleration signal is greater than the acceleration cut-off”. In the original 

work the cut-off value was 30 counts. However, since there is no direct 

conversion from counts to raw acceleration values, this approach was 

modified to use raw acceleration data. The second-by-second 

acceleration values were computed (subsampling the data to 1Hz by 

averaging), and the deciles of the absolute differences between 

consecutive samples were computed. This gave 10 possible threshold 

values that could be used to determine activity transitions.  

• Salcic’s method (146): this is a classification-based approach that 

creates a classifier trained on some labelled training data to identify 

whether a three second moving window contains a transition. It does this 

by forming a decision tree based on the absolute mean difference of the 

acceleration in the three second window. 

All methods require training, either to create and train a classifier or to identify 

the optimal decision threshold/acceleration cut-off value. To guard against 

overfitting, testing and training used Leave One Subject Out Cross Validation. In 

this case the optimal threshold was computed over the training participants and 

then used to identify the transitions in the held-out participant. For all threshold-

based methods, the optimal thresholds are identified by linear search of the 

values [0.01, 0.02, … , 1]. The value which optimises the performance on the left-

out data is used as the threshold. It is important to note that the multivariate 

methods only require a single threshold. 

The optimal parameters were identified in the Lab-Based transition data-set, 

after which their final performance using these parameters was evaluated on 

the Free-Living data. This gives a more accurate representation of their ability to 
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generalise to unseen data which will typically be gathered in a Free-Living 

scenario. The optimal thresholds are found by averaging the thresholds found 

for each ‘fold’ of the Leave One Subject Out Cross Validation. 

To determine if two methods have significance differences the data was paired 

by participant ID and a Wilcoxon signed-rank test (133) was used to compare 

the methods. Due to the fact the multiple hypotheses were evaluated on the 

same data set, the likelihood of a Type I error is increased. This was 

compensated for by using Bonferroni corrections. This entails testing each 

individual hypothesis at a significance level of 
α

m
, where α is the overall 

hypothesis level (in this case 0.05) and m is the number of hypotheses. A p-

value under  
α

m
 indicates that the results are statistically significantly different 

from one another with high confidence. 

6.5 Classification 

After the optimal transition detection method was identified (OBCPD) it was 

used to automatically segment the Lab-Based activity data (distinct from the 

Lab-Based transition data) and Free-Living acceleration data. This segmented 

data was then used in the classification pipeline, which was then compared to 

using fixed window sizes in activity classification. 

The Base classifier used in this thesis uses the following pipeline for the 

creation, training and testing of the classifier. The method tested here replaces 

using fixed 12.8 second windows with using detected transitions to 

automatically segment the data. 

1. Determination of data type 

2. Pre-processing: none 

3. Windowing:  

a. Using 12.8 second windows 
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b. Using automatic segmentation 

4. Feature extraction: using 39 features based on the statistical aggregate 

features and frequency statistics 

5. Building the classification model: using a Random Forest classifier with 

50 separate trees. 

6. Post-processing: none 

For the segmentation, the data was reduced to 10Hz, but not for the 

classification step. Sedentary-Standing-Active labelling in the Lab-Based activity 

data was used, this means that the Lab-Based activity data and the Free-Living 

data had comparable labels, hence it was possible to compute LabCV, FreeCV 

(to compute the intra-protocol performance), Lab-Free and Free-Lab (to 

compute the inter-protocol performance).  

The window sizes automatically generated were also examined.  

6.6 Results 

6.6.1 Lab-Based Transition Data 

Table 26 shows a comparison of the MCC scores for the OBCPD method and 

the three other representative algorithms drawn from the literature. Each 

method was evaluated on all combinations of accelerometer axes.  

The level of agreement between observed and predicted activity transitions (as 

measured by the MCC) was highest for the OBCPD (MCC 0.767). The best 

results were obtained from detecting transitions from the Y-axis only and 

making use of the refractory period (Table 26). For all single axes, the OBCPD 

achieved highest MCC values, outperforming the other three methods. The 

Salcic method had the lowest MCC values for all combinations of axes. The 

difference between the performance of the Y-axis OBCPD and the next best 

method (Lyden Y-axis) was significant. 
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The lowest RMSE values were obtained from the OBCPD method (Table 27), 

for all single axis methods, but for multiple axes Lyden’s method performed 

best. The lowest RMSE value (3.17 seconds) was once again obtained from 

detecting transitions in the Y-axis (vertical accelerations) only and making use 

of the refractory period. 

 OBCPD (145) Kozina (112) Lyden (148) Salcic (146) 

  Ref  Ref  Ref  

X 
0.636 

(0.173) 

0.726 

(0.0998) 

0.384 

(0.104) 

0.528 

(0.146) 

0.477 

(0.122) 

0.566 

(0.183) 

0.232 

(0.270) 

Y 
0.686 

(0.244) 

0.763 

(0.108) 

0.362 

(0.149) 

0.415 

(0.154) 

0.475 

(0.126) 

0.582 

(0.199) 

0.209 

(0.199) 

Z 
0.592 

(0.260) 

0.648 

(0.265) 

0.320 

(0.127) 

0.395 

(0.178) 

0.437 

(0.225) 

0.524 

(0.175) 

0.183 

(0.210) 

XY 
0.452 

(0.199) 

0.508 

(0.133) 

0.261 

(0.152) 

0.431 

(0.163) 

0.353 

(0.104) 

0.432 

(0.159) 

0.246 

(0.308) 

XZ 
0.419 

(0.171) 

0.489 

(0.221) 

0.426 

(0.131) 

0.487 

(0.125) 

0.474 

(0.138) 

0.580 

(0.160) 

0.233 

(0.174) 

YZ 
0.451 

(0.186) 

0.501 

(0.211) 

0.267 

(0.105) 

0.449 

(0.200) 

0.461 

(0.216) 

0.568 

(0.169) 

0.234 

(0.234) 

XYZ 
0.381 

(0.201) 

0.425 

(0.128) 

0.252 

(0.193) 

0.416 

(0.244) 

0.306 

(0.225) 

0.403 

(0.166) 

0.253 

(0.201) 

Table 26: Matthews Correlation Coefficient of the transition’s detection methods for all combinations of 

axes using Lab-Based transition data. Columns with labelled “Ref” refer to calculations using the refractory 

period. Bold indicates the highest value in that row; bold and underlined indicates a significant difference 

between that value and the next highest. The Salcic method made use of fixed length windows for 

transition detection therefore the refractory period was not applicable.  Figures in brackets indicate 

standard deviations. 

For single axis measurements, the X (horizontal right-left) and Y-axis (vertical) 

were consistently better than the Z-axis (horizontal front-back) for all methods. 

The performance of axes combinations was dependent on the method used, but 
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for the OBCPD method it was never the case than any combination of axes 

outperformed any single axis approach. 

In all cases the refractory period increased the MCC of the transition detection, 

typically increasing the performance by around 25%. However, the effect of the 

refractory period was significantly reduced when the detection threshold 

exceeded 0.5. As Table 27 shows, the refractory period tended to increase the 

RMSE for all algorithms, although only by 7%.  

Single axis measurements are preferable for the OBCPD method, but pairs of 

axes and all axes are beneficial for the Lyden method. Nonetheless in terms of 

location accuracy, the OBCPD method using any single axis is superior to 

Lyden’s method. In common with the MCC metric, the Y-axis yields the most 

accurate transition detections. For all methods except Salcic, all axes reported a 

bias (the sum of all errors) of less than ±1.4 seconds, additionally the errors 

were normally distributed, meaning the methods were neither consistently late 

nor early in identifying transitions. 
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OBCPD (145) Kozina (112) Lyden (148) 
  

Ref 
 

Ref 
 

Ref 

X 3.63 

(1.62) 

3.88 

(1.80) 

5.61 

(2.33) 

6.02 

(3.49) 

4.51 

(1.14) 

4.81 

(1.57) 

Y 3.17 

(1.53) 

3.38 

(1.18) 

6.02 

(3.70) 

6.20 

(2.09) 

4.42 

(1.34) 

4.58 

(2.15) 

Z 4.78 

(3.12) 

5.04 

(2.22) 

5.89 

(2.75) 

7.43 

(2.16) 

5.10 

(2.29) 

5.28 

(2.34) 

XY 6.73 

(2.59) 

7.17 

(1.01) 

7.34 

(2.85) 

7.29 

(2.22) 

5.53 

(1.51) 

6.41 

(1.99) 

XZ 6.90 

(3.83) 

7.30 

(4.42) 

5.30 

(3.52) 

5.62 

(2.29) 

4.86 

(2.26) 

5.08 

(2.00) 

YZ 6.64 

(4.00) 

7.09 

(3.18) 

6.64 

(3.86) 

7.25 

(3.22) 

4.56 

(3.11) 

4.75 

(3.24) 

XYZ 7.69 

(4.56) 

7.99 

(4.42) 

7.38 

(3.92) 

7.34 

(1.99) 

6.15 

(3.84) 

6.83 

(2.02) 

Table 27: Root Mean Squared Error (seconds) of the transition detection methods for all combinations of 

axes using Lab-Based transition data. Columns with labelled “Ref” refer to calculations using the refractory 

period. Bold indicates the lowest value in that row; bold and underlined indicates a significant difference 

between that value and the next lowest. The Salcic method made use of fixed windows for transition 

detection so the RMSE is not meaningful. Figures in brackets indicate standard deviations. 

The optimal threshold for the OBCPD method as identified by averaging all the 

thresholds found in the Leave One Subject Out Cross Validation was 0.128. 

6.6.2 Free-Living 

It is not meaningful to create a naive classifier using a fixed window approach, 

so the Salcic method is not used with the Free-Living data. 

As shown in Table 28 of the Free-Living data, the highest performing method 

was OBCPD obtaining a sensitivity of 0.802 and a Ratio of Sensitivity (RoS) of 

2.4. This means that the OBCPD method is 2.4 times more sensitive than a 
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naïve segmentation with the same number of detected transitions. The RoS 

value was determined to be significantly higher than other methods, but it was 

noted that all methods performed better than the naïve, uniformly spaced 

segmentation. The Lyden and Kozina methods achieved roughly equal RoS, but 

different sensitivity values. Specifically, the lower sensitivity values from Kozina 

with equivalent RoS values to Lyden’s method indicate that Lyden’s method 

detects a greater number of segmentations (over-segmenting) in the Free-

Living data.  

The OBCPD obtained a mean minimum distance (MMD) score of 3.67 seconds 

indicating that a transition was detected an average of 3.67 seconds from a true 

transition. This is about 0.7 seconds longer than the 2.95 seconds Kozina (112) 

estimates for duration of a transition and indicates that the OBCPD method is 

effectively detecting transitions. The RMMD is 3.21, which is comparable to the 

Kozina and Lyden methods, although these have different MMD scores, 

indicating a different level of segmentation. The accuracy of detection by these 

methods is significantly worse than the OBCPD method (5.16 seconds and 8.06 

seconds versus 3.67 seconds). 

The use of the refractory period decreased the sensitivity and MMD scores for 

all methods but significantly increased the RoS and RMMD for all methods. This 

indicates that while the refractory period decreases the sensitivity of methods, it 

also reduces the number of detected transitions. This reduction in detected 

transitions outweighs the reduced sensitivity when computing the RoS and 

RMMD. 
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 OBCPD (145) Kozina (112) Lyden (148) 

  Ref  Ref  Ref 

Sens 
0.831 

(0.283) 

0.802 

(0.268) 

0.675 

(0.209) 

0.632 

(0.224) 

0.872 

(0.342) 

0.839 

(0.415) 

RoS 
2.37 

(1.10) 

2.40 

(0.750) 

1.74 

(0.721) 

1.85 

(0.739) 

1.86 

(0.945) 

1.91 

(0.927) 

MMD 
3.54 

(1.47) 

3.67 

(0.624) 

8.73 

(1.67) 

8.06 

(1.74) 

5.16 

(0.873) 

5.16 

(0.824) 

RMMD 
3.16 

(0.914) 

3.21 

(1.27) 

2.98 

(2.35) 

3.02 

(1.31) 

2.71 

(0.936) 

2.88 

(1.27) 

Table 28: Reporting the average Sensitivity (Sens), Ratio of Sensitivity (RoS), Mean Minimum distance 

(MMD) and Ratio of MMD (RMMD) of the transition detection methods for each method in the Free-Living 

data over each person, figures in brackets represent standard deviations. 

6.6.3 Window Sizes 

The window sizes generated for the Lab-Based activity data under labelling 2 

and Sedentary-Standing-Active labelling, as well as the Free-Living data, are 

shown below in Table 29, Table 30 and Table 31. 

 

Lab Label 2 Min Median Max Mean Standard deviation 

Desk 1 14 284 42 62 

Standing 1 28 297 77 96 

Walking 1 7 300 20 45 

Household 1 6 123 6 4 

Lying 3 15 1800 150 380 

Table 29: Statistics about the window distribution in the Lab-Based activity data using automatic 

segmentation under labelling 2. All units are seconds (s). 

  



Segmentation of Acceleration into Windows Joshua Twaites 

 

184 

 

 

Sedentary-Standing-Active 

labelling 
Min Median Max Mean 

Standard 

deviation 

Sedentary 1 15 1800 90 262 

Standing 1 6 297 8 20 

Active 1 7 300 20 45 

Table 30: Statistics about the window distribution in the Lab-Based activity data using automatic 

segmentation under Sedentary-Standing-Active labelling. All units are seconds (s). 

Free-Living label Min Median Max Mean Standard deviation 

Sedentary 1 8 8175 28 122 

Standing 1 6 3229 9 21 

Active 3 6 626 8 11 

Table 31: Statistics about the window distribution in the Free-Living data using automatic segmentation. All 

units are seconds (s). 

The window sizes identified through automatic segmentation had a very broad 

distribution with a very large tail. Under labelling 2, the median window sizes 

range between 6-28 and the maximum sizes range between 123-1800. The 

median values themselves aren’t enough to distinguish between labels (as the 

Free-Living Standing and Active are very close). However, it does seem that 

different activities have different window sizes or have more varied window 

sizes. The median window sizes of the Lab-Based activity data under 

Sedentary-Standing-Active labelling, range between 6 and 15. Thus suggesting 

that the 12.8 second window used in the Base classifier is a good choice. 

However, the median window sizes are smaller in the Free-Living data, 6-8 

seconds 

6.6.4 Classificiation Performance 

As seen in Table 32 the classifier making use of the automatic window sizes, as 

determined by transition detection has a significantly higher inter-protocol 

performance (0.352, 0.415 versus 0.529, 0.675), without a significant decrease 

in the intra-protocol performance (0.898, 0.765 versus 0.885, 0.837). 
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 LabCV FreeCV Lab-Free Free-Lab 

Base 
0.898 

(0.103) 

0.765 

(0.214) 

0.352 

(0.132) 

0.415 

(0.0978) 

Auto-segmentation 

(OBCPD) 

0.885 

(0.117) 

0.837* 

(0.180) 

0.529* 

(0.0809) 

0.675* 

(0.0860) 

Table 32: Classification performance using automatically segmented data compared to the Base classifier. 

* Indicates significant differences from the Base classification pipeline. Figures in brackets indicate 

standard deviations. 

6.7 Discussion 

The OBCPD method developed in this study outperformed the three other 

methods it was compared against in the Lab-Based transition data and the 

Free-Living data. It achieved the highest MCC and Ratio of Sensitivity (RoS) 

and lowest RMSE and Ratio of Mean Minimum Distance (RMMD). Best 

performance was obtained through using the Y-axis alone. A limitation in activity 

transition detection methods was the assumption that transitions between 

activities are instantaneous. This assumption leads to the identification of 

multiple transitions when only one actually occurred. This limitation was 

overcome by introducing a refractory period of 2.95 seconds. The introduction 

of the refractory period improved MCC, RoS and RMMD values across all axes 

for the new OBCPD method as well as the other methods examined. 

The ability of this OBCPD to successfully identify transitions, validates the a-

priori assumption made in this work that ‘a change in the acceleration data is 

representative of a change in the activity that generates the acceleration’, as 

changes in the acceleration data are representing transitions in activity. 

The higher performance from the Y-axis is likely to arise from two factors: the 

specific activities in these data-sets are concerned with transitions from sitting 

to standing activities, with each causing an orientation change in the wrist. This 

change in orientation is likely to be captured by the Y-axis due to its position on 
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the body. Other combinations of axes might be more effective for detecting 

transitions between a broader range of activities. Additionally, using multiple 

axes together increased the prevalence of false positives. As a false positive in 

any axis will trigger the detection of a transition this would explain why all single 

axis measures outperformed any multi-axes measure in the OBCPD. This 

argument is strengthened by the fact that the other transition detection methods 

did not experience this reduction in performance when using multi-axis method, 

as they aggregate all multi-axis methods into a single data stream. 

The method of Lyden et al (148) was a high performing method for transition 

detection in the Lab-Based transition data, obtaining high MCC values and low 

RMSE values compared to the other non OBCPD methods. The low RMSE may 

be because the transitions were worked out on a second by second resolution 

unlike the Kozina method which used a 10Hz resolution. 

Kozina’s (112) method was the poorest performing data driven method on the 

Lab-Based transition data, likely because it required two different values to be 

identified: the probability threshold use to identify if a given point was a 

transition and the derived constant used in the identification of the transitions. 

As the derived constant was based on the maximum and minimum values of the 

entire acceleration stream, noise or extreme values may have contributed to 

this lower performance. 

Kozina and Lyden achieved comparable RoS and RMMD values but had 

different sensitivity and MMD values. The higher sensitivity and lower MMD 

values of Lyden’s method with the equivalent RoS and RMMD values indicate 

that it segmented the data more than Kozinas’ method (because the naïve 

sensitivity would have to be higher to obtain the same RoS). This over-

segmentation may be due to using 1 Hz data as opposed to the 10Hz Kozina 

data. 
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The bias values of ±1.4 seconds or under as reported by the OBCPD, Kozina 

and Lyden methods, suggest the main source of error is the gradual nature of 

the transitions. It has been noted that transitions typically take 2.95 seconds 

(112), the values of ±1.4 suggest that total error is roughly half that of the length 

of the transitions. Such errors would be expected when the transition label 

occurs in the centre of the transition and the detection occurs near the end or 

the beginning. As the errors are normally distributed, it is not the case that the 

transitions are consistently detected at specifically the end or the beginning. 

The method developed by Salcic (146) consistently achieved the poorest 

results, likely due to its status as a classification method rather than to a data 

driven approach. This means that it has the disadvantages of using fixed 

windows. It may have also been affected by the relatively small amounts of 

training data. The method involved creating fixed windows of 3 second duration 

resulting in only 1600 windows and of these only 10% contained transitions. 

The paucity of data combined with the imbalance of the data-set (containing 

90% non-transitions) is likely to have contributed to the lowered performance. 

The refractory period added to all the methods in this study led to increases in 

the MCC values for all methods and all axes combinations. This suggests that 

the problem of identifying multiple transitions for each true transition can be 

overcome by the addition of the refractory period. The refractory period has less 

effect on the performance when the decision threshold is increased, suggesting 

that most of the extra transitions detected have a low probability. The refractory 

period does not always decrease the RMSE, which may be because the 

refractory period methods places the detected transition at the central point of 

all detected transitions in the 2.95 second window. However, placing the 

detected transition at the end or the beginning of the detected transitions gives 

comparative results to placing it at the centre. 

In the Free-Living data the refractory period increases the RoS, while 

decreasing the sensitivity. Using the refractory period reduces the number of 
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transitions identified, which then decreases the sensitivity of the naïve classifier, 

offsetting the decrease in sensitivity of the non-naïve classifier. Similarly, use of 

the refractory period increased the MMD but decreased the RMMD for all 

methods, most likely for the same reason. 

An important facet of this data was observed in the Free-Living data. Transitions 

in the acceleration data (GENEActiv) did not always correspond to transitions in 

the postural data (ActivPal), probably because some activities have the same 

postural labelling. An example of this is shown in Figure 23: the acceleration 

values noticeably change but there is no recorded change in the postural labels. 

A transition is detected in the acceleration values of Figure 23 at 30.4 seconds, 

which is noticeably a valid change. However, as the postural labels don’t 

change this would be reported as a false positive. No modification to any of the 

algorithms used or parameter manipulations can stop these changes being 

identified; as the changes are there. However, because these changes are not 

present in the ‘known transitions’ (obtained from the ActivPal labelling) they are 

treated as incorrect by the evaluation metrics. For this reason, evaluation 

metrics that do not penalise False Positives were used.  

Evaluation methods that do not use False Positives are biased towards over-

segmentation. To mitigate this the performance of a naïve transition detection 

with identical amounts of over-segmentation (having equal amounts of 

segments) was computed in order to compare against the evaluated transition 

detection system. 
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Figure 23: Acceleration value with labels, showing a change in acceleration that does not correspond to a 

change in the identified activity. The detection of a change in acceleration that does not correspond to a 

change in the label. 

Making use of variable length windows, as defined by activity transition 

detection allowed for a significantly higher inter-protocol performance without a 

decrease in the intra-protocol performance. This indicates that using the 

variable length windows allows for a greater ability to generalise to unseen data 

than fixed windows. 

The median window sizes are slightly lower in the Free-Living data than the 

Lab-Based activity data, this is likely due to the fact that the Lab-Based activity 

data is gathered under a strict protocol with uninterrupted segments of specific 

activities. 

6.7.1 Strengths And Limitations 

A strength of this work comes from the use of Free-Living data as using Free-

Living data allows for validation, which is not possible with only Lab-Based data. 

ActivPal labelling with Y-acceleration 
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The majority of accelerometry studies make use of only Lab-Based data (55), 

which typically do not generalise well to Free-Living (77). This inability to 

generalise means that methods that perform well in Lab-Based data may have 

limited value as the majority of population studies use accelerometers in Free-

Living environments (58). 

A further strength of this work was the introduction of the refractory period. This 

improved the performance for all axis combinations and all methods. It is a 

simple modification that can be made to existing activity transition methods 

(either standalone or as part of classification systems) that can be expected to 

increase the performance with minimal extra computation. 

An additional strength of the work is that the OBCPD algorithm used permits 

online computation of the change points (and therefore the activity transitions) 

and segmentation of accelerometry data. With the increased adoption of 

wearable devices, such as FitbitTM and AppleTM watches, real time online wrist-

worn activity evaluation is now becoming more prevalent, giving online 

segmentation algorithms a great advantage.  

A limitation of this work is that the activities used are fairly simple. It is possible 

that when multiple activities are involved, especially more moderate and 

vigorous ones, the performance of the method may vary. The current 

conclusions may or may not be valid under more free form activities.  

Another limitation of this work was the uncertainty in the locations of the true 

transitions and the use of the RMSE. The locations of the true transitions were 

only known with a resolution of 1 second and, more fundamentally, this and all 

similar work has to confront the difficulty of assigning the location of a transition 

taking, perhaps, 3 seconds to a single instant. Here the use of the margin 

around a single instant appears to reduce the precision of the RMSE.  

Additionally, when computing the MCC it was possible to have multiple detected 

transitions assigned to one true transition; to mitigate this only a single detected 
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transition was matched. Only allowing a single detected transition to match to a 

true transition was not possible with the RMSE as ‘unmatched’ transitions had 

an infinite error (due to not having any correct transitions to match to). Due to 

this, it was decided to let multiple detected transitions match to true transitions 

when computing the RMSE. 

An additional weakness was the limited labelling available in the Free-Living 

data, meaning that additional metrics had to be identified in order to evaluate 

the performance of the activity transition detection methods. In future work, this 

could be addressed by making use of Free-Living data gathered in such a way 

that allows for more detailed labelling, such as participant-mounted cameras 

(149). 

6.8 Conclusion 

The performance of the new Online Bayesian Change Point Detection (OBCPD) 

method was equal to or better than existing methods depending on the metrics 

used for evaluation and the data used. In high quality Lab-Based data and Free-

Living data the OBCPD method outperformed all others. As such the new 

OBCPD method is a useful addition to existing activity transition methods and 

has the advantage of online computation. 

The development of this transition detection method allowed for the automatic 

segmentation of acceleration data into variable length windows. The 

classification pipeline making use of these windows, outperformed the fixed 

window approach of the Base classifier with respect to inter-protocol 

performance. As such this method will be utilised in the final classification 

pipeline developed in this work. 

At the moment the classification pipeline is (red text indicates the addition from 

this chapter): 
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1. Determination of data type 

2. Pre-processing 

2.1. ENMO extraction 

2.2. Structure Preserving Oversampling 

3. Automatically segmenting acceleration data 

4. Extracting features 

4.1. Normalization 

4.2. Feature reduction 

4.3. Domain Adaptation 

5. Creating the classification model 

6. Post processing 

6.1. Participant Adaption via Iterative Relearning 

6.2. Hidden Markov Modelling 

6.3. Smoothing 
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7. Recurrence Quantification Analysis 

7.1 Introduction 

This chapter examines the use of Recurrence Quantification Analysis (RQA) 

features for improving inter-protocol performance.  

As mentioned in Chapter 2, a common issue in activity classification is the poor 

ability of a classifier to generalise to data different to its training data. Often this 

manifests as lower classification performance in Free-Living data than in the 

Lab-Based data the classifier was trained on (intra-subject-inter-protocol), 

although it can also be seen when attempting to classify activities of different 

populations, such as classifying the activity of overweight participants when 

trained on normal weight participants (inter-subject-intra-protocol). Several 

methods for mitigating this performance decrease have been investigated: 

individual participant adaption (125), the use of specific classification models 

(77) and the use of specific classification features that are hypothesized to have 

a greater inter-protocol/inter-subject performance than standard statistical 

features (76). 

Classification features with high inter-protocol performance typically report lower 

intra-protocol performances than standard statistical features (76). The 

challenge therefore is to identify features that allow for high inter-protocol 

performance without reducing the intra-protocol/intra-subject performance. This 

work has identified RQA as a potential method for this. RQA creates an image 

based on the recurrent structure of the acceleration and then computes 

aggregative statistics based on this image, combining both morphological 

(structural) and statistical methods; methods based on the structure of the 

signal and the statistical distribution of the signal values, respectively. RQA has 

shown considerable success in accelerometry gait analysis (118), a field of 

study similar to that of activity classification.  
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RQA is a method of statistically analysing data generated by dynamical 

systems; specifically, it is a way of analysing recurrence plots of a dynamical 

system (150). Recurrence plots identify the states at which a system 

approximately repeats a previous state. These recurrence plots characterise the 

structure of the dynamical system: simple dynamical systems, such as a limit 

cycle, have simple recurrence plots with few points of recurrence, while 

complex dynamical systems will have many points of approximate recurrence. 

The features extracted through RQA describe this recurrence plot and hence 

the structure of the acceleration data.  

The principal benefits of RQA compared to other morphology-based methods 

are that it requires no filtering before analysis, and it can provide useful 

information when using data of short durations; whereas some statistical 

features need large amounts of data before they become meaningful; especially 

if the data is non-normal.  

No research has been identified using RQA in PA classification. This work 

investigates the use of RQA features for classification, comparing them with the 

features used in the Base classifier and concentrating on their inter-protocol-

inter-subject performance. Additionally, this work challenges the a priori 

assumption that using all axes of the accelerometer for feature extraction 

results in improved performance by investigating the performance for all 

combinations of axes. 

7.2 Method 

7.2.1 Data  

Both the Free-Living and the Lab-Based data, as described in 3.2 were used in 

this chapter. Sedentary-Standing-Active labelling (as identified in 3.2.1) was 

used in the Lab-Based data to ensure comparability between data-sets, this 

meant that both data-sets used the labels: Sedentary, Standing or Active. The 
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data was down sampled to 50Hz because the computation of the RQA features 

was very computationally expensive; decreasing the frequency of the data 

reduces the size of the signals to be computed and therefore the computational 

load. 

7.2.2 Analysis 

As Sedentary-Stand-Active Labelling was used it was possible to compute: 

LabCV, FreeCV, Lab-Free and Free-Lab. LabCV and FreeCV give an indication 

of the intra-protocol performance (how well the classification performs on data 

from the same protocol), while Lab-Free and Free-Lab give an idea of inter-

protocol performance (how well the classification performs on data from a 

different protocol).To determine if there was a significant difference between the 

Base classification pipeline and the pipeline making use of the RQA features, a 

Wilcoxon signed-rank (133) test was used determine whether the performances 

were significantly different. In order to ensure a large enough sample size, the 

comparisons were paired on each participant’s performance, instead of the 

average. Due to the fact the multiple hypotheses were evaluated on the same 

data set, the likelihood of a Type I error is increased. This was compensated for 

by using Bonferroni corrections. This entails testing each individual hypothesis 

at a significance level of 
α

m
, where α is the overall hypothesis level (in this case 

0.05) and m is the number of hypotheses. A p-value under  
α

m
 indicates that the 

results are statistically significantly different from one another with high 

confidence. 

7.2.3 Recurrence Quantification Analysis Feature Extraction: 

RQA feature extraction over a signal (𝐹) works by first computing the distance 

matrix (𝐷𝑀) of the signal and then extracting features corresponding to the 

matrix. 𝐷𝑀 is a matrix, such that in position (𝑖, 𝑗) its value is the distance 

between vertices 𝑖 and 𝑗. 
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𝐷𝑀(𝑖, 𝑗) = ‖𝐹(𝑖) − 𝐹(𝑗)‖ 

Equation 6: Distance matrix. 

For RQA, a threshold (𝜀) is then applied to 𝐷𝑀 in order to create a binary 

recurrence matrix 𝑅. If the distance between points 𝑖, 𝑗 is less than the 

threshold 𝜀, then point 𝑅(𝑖, 𝑗) is 1, else it is 0. 

𝑅(𝑖, 𝑗) =  {
1 𝑖𝑓 𝐷𝑀(𝑖, 𝑗) < 𝜀

0 𝑖𝑓 𝐷𝑀(𝑖, 𝑗) ≥ 𝜀
 

Equation 7: Recurrence matrix. 

Once the recurrence matrix has been created, features describing 𝑅 are 

extracted. The features generally focus on the frequencies of contiguous ‘lines 

of ones’, referencing segments of the signal that are similar. An example of 𝑅 

can be seen in Figure 24 as well as the signal 𝐹 that was used in its creation. 

Two similar segments can be seen highlighted in 𝐹, creating a ‘line of ones’ in 

the 𝑅.  

Four types of feature are usually extracted from the recurrence matrix (150), 

some of which consider the entire matrix and others that focus only on the 

distribution of the ‘lines of ones’. Typically for these distribution-focussed 

features, indicated with a * below, three variants are computed; once for 

diagonal lines of ‘1’s, once for vertical lines of ‘1’s and once for vertical lines of 

‘0’s. These are described fully on Table 33. 

• Recurrence rate is the density of the recurrence points in the matrix. This 

corresponds with the probability that any given state will recur. This is 

computed once over the entire matrix. 

• Determinism* measures the predictability of the dynamical system 

modelled by the recurrence matrix. A random process will have almost 

only single dots and no lines in the recurrence matrix, whereas a 

deterministic process will have mostly lines in the recurrence matrix. 
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• Divergence* estimates the maximal Lyapunov exponent of the system 

which is a measure of the predictability of the system (151).  

• Entropy* measures the complexity of the system. Entropy is the average 

rate at which information is produced by a stochastic process. In the 

case of a signal, this is a measure of the signal’s complexity (152). 

 

 

Figure 24: This illustrates an accelerometer trace, and the corresponding recurrence matrix (R) created. 

Black indicates a value of 1, white indicates a value of 0. This matrix is then used for feature extraction. 

The signal (F) used to generate the matrix is in blue. The red line identifies where i=j. The green sections 

identify two segments of the signal that show high similarity with one another and generate a large black 

patch. This identifies a high amount of recurrence for this segment of the signal. 

  

Acceleration trace with corresponding recurrence matrix 
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Feature 

Number 

Feature 

symbol 
Feature Name Formulae 

1 RR Recurrence Rate 
1

𝑁2
∑ 𝑅(𝑖, 𝑗)

𝑁

𝑖,𝑗=1

 

2 DETd Diagonal determinism 
∑ 𝑙𝑃(𝑙)𝑁

𝑙= 𝑙𝑚𝑖𝑛

∑ 𝑙𝑃(𝑙)𝑁
𝑙=1

 

3 µd Average diagonal line length 
∑ 𝑙𝑃(𝑙)𝑁

𝑙= 𝑙𝑚𝑖𝑛

∑ 𝑃(𝑙)𝑁
𝑙=1

 

4 Maxd Maximum diagonal line length max(𝑙) 

5 DIVd Diagonal Divergence 
1

max(𝑙)
 

6 ENTRd Diagonal Entropy ∑ 𝑝(𝑙)l n(𝑝(𝑙))

𝑁

𝑙=𝑙𝑚𝑖𝑛 

 

7 DETh Horizontal determinism 
∑ 𝑣𝑃(𝑣)𝑁

𝑣= 𝑣𝑚𝑖𝑛

∑ 𝑣𝑃(𝑣)𝑁
𝑣=1

 

8 µh Average Horizontal line length 
∑ 𝑣𝑃(𝑣)𝑁

𝑣= 𝑣𝑚𝑖𝑛

∑ 𝑃(𝑣)𝑁
𝑣=1

 

9 Maxh Maximum Horizontal line length max(𝑣) 

10 ENTRh Horizontal Entropy ∑ 𝑝(𝑣)l n(𝑝(𝑣))

𝑁

𝑣=𝑣𝑚𝑖𝑛 

 

11 µw Average white horizontal line length 
∑ 𝑤𝑃(𝑤)𝑁

𝑤= 𝑤𝑚𝑖𝑛

∑ 𝑃(𝑤)𝑁
𝑤=1

 

12 Maxw Maximum white horizontal line length max(𝑤) 

13 ENTRw White horizontal Entropy ∑ 𝑝(𝑤)l n(𝑝(𝑤))

𝑁

𝑤=𝑤𝑚𝑖𝑛 

 

14 
RR/ 

DETh 
 

1

𝑁2
∑ 𝑅(𝑖, 𝑗)

𝑁

𝑖,𝑗=1

÷
∑ 𝑣𝑃(𝑣)𝑁

𝑣= 𝑣𝑚𝑖𝑛

∑ 𝑣𝑃(𝑣)𝑁
𝑣=1

 

15 
RR/ 

DETd 
 

1

𝑁2
∑ 𝑅(𝑖, 𝑗)

𝑁

𝑖,𝑗=1

÷
∑ 𝑙𝑃(𝑙)𝑁

𝑙= 𝑙𝑚𝑖𝑛

∑ 𝑙𝑃(𝑙)𝑁
𝑙=1

 

Table 33: Feature symbols, names and formulations for all features used in RQA. Here 𝑃(𝑣), 𝑃(𝑙) are the 

frequency distributions of the vertical and horizontal lines respectively. 𝑝(𝑣), 𝑝(𝑙) are the probabilities that 

a vertical line/horizontal line has length 𝑣/𝑙 . 𝑣𝑚𝑖𝑛 and 𝑙𝑚𝑖𝑛 are the minimum length vertical and horizontal 

lines considered. 𝑁 is the number of vertical/horizontal lines. 
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The majority of activity classification methods make use of all three axes of the 

accelerometer (55), however it was not known a priori if using all three axes 

was best for RQA features. Due to this, features were extracted for all 

combinations of the 𝑋, 𝑌, 𝑍 axes. 

● X-axis 

● Y-axis 

● Z-axis 

● Multivariate X and Y-axes, 𝑋𝑌 

● Multivariate X and Z-axes, 𝑋𝑍 

● Multivariate Y and Z-axes, 𝑌𝑍 

● Multivariate X, Y and Z-axes, 𝑋𝑌𝑍 

The multivariate combination of the axes was created via averaging the axes at 

each point to make one aggregate signal. 

7.2.4 Takens’ Theorem 

For activity classification it is possible to extract the RQA features from the 

acceleration signals. However, an extension to this method exists. According to 

the work of Hekler et al (153), a participant’s movements can be thought of as a 

chaotic dynamical system. This means that the initial starting condition of PA 

can greatly change the values throughout time, and how much the current point 

depends on previous points changes with the value of the current point. 

Takens’ theorem (154) states that a dynamical system (𝐷𝑆) can be 

reconstructed from a sequence of observations (𝑜) and the state of the system 

using a time delay 𝜏 and an embedding dimension 𝑒𝑚, such that: 

𝐷𝑆(𝑖) = (𝑜(𝑖), 𝑜(𝑖 + 𝜏), 𝑜(𝑖 + 2𝜏), … , 𝑜(𝑖 + (𝑒𝑚 − 1)𝜏)) 

Equation 8: Reconstruction of dynamical system via Takens' theorem. 
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In order to be a faithful reconstruction (a diffeomorphism between the original 

system and the reconstruction) the embedding dimension must be greater than 

twice the intrinsic dimension of the original system. 

In the context of this work, the participant’s PA is the dynamical system and the 

sequence of observations are the acceleration values observed. For different 

axis combinations these observed values can be 1-3 dimensional (𝑋, 𝑌, 𝑍). 

According to Takens theorem, it is possible to recreate the dynamical system 

(the participants PA) from these observed values (the accelerations), the 

recreated dynamical system can then used for extracting RQA features instead 

of just using the acceleration values. 

The choice of delay time and embedding dimension are dependent on the 

acceleration signal and are therefore are affected by the choice of 

accelerometer axes used. 

The optimal value for the time delay is often near the earliest occurring 

minimum in the autocorrelation of the signal. The optimal value of the 

embedding dimension can be computed by constructing the phase space 

according to Takens’ theorem and then using Principal Component Analysis to 

identify how much information (expressed as variance explained) each 

dimension contributes toward the phase space reconstruction. The minimum 

number of dimensions to retain most of the information is often near the optimal 

embedding dimension (155). 

Figure 25 identifies the optimal time delays for each axis combination, this 

information is also expressed in Table 34. This shows that the optimal delay for 

each axis is reasonably consistent, with the exception of the 𝑍 axis, being 

between 11 and 15. At 50Hz these delays correspond to around 0.24 seconds.  
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Axis 𝑋 𝑌 𝑍 𝑋𝑌 𝑋𝑍 𝑌𝑍 𝑋𝑌𝑍 

Optimal delay (s) 11 12 24 14 11 12 15 

Table 34: Table showing the optimal delay as computed via the autocorrelation for each axis/aggregated 

axis. 

 

 

Figure 25: This image shows the autocorrelation values for time delays, for a variety of axis combinations. 

  

Autocorrelations for axes combinations 



Recurrence Quantification Analysis Joshua Twaites 

 

202 

 

 

 

 

Figure 26: Image showing the proportion of variance explained for each principal component in a Principal 

Component Analysis of a reconstructed phase space. Where [a, b] represents using both a and b at once 

two-dimensional data such that [a, b]1 = (a1, b1). 

As can be seen from Figure 26, the first dimension contains most of the 

variance/information for all axis combinations. Due to this, for all axis 

combinations, the value of the embedding dimension (𝑒𝑚) was set to 1. Takens’ 

theorem works if 𝑒𝑚 is greater than twice the intrinsic dimension of the 

dynamical system generating the motion. For a person walking, swinging their 

arms, the intrinsic dimension is at least 3 or 4, implying that an embedding 

dimension of at least 7 or 9 is needed. However, it was found that the optimal 

embedding dimension was only one. A potential reason for this is that this 

method for finding the optimal dimension is only an approximation and may not 

identify the true optimum. It may also be that case that while the intrinsic 

dimension of swinging arms is 3 or 4, the limitations applied to participants in 

the Lab-Based activity protocol mean less of the potential dimensions are 

Proportions of variance explained for axis combinations 
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achieved (for example, walking was done on a treadmill, so no lateral motion 

occurred). 

7.2.5 Parameter Identification 

For the activity classification, parameters such as the thresholding value (𝜀) 

used in the creation of the recurrence plot must also be identified. In order to be 

robust to changes in scale, this was determined as a proportion of the standard 

deviation of the data (𝐶, representing the proportion of the standard deviation 

𝜎).  

The optimal axis combinations and threshold values were identified by 

optimising them on the LabCV score, as defined in Chapter 3. The results can 

be seen in Table 35.  

7.2.6 Comparison of RQA Features 

Both RQA and Base features (those used in the Base classifier) were used for 

computing LabCV, FreeCV, Lab-to-Free and Free-to-Lab. Additionally, 

combining the RQA features and the Base into one larger set of features was 

also evaluated. This feature set is referred to as the Combination feature set. 

7.2.7 Creating, Training And Evaluating The Classifier 

The activity classifier in this chapter follows the Base classification pipeline 

discussed in preceding chapters, with step 4, simply modifying the features 

extracted from the Base (see 3.5.1) to either RQA or Combination features. 

1. Determination of data type 

2. Pre-processing 

3. Segmenting into windows 

4. Extracting features 

i) Using Base features 
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ii) Using RQA features 

iii) Using Combination features 

5. Creating the classification model 

6. Post processing 

7.3 Results 

Table 35 investigates how varying the axes used and the values of 𝐶 impact the 

performance on the Lab-Based data set. There is a low variation over all axes 

and values of 𝐶, suggesting that the axes used, and the values of 𝐶 do not 

impact the performance greatly. In most cases a 𝐶 value of 0.05 leads to a 

lower performance, except for using the [𝑋, 𝑌] axis, where the best performance 

was reported with this value. No single 𝐶 value achieves consistently higher 

results, although higher values of 𝐶 to tend toward higher performances, 

possibly in response to the relatively high amounts of noise in acceleration data. 

The 𝑋 axis is the poorest performing single axis, with a maximum value of 0.86, 

compared to the maximal single axis score of 0.88. The 𝑌 axis is the highest 

performing single axis with a maximal value of 0.88. Using combinations of 

single axes [𝑋, 𝑌], [𝑋, 𝑍], [𝑌, 𝑍] and [X, 𝑌, 𝑍] achieved lower performances than 

single axis techniques with a maximal value of 0.87. Using combinations of 

axes by averaging achieved the highest performances with 𝑋𝑌𝑍 and 𝑋𝑌 

reporting F1-scores of 0.89 for a range of 𝐶 values.  
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Axis 
Threshold as a proportion of the standard deviation of the 

embedded signal, C: 

  

 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 

𝑋 0.81 0.83 0.84 0.85 0.85 0.85 0.85 0.85 0.85 0.85 

𝑌 0.86 0.86 0.87 0.87 0.87 0.87 0.87 0.87 0.87 0.87 

𝑍 0.81 0.82 0.83 0.84 0.84 0.84 0.85 0.85 0.85 0.85 

𝑋𝑌 0.85 0.86 0.87 0.87 0.88 0.88 0.88 0.89 0.89 0.88 

𝑋𝑍 0.82 0.84 0.85 0.86 0.86 0.87 0.87 0.87 0.87 0.87 

𝑌𝑍 0.84 0.85 0.86 0.86 0.86 0.86 0.86 0.86 0.86 0.86 

𝑋𝑌𝑍 0.84 0.86 0.88 0.88 0.88 0.88 0.88 0.89 0.88 0.88 

[𝑋, 𝑌] 0.87 0.86 0.86 0.86 0.86 0.85 0.84 0.84 0.83 0.83 

[𝑋, 𝑍] 0.77 0.81 0.83 0.83 0.83 0.83 0.83 0.83 0.84 0.83 

[𝑌, 𝑍] 0.85 0.85 0.85 0.85 0.85 0.86 0.86 0.85 0.84 0.84 

[𝑋, 𝑌, 𝑍] 0.86 0.87 0.86 0.86 0.86 0.86 0.86 0.85 0.85 0.84 

Table 35: the LabCV score for a range of threshold values and combinations of axes when classifying the 

Lab-Based data. 

It was found that using the mean of the 𝑋, 𝑌 accelerations, denoted by 𝑋𝑌, with 

𝜏 = 14, 𝑒𝑚 = 1, 𝐶 = 0.4 achieved the highest LabCV performance. However, this 

performance was not significantly different to 𝑋𝑌 with a range (0.10-0.50) of 

other 𝐶 values, or from 𝑋𝑌𝑍 for a range of 𝐶 values (0.15-0.50).  

The parameters that obtained the highest performance (𝐶 = 0.4, 𝑋𝑌), were then 

used in the computation of the features in the Free-Living data-set. This 

permitted for the computation of FreeCV, Lab-Free and Free-Lab scores, 

allowing comparison of the RQA and Combination features against the Base 

features with respect to their inter-protocol and intra-protocol performance. 
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Features LabCV FreeCV Lab to Free-Living Free-Living to Lab 

Base 0.90 (0.10) 0.77 (0.21) 0.35 (0.13) 0.42 (0.098) 

RQA 0.89 (0.076)  0.74 (0.088) 0.69 (0.086) * 0.84 (0.035) *^ 

Combination 

features 
0.90 (0.13) 0.80 (0.18) *^ 0.71 (0.16)* 0.73 (0.12) * 

Table 36: the performance of all features sets on all data-sets, with the standard deviation of CV 

performances in brackets. * indicates the performance is statistically different from the Base features. ^ * 

indicates the performance is statistically different from the RQA features. 

As can be seen in Table 36, the Combination features and the RQA features do 

not have significantly higher LabCV performances than the Base features.  

In the FreeCV performances, the Base and RQA features are not significantly 

different. The Combination features outperform both the RQA and the Base 

features. 

The RQA (0.69) and Combination (0.71) features significantly outperform the 

Base (0.35) features when evaluating the Lab-to-Free-Living data, indicating 

that they have a greater inter-protocol performance than the Base features. 

The RQA (0.84) features significantly outperform both the Combination features 

(0.73) and the Base (0.42) features when evaluating the Free-Living-to-Lab 

data. This indicates that the RQA features have greater inter-protocol 

performance than the Base features.   

7.4 Discussion 

This chapter set out to investigate the use of RQA features for PA classification, 

comparing them with Base features and concentrating on their inter-protocol 

performance. These features were compared to current state of the art features 

(Base features) when classifying activity from two different data-sets, evaluating 

their intra and inter-protocol performances. 
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There was no difference in the intra-protocol performance of Base features and 

RQA features when trained and tested on the Free-Living data or the Lab-

Based data.  

RQA features outperformed Base features when trained and tested on inter-

protocol data-sets (Lab-to-Free-Living / Free-Living-to-Lab). This indicates that 

the RQA features have a greater ability to generalise than the Base features. 

The ability to generalise from laboratory derived classification models to 

unlabelled data from differing populations is highly desirable as most 

acceleration studies utilise unlabelled data from a wide range of populations. 

Classification of activity type on unseen data based on laboratory models is 

associated with a reduction in performance (128), a high level of generalisability 

in the features should mitigate this decrease. This increased generalisation can 

also be seen in the lower standard deviation scores obtained with the RQA 

features, indicating a lower level of inter-participant variation. 

When investigating the intra-protocol performance (LabCV, FreeCV), the 

highest performing feature set was Combination. This result is unsurprising as 

increasing the number of features will almost always increase performance if 

overfitting doesn’t occur. As the classification model used in the study was a 

Random Forest, overfitting was unlikely (135).  

When investigating the inter-protocol performance (Lab-to-Free-Living / Free-

Living-to-Lab), the Combination features never significantly outperformed the 

RQA features. When evaluating the Free-Living to Lab-Based data, the RQA 

features outperformed the Combination features. As the Combination features 

outperformed the Base features but not the RQA features, it can be inferred that 

the inclusion of the Base features in the Combination features are the cause of 

this reduced ability to generalise.  

The Lab-Based protocol only had a narrow range of activities, and these 

activities were typically performed in a constrained manner. Consequently, 
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creating a model based on this data may be expected to perform poorly on less 

constrained activities and a broader range of activities, regardless of features 

used. This is most likely why all feature sets suffered a performance drop when 

trained on the Lab-Based data and evaluated on the Free-Living data. 

It would be expected that any activities performed in the Lab-Based data would 

be present in the Free-Living data, however this is not true for the converse. 

Therefore, any reduction in performance when evaluating Free-Living-to-Lab 

data is most likely due to an inability to generalise to the differing populations, 

rather than unknown activities. The RQA features achieve a much higher 

performance that the Base features in this case (0.84 against 0.42), once again 

suggesting they have greater ability to generalise to unseen/different 

participants. 

A potential reason for the increased ability to generalise may be because the 

Base features focus on the aggregating information about the actual 

acceleration values in the window (mean, skewness, etc.). Whereas the RQA 

features represent features extracted about the morphology of the acceleration 

in the window. Focussing on morphology-based features as opposed to 

aggregate statistical features typically under-performs in other work (76). 

However, the main strength of morphology-based approaches appears to be 

the ability to generalise to unseen participants, especially when the population 

is different. Margarito et al (76), show that template matching (a morphology-

based approach) had significantly better generalisation performance than 

aggregate statistical features (trained on healthy weight participants, tested on 

overweight participants). This result, combined with the ones presented in this 

work suggest that although the acceleration values may differ amongst 

participants, the pattern in which the values are gathered does not.  

This argument is further strengthened when investigating the feature 

importance of the RQA features. Random Forests allow for a notion of how 

important each feature is in the classification model. For the Base features, the 
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Lab-Based and Free-Living based feature importance’s correlate with 𝑟 =

 0.602, whereas the RQA feature importance’s correlate with 𝑟 =  0.929. This 

shows that the individual importance of Base features varies with differing 

populations but that the RQA feature importance remains consistent. This 

consistency suggests that in different populations the relationships between the 

RQA features are similar, hence models based on them still apply. This low 

correlation also holds true when using a combination of RQA and Base 

features. 

7.4.1 Strengths and Limitations 

The major limitation of this work is that the labels used in the Free-Living data 

only have three separate classes. The limited number of classes identified was 

due to gathering the true labels via an ActivPAL on the thigh which only 

identifies three classes. However, there does not exist a way to gather large 

amounts of accurately labelled Free-Living data other than direct observation, 

which is very time consuming and unfeasible. An additional limitation of this 

work was the assumption that the ActivPAL labelling was correct. While the 

device has been validated against direct observation (129,130), it does not 

achieve perfect accuracy. The high levels of agreement between the Lab-Based 

classifiers and the Free-Living labels do suggest some levels of correctness. 

Nevertheless, additional work making use of Free-Living data labelled via direct 

observation should be carried out to ensure the correctness of the labelling 

procedures for both thigh-mounted ActivPal and the RQA features derived from 

wrist-mounted GENEActiv. 

A minor limitation comes from the fact that there are 39 different features in the 

Base features, whereas the RQA features only have 15. This means that the 

increased ability to generalise of the RQA features may just be a consequence 

of having less features and therefore being less likely to overfit. This argument 

is flawed for two reasons: firstly, the Combination features (comprising of both 
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Base and RQA) have more features that the Base but show a greater ability to 

generalise. Furthermore, it is unlikely that the classifiers are overfitting, due to 

the Random Forests resilience to overfitting (135). 

The main strength of this work comes from the use of Free-Living data. The 

majority of accelerometry studies make use of only Lab-Based data (54,75), 

which typically does not generalise well to Free-Living (77). This inability to 

generalise means that methods that perform well in Lab-Based data may not 

perform as well in Free-Living data, therefore the effectiveness of any studies 

using solely Lab-Based data are questionable at best. 

An additional strength of this study is that the RQA features are focussed on the 

morphology of the acceleration data as opposed to the actual values. As noted 

above this is most likely why they generalise better that the Base features, but 

an additional benefit is that the features are invariant to simple transformations 

of the acceleration data. The most common such transformation occurs if a 

participant wears the wrist-worn accelerometer upside down or on the opposite 

wrist, which has the effect of inverting all accelerations along one or more of the 

axes. Naturally this inversion decreases the classification performance when 

using Base features, but the extracted RQA features remain unchanged.  

Recently, methods of automatic feature extraction have been performed on the 

recurrence matrices created as part of the RQA computation (156). Since 

methods of automatic feature extraction can achieve higher performance on 

activity classification (124) than traditional features, this could represent a 

potential extension of this work. 

A natural and required extension to this work would be to repeat the 

experiments with more classes and a more valid labelling schema (direct 

observation) in order to strengthen the conclusions of this study. 
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7.5 Conclusion 

RQA based features are simple to understand and can easily be computed from 

acceleration data. Classification when using RQA features is comparable to 

current state of the art (Base) features when tested on data similar to the 

training data. RQA based features showed a far greater inter-protocol 

performance than current state of the art features, possibly due to their focus on 

the underlying morphology of the acceleration as opposed to its values. 

As such this method will be utilised in the final classification pipeline developed 

in this work. At this moment the classification pipeline is (red text indicates the 

addition from this chapter): 

1. Determination of data type 

2. Pre-processing 

2.1. ENMO extraction 

2.2. Structure Preserving Oversampling 

3. Automatically segmenting acceleration data 

4. Extracting RQA features 

4.1. Normalization 

4.2. Feature reduction 

4.3. Domain Adaptation 

5. Creating the classification model 

6. Post processing 

6.1. Participant Adaption via Iterative Relearning 

6.2. Hidden Markov Modelling 

6.3. Smoothing 
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8. Sparse Features 

8.1 Introduction 

Chapter 2 reviewed the various strategies of constructing features, highlighting 

that automatically extracted features may have a greater ability to generalise to 

unseen data. Unlabelled automatic feature extraction generates features from 

the data without making use of data labels, this means it can be used with 

unlabelled data. This means that these features can be generated on the test 

data as opposed to the training data. 

Several methods of automatic feature extraction for activity classification have 

been used before. Bhattacharya (94) used Sparse Feature Encoding (SFE) to 

generate features from accelerometer data that could distinguish between six 

states (standing still, walking and travelling by tram, metro, bus and train), while 

Vollmer (117) utilised a similar approach with some success. Both automated 

approaches outperformed statistically-based features on their respective data-

sets and Bhattachayra’s features did not experience any substantial loss in 

accuracy upon the addition of previously unseen activity. 

No work has investigated the effect on the inter-protocol performance of these 

features. It may be the case that generating the features on the test data allows 

for a greater inter-protocol performance that other methods. 

8.2 Method 

8.2.1 Data  

Both the Free-Living and the Lab-Based data, as described in 3.2 were used in 

this chapter. Sedentary-Standing-Active labelling (as identified in 3.2.1) was 
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used in the Lab-Based data to ensure comparability between data-sets, this 

meant that both data-sets used the labels: Sedentary, Standing or Active . 

8.2.2 Analysis 

As Sedentary-Stand-Active Labelling was used it was possible to compute: 

LabCV, FreeCV, Lab-Free and Free-Lab. LabCV and FreeCV give an indication 

of the intra-protocol performance (how well the classification performs on data 

from the same protocol), while Lab-Free and Free-Lab give an idea of inter-

protocol performance (how well the classification performs on data from a 

different protocol).To determine if there was a significant difference between the 

Base classification pipeline and the Sparse Features, a Wilcoxon signed-rank 

(133) test was used determine whether the performances were significantly 

different. In order to ensure a large enough sample size, the comparisons were 

paired on each participant’s performance, instead of the average. Due to the 

fact the multiple hypotheses were evaluated on the same data set, the 

likelihood of a Type I error is increased. This was compensated for by using 

Bonferroni corrections. This entails testing each individual hypothesis at a 

significance level of 
α

m
, where α is the overall hypothesis level (in this case 0.05) 

and m is the number of hypotheses. A p-value under  
α

m
 indicates that the 

results are statistically significantly different from one another with high 

confidence. 

8.2.3 Sparse Feature Encoding 

Sparse Feature Encoding is a method of automatically extracting features from 

accelerometry that operates in the following way: 



Sparse Features Joshua Twaites 

 

214 

 

 

8.2.3.1 Input Data 

Sparse Feature Encoding takes as input data the raw acceleration, segmented 

into windows. Unlike statistical and morphology-based features, Sparse Feature 

Encoding cannot be run on each window as it occurs but instead requires all the 

training acceleration data at once, thus precluding it from online training but not 

online classification. This data-set will be referred to as Acc. 

8.2.3.2 Sparse Basis Vectors 

Sparse Feature Encoding works by identifying basis vectors of the acceleration 

data-set, Acc. Basis vectors are vectors that can recreate a data-set through 

linear combinations, (adding multiples of the vectors together). For example, 

[0,1] and [1,0] are basis vectors of [Ϧ, Ϥ] ∀ Ϧ, Ϥ ∈ ℝ2. 

In this case, basis vectors can be thought of as simple acceleration time series 

that can be combined to recreate the acceleration times series from the data. 

Sparsity refers to ensuring that for all signals that must be recreated, only a few 

of the basis vectors need to be activated (used) in the reconstruction.  

Sparse Basis Vectors are computed from Acc using the formula: 

min
₳,Ω

 (𝑟𝑒𝑐𝑜𝑛(₳, Ω, 𝐴𝑐𝑐) + ₪||𝑎𝑖|| ) 

𝑟𝑒𝑐𝑜𝑛(₳, Ω, 𝐴𝑐𝑐) =  ∑ ‖∑ Ω𝑗  ∗  𝑎𝑗
𝑖

𝑓𝑠

𝑗=1

− Acci‖

2

2

fs

i=1

 

subject to ||Ωj||
2

< 1 ∀j 

 

Equation 9: Sparse Basis Vector computation. 
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Where Ω, is the dictionary of filters, ₳ = (𝑎1, … 𝑎𝑓𝑠) represents the activations of 

the filters. 𝑓𝑠 refers to the number of basis vectors used when recreating the 

data. ₪ is the sparsity coefficient. 

Typically, the value of 𝑓𝑠 is the same size as the dimension of the data (in this 

case 1280 (100*12.8)), however it is possible to use more than the dimension of 

the data-set. This is referred to as an over-complete dictionary. Using an over-

complete dictionary allows for increased resistance to noise (94). Bhattacharya 

(94) identifies the value of 𝑓𝑠 in his work by computing how the value of 𝑓𝑠 

impacts the reconstruction error of the filters. The value of 𝑓𝑠 that has the 

lowest reconstruction error is used. This method was also used in this work, see 

Figure 27. It was found that using 640 filters allowed for the lowest 

reconstruction error. 

𝑟𝑒𝑐𝑜𝑛(₳, Ω, 𝐴𝑐𝑐), is a function that computed how well the identified basis 

vectors can recreate the data, this ends up being a trade-off between 

maintaining the sparsity of the vectors and allowing for a lower reconstruction 

error (the difference between the original data set and the reconstructed data 

set from the dictionary). Due to the constraint of sparsity it may not be possible 

that the basis vectors can recreate the signal perfectly, see Figure 27. 
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Figure 27: Reconstruction error of varying amounts of filters. 

The value of ₪ determines the importance of sparsity in the reconstruction. 

Setting ₪ to 0 allows for a reconstruction error of 0, whereas a higher value will 

prioritise sparse activations over ones that can recreate the data with high 

fidelity. 

8.2.3.3 Feature Extraction 

The features generated through Sparse Feature Encoding correspond to which 

filters must be activated in order to recreate the test data. For each test data 

window 𝑡𝑤𝐼 the optimal activation vector �̂�𝑖 is computed with the following 

equation. 

�̂�𝑖 =  arg 𝑚𝑖𝑛
𝑎𝑖

‖𝑡𝑤𝑖 − ∑ Ω𝑗  ∗  𝑎𝑗
𝑖

𝑓𝑠

𝑗=1

‖

2

2

+ ₪‖𝑎𝑖‖ 

Equation 10: Sparse Basis Vector Activation. 

Reconstruction error for a variety of filter amounts 
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The vector �̂�𝑖 is the feature vector used in the classification process to identify 

the activity that 𝑡𝑤𝑖 corresponds to. 

8.2.4 Parameter Identification 

When using Sparse Encoding features, it is required to identify the value of ₪. 

The value of ₪ is found through optimising the LabCV score.  

8.2.5 Comparison Sparse Feature Encoding Features 

In order to evaluate the effect of using Sparse Feature Encoding features in 

classification, their performance and ability to generalise were compared to the 

Base classifier (Chapter 3), using state of the art features (Base features). 

Sparse Feature Encoding is an unsupervised method of automatic feature 

extraction; therefore, it does not require the labels in order to generate the 

features. As the labels are not required, the features can be generated on the 

test data and the training data separately. Both methods of generating the 

features will be tested, Sparse Feature Encoding on the training data is denoted 

as (train_SFE), this refers to using Sparse Feature Encoding on the training 

data to identify features, these features are then extracted on the training data 

and used to create a classifier which attempts to classify the test data. Sparse 

Feature Encoding of the test data (test_SFE) refers to generating the features 

from the testing data, then extracting these features from the training data and 

using this to create a classifier. This classifier then attempts to classify the test 

data. In both cases the classifiers are trained on the training data first, but the 

features used are identified from the training or testing data respectively for 

train_SFE and test_SFE. 

This method will also be tested against RQA features. 
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8.2.6 Creating, Training And Evaluating The Classifier 

The activity classifier in this chapter follows the Base classifier pipeline 

discussed in preceding chapters, with step 4, simply modifying the features 

(See 3.5.1) to Sparse Feature Encoding. 

1. Determination of data type 

2. Pre-processing 

3. Segmenting into windows 

4. Extracting features 

4.1 Using Base features (Base method) 

4.2 Train_SFE 

4.3 Test_SFE 

4.4 RQA 

5. Creating the classification model 

6. Post-processing  

8.3 Results 

Table 37 shows the LabCV performance of the test_SFE for various values of ₪. 

The highest performance is from an ₪ of 0.001. The different values of ₪ do not 

greatly change the performance; with a range of performance from 0.765 to 

0.802. The Wilcoxon-signed-rank test identifies that only the value of ₪ = 1 

results in a statistically different performance to the other values. The highest 

performing value of ₪ is 0.001 (although this is non-significant), this value was 

used to compute features in both the Lab and Free-Living data-sets using both 

train_SFE and test_SFE in order to analyse the FreeCV, LabCV, Free-to-Lab 

and Lab-to-Free performances for all feature sets. 
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Value of ₪ LabCV F1-Score 

1.000000 0.765* (0.102) 

0.100000 0.801 (0.122) 

0.010000 0.800 (0.124) 

0.001000 0.802 (0.122) 

0.000100 0.801 (0.113) 

0.000010 0.789 (0.149) 

Table 37: LabCV Performance of test_SFE for values of ₪, * indicates significance in the Wilcoxon-signed 

rank test. Figures in brackets indicate standard deviations. 

Features LabCV FreeCV 
Lab to Free-

Living 

Free-Living to 

lab 

Base 0.898 (0.103) 0.765 (0.214) 0.352 (0.132) 0.415 (0.0978) 

Train_SFE 0.844 (0.127) 0.772 (0.273) 0.601* (0.310) 0.421 (0.164) 

Test_SFE 0.802* (0.149) 0.721* (0.190) 0.667* (0.287) 0.645* (0.219) 

RQA 0.890* (0.0759) 0.743 (0.0882) 0.691^ (0.0857) 0.844^ (0.0354) 

Table 38: the performance of all feature sets on all data-sets. * indicates significantly different classification 

performance than the Base features. ^ indicates significantly different classification performance than the 

highest performing non-RQA method. Figures in brackets indicate standard deviations. 

Table 38 shows the performance of all features over all data-sets. The test_SFE 

features have a significantly lower intra-protocol performance (LabCV, FreeCV) 

than the Base features. The inter-protocol performance of test_SFE features is 

significantly greater than the Base features and the train_SFE features.  

The inter-protocol performance using the train_SFE features is only significantly 

higher than the inter-protocol performance of the Base features for the Lab to 

Free-Living. 

The RQA features outperform both the test_SFE and train_SFE features with 

respect to inter-protocol performance and are not significantly worse with 

respect to intra-protocol performance. 
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8.4 Discussion 

This chapter set out to investigate the use of Sparse Feature Encoding features 

for PA classification, comparing them to state of the art features (see section 

3.5.1) and concentrating on inter-protocol performance. 

Train_SFE outperformed the test_SFE with respect to the intra-protocol 

performance. This is most likely because the test_SFE extracted features on 

data from only person (the left-out participant), whereas the train_SFE had 

more data (all participants except the left out) to extract features from. 

The test_SFE showed a significantly greater inter-protocol performance than 

the Base features. This is unsurprising as the features were extracted over the 

test data, therefore allowing for a higher performance of that data-set. However, 

the increased inter-protocol performance is at the cost of a reduced intra-

protocol performance. 

The increased ability to generalise at the expense of the intra-protocol 

performance is typical with morphology-based features (Sparse Feature 

Encoding features and RQA features). It appears to be from a reduced ability to 

represent the data. The lowered representative power reduces the performance 

but also decreases any overfitting that may have occurred, thereby allowing for 

a greater ability to generalise. 

It was found that the inter and intra-protocol performance is affected by the data 

used to generate the Sparse Feature Encoding features. Sparse Feature 

Encoding does not require labels in order to generate features, because of this 

the test data could be used to generate the features instead of the training data 

(test_SFE). This allowed for a greater inter-protocol performance at the cost of 

the intra-protocol performance.  

The first three filters extracted from performing Sparse Feature Encoding on the 

Free-Living data are completely straight lines (see Figure 28), which 
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corresponds to multiplying the accelerations by a set factor across the window. 

Curiously in the work by Bhattacharya (94), all but one of these would have 

been removed due to their high temporal correlation. Filters 1-3 are interesting 

due to both their fixed values and the fact that for each of the filters, one axis 

from 𝑋, 𝑌 or 𝑍 is set to 0. This means that through a linear combination of these 

three vectors, any constant windows (constant in 𝑋, 𝑌, 𝑍 respectively) may be 

created. The fact that they act as constants that can be applied to the signals 

may explain their prevalence in the data. The next two filters (4-5) are 

reminiscent of sine waves at different frequencies. This would correspond to a 

Fourier decomposition of the sequence, much akin to some of the statistical 

features used by Bao et al (54).  

 

Figure 28: Filters extracted from data. 

Example of extracted filters 



Sparse Features Joshua Twaites 

 

222 

 

 

8.4.1 Strength and Limitations 

A major limitation of this work is the computational cost of generating the 

dictionary of filters. In other work this is less of an issue as the features are 

created on the training data, therefore they are only created once and can be 

created prior to the classification. This work however created the features on 

the test data, to allow for a higher inter-protocol performance. Therefore, the 

features must be recalculated for every new participant.  

A more applicable approach may be to make use of the work of Coates and Ng 

(157), who use a KMeans model to identify features in a way very similar to 

Sparse Feature Encoding, Although, they do state, “Empirically though, sparse 

coding appears to be a better performer in many applications. The advantage 

however of the KMeans approach is twofold: it requires no parameter tuning, 

unlike Sparse Feature Encoding and it is substantially faster and more 

scalable.” 

The main strength of this work is the use of Free-Living data and the focus on 

inter-protocol performance. Most approaches focus solely on Lab-Based data 

which typically do not produce results that generalise to Free-Living scenarios. 

An extension of this work would be to combine the Free-Living and Lab-Based 

data-sets together and use Sparse Feature Encoding on the both data-sets at 

once as opposed to only one at a time. This was not done due to the extreme 

computational costs this would have evoked. 

8.5 Conclusion 

This chapter focused on automatically generated features which may improve 

the classification performance with respect to both the inter and intra-protocol 

performance. While Sparse Feature Encoding features has greater inter-



Sparse Features Joshua Twaites 

 

223 

 

 

protocol performance than state of the art, this was mitigated by the lower intra-

protocol performances.  

RQA features discussed in Chapter 7 outperformed Base features and Sparse 

Feature Encoding features. Hence the Sparse Feature Encoding features will 

not be used in this thesis. 

The classification pipeline remains as: 

1. Determination of data type 

2. Pre-processing 

2.1. ENMO extraction 

2.2. Structure Preserving Oversampling 

3. Automatically segmenting acceleration data 

4. Extracting RQA features 

4.1. Normalization 

4.2. Feature reduction 

4.3. Domain Adaptation 

5. Creating the classification model 

6. Post processing 

6.1. Participant Adaption via Iterative Relearning 

6.2. Hidden Markov Modelling 

6.3. Smoothing 
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9. Classifiers Used 

9.1 Introduction 

This chapter focuses on evaluation of classifiers in the pursuit of high inter-

protocol performance. 

In Chapter 2 it was noted that there is no consensus about the optimal form of 

classifiers used in activity classification pipelines. It was observed that although 

some studies have tested multiple classifiers against each other, no such test of 

the ability to generalise have been carried out. Furthermore, it was identified 

that two major classes of classifiers exist in the activity classification literature: 

Generative and Discriminative. 

When given observable variables 𝐷 (input data, acceleration features) and 

target variable 𝑇 (output labels, activity labels), a classifier that models the joint 

distribution is a Generative classifier (122); one that models the conditional 

distribution 𝑝(𝑇 | 𝐷) is Discriminative (69). However, a Discriminative classifier 

may also just produce a score or a class label without actually modelling or 

producing a probability. 

When attempting to maximise classification performance, the use of 

Discriminative classifiers is typically recommended, “one should solve the 

[classification] problem directly and never solve a more general problem as an 

intermediate step” (123). However, when the amount of data is limited, 

Generative classifiers have been shown to be preferred. Generative classifiers 

reach a high level of performance with logarithmically lower amounts of training 

data (122). As the cost of gathering training data for activity classification is so 

high, this is naturally advantageous. 
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The issue of inter-protocol performance has been addressed many times in this 

thesis, being related to a well-known concept of the “bias-variance trade-off”. 

This refers to attempting to minimise two sources of error in supervised 

learning. The bias refers to the ability of the model to capture the relationship 

between the training data and labels. Whereas the variance refers to the 

fluctuation in the relationship caused by minor changes in the training data. A 

low bias but high variance will allow for a high intra-protocol performance at the 

cost of a low inter-protocol performance, whereas a high variance and low bias 

will have a high inter-protocol performance but low intra-protocol performance. 

Obviously, both a low bias and a low variance is desired. It is known that 

Generative classifiers typically have a lower variance than Discriminative 

counterparts (122). As the focus of this thesis is to ensure a high inter-protocol 

performance while maintaining a high intra-protocol performance, investigating 

the effects of Discriminative and Generative classifiers on activity classification 

may be useful. 

As such, this chapter will identify the effects on the intra and inter-protocol 

performance of classification pipelines using different 

(Discriminative/Generative) classifiers. 

9.2 Method 

9.2.1 Data  

Both the Free-Living and the Lab-Based data, as described in 3.2 were used in 

this chapter. Sedentary-Standing-Active labelling (as identified in 3.2.1) was 

used in the Lab-Based data to ensure comparability between data-sets, this 

meant that both data-sets used the labels: Sedentary, Standing or Active. 
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9.2.2 Analysis 

As Sedentary-Stand-Active Labelling was used it was possible to compute: 

LabCV, FreeCV, Lab-Free and Free-Lab. LabCV and FreeCV give an indication 

of the intra-protocol performance (how well the classification performs on data 

from the same protocol), while Lab-Free and Free-Lab give an idea of inter-

protocol performance (how well the classification performs on data from a 

different protocol).To determine if there was a significant difference between the 

Base classification pipeline and the pipeline making use of the different 

classifier, a Wilcoxon signed-rank (133) test was used determine whether the 

performances were significantly different. In order to ensure a large enough 

sample size, the comparisons were paired on each participant’s performance, 

instead of the average. Due to the fact the multiple hypotheses were evaluated 

on the same data set, the likelihood of a Type I error is increased. This was 

compensated for by using Bonferroni corrections. This entails testing each 

individual hypothesis at a significance level of 
α

m
, where α is the overall 

hypothesis level (in this case 0.05) and m is the number of hypotheses. A p-

value under  
α

m
 indicates that the results are statistically significantly different 

from one another with high confidence. 

9.2.3 Classification Procedure 

The activity classifier in this chapter follows the Base classification pipeline 

discussed in preceding chapters, replacing the classifier in stage 5, with one of 

six classifiers (3 Discriminative, 3 Generative)  

1. Determination of data type 

2. Pre-processing 

3. Segmenting into windows 

4. Extracting features 

5. Creating the classifier 
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5.1. Naive Bayes (Generative) 

5.2. Logistic regression (Discriminative) 

5.3. Random Forest (Discriminative) 

5.4. Quadratic discriminant analysis (Generative) 

5.5. Neural Network (Discriminative) 

5.6. Generative adversarial model (Generative) 

6. Post processing 

The Random Forest classifier refers to the Base classifier as defined in Chapter 

3. Additionally, the average (mean) of the Generative classifiers and 

Discriminative classifiers will be computed, referred to as the Generative mean 

and Discriminative mean respectively. 

9.2.4 Generative-Discriminative pairs 

It is the case that classifiers can exist in Generative and Discriminative ‘forms’ 

when the underlying model is the same; these are referred to as ‘Generative-

Discriminative pairs’. Naïve Bayes and Logistic regression use linear separation 

of the data for classification, with methodology being Generative and one being 

Discriminative, hence they represent a Generative-Discriminative pair. This pair 

will be closely examined as it represents a way to identify how 

Generative/Discriminative classifiers effect the inter and intra-protocol 

performance when the underlying function is consistent, therefore not affecting 

performance. 

9.3 Classifiers 

Six classifiers will be tested in this work, three Discriminative and three 

Generative. The performance and ability to generalise will be compared against 

the Discriminative and Generative models.  
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9.3.1 Naive Bayes 

9.3.1.1 Methodology 

Naive Bayes (69,158,159) classifiers make use of conditional probability. When 

given an input 𝐷 = (𝑑1, 𝑑2, … , 𝑑𝑛), the instance probability of this input coming 

from each potential class is computed and the class with the highest probability 

is chosen. This is known as the maximum a posteriori (MAP) rule. 

This method has seen much use in this field, although never reaching high 

levels of performance (65,85). 

9.3.1.2 Parameters 

When creating the Naïve Bayes classifier, the prior probabilities of the classes 

are used. These are derived from the class proportions reported in Chapter 3. 

9.3.2 Logistic Regression 

9.3.2.1 Methodology  

Logistic regression can be thought of as attempting to model the conditional 

probability 𝑝(𝑇|𝑑1, 𝑑2, … , 𝑑𝑛) directly, by making use of linear regression. This 

method has seen much use in this field, although never reaching high levels of 

performance (160–162). 

9.3.2.2 Parameters 

A penalty value is chosen which identifies the cost of errors in the classification 

process. This value was set to one, as this is the standard default value. 
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9.3.3 Quadratic Discriminant Analysis 

9.3.3.1 Methodology 

Quadratic discriminant analysis is a Generative classification method. Quadratic 

discriminant analysis simply models the class conditional distribution of the 

data. This method assumes that all features are normally distributed, which 

greatly decreases the number of parameters required to be learned in the 

classification training. 

As with Naïve Bayes, this method attempts to maximise the probability over the 

conditional 

𝑎𝑟𝑔𝑚𝑎𝑥
𝑐𝑙𝜖{1,…,𝐶𝑙𝑎𝑠𝑠}

(𝑝(𝑇𝑐𝑙|𝐷)). 

Equation 11: Probability maximisation in QDA. 

This method has seen some use in activity classification and measuring energy 

expenditure (163,164). 

9.3.3.2 Parameters 

Like Naïve Bayes, this method makes use of the class probabilities, as 

computed in Chapter 3. 

9.3.4 Neural Networks 

9.3.4.1 Methodology 

Neural Networks are a Discriminative classifier that attempts to directly model 

the decision boundary between classes. A Neural Network can be viewed as a 

network of nodes, with an input layer, an output layer and hidden layer(s). Each 

node has an input, output and an activation function. 
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In the input layer, the inputs correspond to the features used in the classification 

process. In the other layers (hidden or output) the inputs are weighted sums of 

the outputs of connected nodes. 

When trained a Neural Network identifies weights for each neuron that best 

maps the inputs (acceleration features) to the activity classes. The weights of 

the neurons are continuously adjusted over many epochs, gradually improving 

the ability to correctly classify the data. Neural Networks represent one of the 

highest performing methods of activity classification in the literature, often 

outperforming other models (85,124,165). 

9.3.4.2 Parameters 

The structure of the Neural Network of this work was a Multi-Layered 

Perceptron making use of: 

• Input layer: 39 Inputs (corresponding to features) 

• Hidden layer with 25 nodes 

• Hidden layer with 12 nodes 

• Output layer with 1 output (probability of sample being from each class) 

 

The training process ran for 300 iterations, with a batch size of 512, enough to 

ensure that the performance of the network had stabilised.  

The Activation function (the function applied to the weighted sum of the node 

inputs to determine the output of a node) used was the rectifier function, 

𝑅𝑒𝑐𝑡(ⱷ) = max (0, ⱷ). This is a function that has seen success in many 

domains. The Learning rate was 0.01, with a decay and momentum of 0.01 and 

1.0 respectively. These parameters relate to the speed at which the node 

weights are updated. The algorithm used to determine the optimal values for the 

node weights was the Adam optimisation algorithm, a popular algorithm that 
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has reported success in many domains. These values were chosen through 

optimisation on previously gathered acceleration data distinct from the data 

used in this thesis. 

9.3.5 Generative Adversarial Networks 

9.3.5.1 Methodology 

Generative Adversarial Networks are an extension of Neural Networks. Unlike 

Quadratic Discriminative Analysis and Naïve Bayes, this method is not a true 

Generative method, as it only seeks to discriminate between the classes and 

does not compute the joint probabilities. However, this method shares much in 

common with Generative approaches and represents one of the highest 

performing methods in Machine Learning (166). 

Generative Adversarial Networks are classifiers that consists of two Neural 

Networks, a generator and a discriminator. The generator learns to create 

synthetic data that is indistinguishable from real data (the training data); the 

discriminator attempts to identify if data is real or synthetic. By playing the two 

networks off against each other (training the generator on the error function of 

the discriminator) it greatly improves the ability to the discriminator to identify if 

an input is real, compared to just using the training data. 

For each class, a Generative Adversarial Network can be trained, resulting in a 

discriminator for each class that can output a predicted probability that a sample 

belongs to the class. The class that has the highest probability is then chosen. 

9.3.5.2 Parameters 

The parameters used by the Generative Adversarial Network are the same as 

the Neural Network discussed above, the Generative Network has the input and 

output layers swapped, however. 
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9.4 Results 

As can be seen in Table 39, the Generative Adversarial Network classifier 

achieves the highest score for all methods. For the LabCV the Generative 

Adversarial Network achieves an F1-score of 0.902, although this is statistically 

equivalent to both the Neural Network and the Base classifier scores. The other 

classifiers achieve scores that are significantly lower. 

Model LabCV FreeCV Lab-Free Free-Lab 

Naïve Bayes 0.823* 

(0.108) 

0.736 

(0.204) 

0.379 

(0.109) 

0.424  

(0.141) 

Logistic regression 0.858* 

(0.111) 

0.784 

(0.220) 

0.398 

(0.128) 

0.402  

(0.113) 

Quadratic discriminant 

analysis 

0.871* 

(0.0908) 

0.756 

(0.216) 

0.339 

(0.153) 

0.331  

(0.107) 

Random Forest 0.898 

(0.103) 

0.765 

(0.214) 

0.352 

(0.132) 

0.415  

(0.0978) 

Neural Network 0.885 

(0.0999) 

0.798* 

(0.198) 

0.415* 

(0.167) 

0.217*  

(0.211) 

Generative Adversarial 

Networks 

0.902 

(0.109) 

0.831* 

(0.163) 

0.507* 

(0.175) 

0.628*  

(0.202) 

Generative mean 0.865 

(0.100) 

0.774 

(0.202) 

0.409 

(0.149) 

0.461  

(0.103) 

Discriminative mean 0.880 

(0.102) 

0.782 

(0.210) 

0.388 

(0.145) 

0.345  

(0.122) 

Table 39: Inter and intra-protocol performance of 6 classifiers. * indicates the score is significantly different 

from the Base classifier. Figures in brackets indicate standard deviations. 

The Generative Adversarial Network achieves the highest FreeCV score 

(0.831), this is significantly different from the Base classifier (0.765); it is also 

significantly different from the next highest achieving method (Neural Network). 

However, no other methods are significantly different from the Base classifier. 
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The highest achieving classifier on the Lab-Free data is the Generative 

Adversarial Network (0.507) compared to the Base classifier (0.352). The next 

highest score is from the Neural Network with a score of 0.415. Both the 

Generative Adversarial Network and the Neural Network achieve scores that 

are significantly higher than the Base classifier. 

The highest Free-Lab score is from the Generative Adversarial Network (0.628), 

this is far higher than the Base classifier (0.415). This score is significantly 

higher than all other classifiers. The Neural Network achieves a score of 0.217 

in the Free-Lab domain. This is significantly lower than all other classifiers. 

The Generative classifiers have higher inter-protocol performances (0.409, 

0.461 vs 0.388, 0.345) than the Discriminative classifiers, but lower intra-

protocol performances (0.865, 0.774 vs 0.880, 0.782). However only the 

difference in the Free-Lab score is significantly different. 

9.5 Discussion 

The aim of this chapter was to investigate different classifiers and their effects 

on the intra and inter-protocol performance for activity classification. It also 

tested whether Generative classifiers had a lower difference between the intra-

protocol performance (LabCV and FreeCV) and the inter-protocol performance 

(Lab-to-Free, Free-to-Lab) due to their hypothesised greater ability to generalise 

to different protocols. 

The results show that different classifiers do have significantly different inter and 

intra-protocol performances. 

The Generative Adversarial Network achieved the highest scores in all four 

domains, also achieving the lowest inter-intra protocol difference. This indicates 

that this is the best classifier to use in this work. The LabCV was not 

significantly higher than the Base classifier, but all other scores were 



Classifiers Used Joshua Twaites 

 

234 

 

 

significantly greater. Generative Adversarial Networks are one of the best 

performing methods in a variety of domains (166), so this high performance is 

consistent with current results. However, this is the first time a Generative 

Adversarial Network has been used in activity classification, so no direct 

comparisons are available.  

The Neural Network showed a high level of intra-protocol performance, but a 

significantly lower inter-protocol performance. This indicates that the classifier 

may be overfitting to the individual protocols. This is a common issue in Neural 

Networks (85). As the Generative Adversarial Network uses the same structure 

for the discriminator as the Neural Network approach, it is likely that the 

Generative Adversarial Network avoidance of overfitting is due to its generative 

nature rather than the model being able to avoid overfitting. However, the Naive 

Bayes classifier and the Logistic regression classifier which represent a 

Generative-Discriminative pair did not achieve significantly different results in 

any domain. This suggests that neither a generative or discriminative nature is 

particularly beneficial in this work and that any increase in performance may be 

due to the greater representational power of the specific model rather than its 

underlying class. 

The variance of intra-protocol (LabCV and FreeCV) scores, across all 

classifiers, are much lower (0.027, 0.031) than the variance of inter-protocol 

(Lab-Free and Free-lab) scores (0.055, 0.12). This may be because the intra-

protocol performances are reaching the maximum performance possible, 

therefore different classifiers are unlikely to have much effect. 

9.5.1 Strengths and Limitations 

Only six classifiers were used in this work; there exists a surfeit of classifiers 

that have been used in activity classification, with many additional classifiers in 

other domains. It was not possible to test every possible classifier. However, it 

may have been that the classifiers tested in this work were not optimal for 
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activity classification. As such, a potential extension for this work would be to 

explore different classifiers. 

A limitation of this work is that only two data-sets were used, gathered over two 

protocols. It may not be the case that the performances remain consistent 

amongst different protocols. An additional limitation was only one choice of 

parameter was made for the activity classifiers. For example, a Neural Network 

has many different parameters that can affect its performance (number of 

hidden layers, number of training epochs, optimiser function and training rate). 

In this work only one set of parameters were used for each model. It may be the 

case that modifying these parameters may allow for a different level of intra and 

inter-protocol performance for each method, thus modifying the findings of this 

work. 

A potential extension of this work would be to use an ensemble classifier. It is 

possible to aggregate multiple classifiers into one ensemble classifier that has 

the advantages of all methods. Typically, these ensemble classifiers can 

outperform any single classifier. While Random Forests are already ensembles 

on decision trees, it is possible to have ensembles of ensembles. 

One of the potential benefits of generative classifiers is that they reach a high 

level of performance with logarithmically lower amounts of training data. As 

such, varying the amounts of training data would be an interesting addition to 

this work. This would help to identify if the current amount of training data is 

enough for achieving optimal performance. Also testing performances with 

decreased amount of training data would have informed whether generative 

classifiers do perform better with lower amount of training data in activity 

classification, as hypothesised. This would help inform additional studies of the 

optimal classifier to use when training data is less available. 

The Neural Network and Generative Adversarial Network used in this study, 

made use of the same features as Base classifier. One of the main strengths of 
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Neural Networks is that they can also perform automatic feature extraction, 

using Convolutional Layers. A very high level of performance in a variety of 

domains (including activity classification) has been found when making use of 

these layers (141). Therefore, a potential next step would be to repeat this 

process making use of automatic feature extraction methods, instead of using 

statistically derived features. This was not done in this work, because the aim 

was to identify which classifier was best when using the same features. 

9.6 Conclusion 

In conclusion, the classifier that allows of the highest level of inter and intra-

protocol performance is a Generative Adversarial Network. As such, this will be 

used in the classification pipeline. The classification pipeline is now (red text 

indicates the addition from this chapter): 

1. Determination of data type 

2. Pre-processing 

2.1. ENMO extraction 

2.2. Structure Preserving Oversampling 

3. Automatically segmenting acceleration data 

4. Extracting RQA features 

4.1. Normalization 

4.2. Feature reduction 

4.3. Domain Adaptation 

5. Creating the classification model, a Generative Adversarial Network 

6. Post processing 

6.1. Participant Adaption via Iterative Relearning 

6.2. Hidden Markov Modelling 

6.3. Smoothing 

This represents the final classification pipeline used in this work.  
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10. The Final Classification 

10.1 Introduction 

In the previous chapters, various issues relating to the maintenance of a high 

inter-protocol performance without decreasing the intra-protocol performance 

have been dealt with, resulting in an activity classification pipeline with a high 

intra AND inter-protocol performance. In Chapter 3 a data-set was identified that 

consisted of unlabelled acceleration data, called the assessment data. In this 

chapter the activity classifier developed in this thesis is used to predict PA from 

this assessment data as an example of how the classifier may be used. 

10.2 The Final Classification Pipeline 

Chapter 3 identified a classification pipeline that was based on the current state 

of the art research, this is referred to as the Base classifier: 

 

1. Determination of data type  

2. Pre-processing: None 

3. Windowing: Using 12.8-second windows 

4. Feature extraction: Using 39 features based on the statistical aggregate 

features and frequency statistics. 

5. Building the classification model: Using a Random Forest classifier with 

50 separate trees. 

6. Post-processing: None 

This classification pipeline had high intra-protocol performance, but a limited 

ability to classify acceleration data gathered from a different protocol (inter-

protocol performance). This inability to perform well on data from a different 
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protocol is one of the largest flaws with activity classification (68) and the overall 

aim of this thesis was to develop methodologies to mitigate this. 

Chapter 2 identified various methodological gaps in the research that resulted in 

a lowered inter-protocol performance. Chapters 4-10 developed various 

methodologies that deal with these gaps, resulting in a modified classification 

pipeline that had a greater ability to perform on data from different protocols. 

The modified classification pipeline can be seen below, henceforth this is 

referred to as the final classification pipeline, or the final classifier. 

1. Determination of data type 

2. Pre-processing 

2.1. ENMO extraction 

2.2. Structure Preserving Oversampling 

3. Automatically segmenting acceleration data 

4. Extracting RQA features 

4.1. Normalization 

4.2. Feature reduction 

4.3. Domain Adaptation 

5. Creating the classification model, a Generative Adversarial Network 

6. Post processing 

6.1. Participant Adaption via Iterative Relearning 

6.2. Hidden Markov Modelling 

6.3. Smoothing 

10.2.1 Data  

Both the Free-Living and the Lab-Based data, as described in 3.2 were used in 

this chapter. Sedentary-Standing-Active labelling (as identified in 3.2.1) was 

used in the Lab-Based data to ensure comparability between data-sets, this 

meant that both data-sets used the labels: Sedentary, Standing or Active. 
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10.2.2 Analysis 

As Sedentary-Stand-Active Labelling was used it was possible to compute: 

LabCV, FreeCV, Lab-Free and Free-Lab. LabCV and FreeCV give an indication 

of the intra-protocol performance (how well the classification performs on data 

from the same protocol), while Lab-Free and Free-Lab give an idea of inter-

protocol performance (how well the classification performs on data from a 

different protocol). To determine if there was a significant difference between 

the Base classification pipeline and final classification pipeline, a Wilcoxon 

signed-rank (133) test was used determine whether the performances were 

significantly different. In order to ensure a large enough sample size, the 

comparisons were paired on each participant’s performance, instead of the 

average. 

10.3 Results 

As can be seen in Table 40, there is no statistical difference between the two 

classifiers with respect to their intra-protocol performance. However, the final 

classifier has a significantly better inter-protocol performance than the Base 

classifier. This means that the final classifier is more likely to correctly classify 

acceleration data when it is gathered from a different protocol than it was 

trained with. 

 LabCV FreeCV Lab-Free Free-Lab 

Base 

classifier 

0.898  

(0.103) 

0.765 

(0.214) 

0.352  

(0.132) 

0.415 

(0.0978) 

Final 

classifier 

0.916 

(0.0980) 

0.826 

(0.154) 

0.759* 

(0.100) 

0.897*  

(0.106) 

Table 40: The F1-score for the Base classifier and the final classifier, over four different domains, testing 

both the intra-protocol performance and the inter-protocol performance. A * indicates that the result was 

significantly different. Figures in brackets indicate standard deviations. 
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10.4 Assessment Data Investigation 

The final classifier was created making use of both the Free-Living and the Lab-

Based data and the final classification pipeline. The classifier was then applied 

to the assessment data, allowing for the creation of a time series of PA events 

for each participant. These will now be examined. 

10.4.1 Proportion of Time Spent in Each Activity 

Figure 29 shows the proportion of time spent in each activity: 71.9% of the time 

is spent in Sedentary activities, 20.3 % is spent in Standing activities and 7.8% 

is spent in Active.  

 

 

Figure 29: Proportion of each class in assessment data. 

The Free-Living data identified in Chapter 3, has very similar proportions; as 8% 

of activities are Active, 80% are Sedentary and 12% are Standing. The 

assessment data has almost equal proportions of activities labelled as Active as 

the Free-Living data-set. However, the assessment data has more Standing 

activities, replacing Sedentary activities. This is strange as the participants in 

the assessment data are much older than that of the Free-Living data and it 

Proportion of activity classes in each data-set 
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might be expected that the amount of PA would decrease with age. Therefore, it 

might be expected that the assessment data would have a larger proportion of 

time spent in Sedentary with less activity. However, this only considers type of 

activity, not volume. 

The majority of studies that identify PA stratified by age make use of intensity 

estimates from acceleration thresholds, whereas this work does not. It may be 

that older participants perform the same duration of activities labelled as Active, 

but at a lower intensity. This would result in the findings seen here. The lowered 

intensity would mean that intensity-based thresholds do not characterise the 

activities as Active, therefore the PA is under-reported. Whereas by making use 

of type instead of intensity, the PA can be identified.  

10.4.2 Transition Probabilities 

Table 41 shows the transition probabilities as identified in the assessment data. 

The self-transition probabilities are high for all labels, this means that the 

participants are likely to stay in the activity once they have begun. The chance 

of transitioning to or remaining in Sedentary activities is highest, with Standing 

being the next most likely.  

 Sedentary Standing Active 

Sedentary 0.96 0.03 0.01 

Standing 0.10 0.86 0.04 

Active 0.13 0.11 0.76 

Table 41: Activity transition probability in assessment data, rows represent activity being transitioned from, 

columns represent activity being transitioned to. 

The probability of transitioning from Active to Sedentary is 0.13, whereas the 

probability of transitioning from Active to Standing is 0.11. This means it is more 

likely to go from Active activities immediately to Sedentary than to first transition 

to Standing. This is more likely to be an artefact of the transition from Active-

Standing-Sedentary being too fast, rather than the participants omitting the 



The Final Classification Joshua Twaites 

 

242 

 

 

Standing step. In Chapter 6, it was identified that the average durations of 

activity transitions were 2.95 seconds. In order to compensate for this non-

instantaneous transition, a refractory period not allowing for more than one 

transition to be detected in a 2.95 second window was used. This may be 

affecting the transition probabilities, if the standing activity lasts for less than 

2.95 seconds, then it will not be detected. The work of Kozina (112) only 

identified the average duration of transitions, this was not stratified by the type 

of activity that was being transitioned to and from. It may be that Standing 

activities have a lower duration transition time. Additionally, the variances of the 

transition durations were not identified, it may be the case that the transitions 

durations are not normally distributed, and durations of less than 2.95 may be 

more common than previously thought. Additionally, this duration was only 

tested for one population, it may not be consistent among all populations (as is 

often the case in activity classification literature). As such, further work 

investigating the distribution of transition durations for a range of different 

activities and populations is recommended. 

The Free-Living data which is created via 12.8 second fixed windows and is 

therefore not affected by the automatic segmentation has a much higher 

probability of transitioning from Active to Standing (0.34), as can be seen in 

Table 42. 

 Sedentary Standing Active 

Sedentary 0.82 0.17 0.01 

Standing 0.15 0.62 0.23 

Active 0.02 0.34 0.64 

Table 42: Transition probabilities for the Free-Living data-set, rows represent activity being transitioned 

from, columns represent activity being transitioned to. 

The assessment data has higher self-transition probabilities for all activities than 

the Free-Living data, suggesting that once a ‘bout’ of the activity has begun the 

participants are less likely to change activity in the assessment data. This may 

be an effect of the post-processing methods used in the final classification 
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pipeline. Smoothing with a modal filter and using a Hidden Markov model to 

smooth the data decreases the chance of changing activities, thereby 

increasing the self-transition probability. 

The obvious next step in this work is to attempt to link these PA metrics with 

health outcomes. Additionally, the classification pipeline developed should be 

used on multiple data-sets with known activity labels in order to determine its 

inter-protocol performance over a wider range of data. 

10.5 Conclusion 

In conclusion, the classification pipeline developed in this work has a 

significantly increased (over 100%) inter-protocol performance compared to the 

Base Classifier but is not significantly different with respect to intra-protocol 

performance. This means that compared to the Base classifier the final 

classifier is more likely to correctly classify acceleration data when it is gathered 

from a different protocol than it was trained with. Hence, the aim of this thesis; 

to maximise the inter-protocol performance (while maintaining intra-protocol 

performance); has been met. 
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11. Conclusion 

The opening chapter in this thesis drew attention to uncertainties that exist in 

our understanding of the relationship between physical activity and health (3), 

the prevalence of inactivity in the population (15), and the effectiveness of 

interventions that are at least partly due to a reliance on subjective measures of 

physical activity (22). The importance of more precise, objective measurement 

of the frequency (28), intensity (32), time (36) and type (37) of physical activity 

was argued. It was claimed that one of the main drawbacks of the ubiquity of 

accelerometers was the inability to capture the type of physical activity being 

undertaken (61). Therefore, the main aim of this thesis was to create an activity 

classification pipeline that could accurately characterise type of physical activity 

from raw acceleration data. The goal was to develop an activity classification 

pipeline that had the ability to perform as well on data from different protocols 

as it did on data from the same protocol that it was trained on. Overall this aim 

has been achieved, the classification pipeline in this work achieves almost 

equal intra and inter-protocol performance and is significantly better than a 

current state of art approach (55). 

Chapter 2 reviewed the current research in activity classification. The 

methodology behind activity classification was described, being a specific case 

of supervised learning. Activity classification pipelines are created from training 

data, comprised of activity labels and accelerations, in order to accurately 

classify unseen data. Additionally, an activity classification pipeline was 

synthesised from the current literature (54,55), breaking the classification 

process into a sequence of data processing steps. The methods for testing the 

performance of activity classification pipelines and attempting to predict their 

performance on unseen acceleration data were also discussed. Four different 

types of performance (65,76,77) were identified in this domain, with the most 

commonly reported performance being intra-protocol-inter-subject; where the 
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test data has different participants from the same protocol as the training data. 

This performance is generally high but does not accurately predict the 

performance of the classification pipelines on unseen data from a different 

protocol (54). While the majority of classification pipelines report performances 

of over 90% accuracy (65), it is unknown if any are able to actually classify 

activity from different protocols with a similar performance. The major limitation 

in activity classification research was identified as an over-reliance on 

optimising this intra-protocol performance. This over-reliance leads to a high 

ability to classify data from the training data but an inability to classify data from 

a different protocol (66,77). However, it was also noted that classification 

methods that attempt to maintain a high level of generalisability tend to have 

consistently lower performances (bias-variance trade-off) (76). Focusing on 

maximising the inter-subject-inter-protocol performance, where the test data is 

from different protocols with different participants, tends to lower the intra-

protocol-inter-subject performance. Therefore, in this thesis it was decided to 

attempt to maximise both inter and intra-protocol performances in order to 

create a classification pipeline that maintains high performance on both training 

and unseen data. Aside from the lack of generalisability, other issues were 

identified relating to how the individual steps of the classification pipeline effect 

the performance, specifically: the lack of ability to maintain classification 

performance across different wrists (89), the lack of information about how pre 

and post-processing methods effect the inter-protocol performance (103), the 

lack of consensus about which classification features to be used (94), the lack 

of accord about optimal windows sizes (63) and the lack of agreement about the 

optimal classification algorithms to be used (65). The chapter concluded that in 

order to achieve both high inter and intra-protocol performance, these 

methodological limitations/uncertainties needed to be dealt with. 

Chapter 3 described the data-sets used in the thesis. Several summary 

statistics relating to the data-sets were described. The activity protocols and 

participant characteristics were discussed in order to give an idea of the 
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external validity of the data. Additionally, statistics required for the classification 

pipeline, transition probabilities and class balances, were evaluated. The 

evaluation metric for this thesis was discussed and justified (134). Finally, a 

criterion classification pipeline was created to serve as a control method. This 

pipeline was based on the work of Chowdhury et al (55) which has been 

validated on both Lab and Free-living data, having been shown to generalise to 

unseen data better than other approaches reviewed. The work of Chowdhury et 

al was chosen because its ability to generalise was supported both practically 

(being validated on Lab and Free-living data) and theoretically (utilising 

methodologies that typically allow for high generalisability). Also, its relative 

simplicity allowed for examination into how changes in the pipeline affected the 

overall performance. The classification pipeline had a high intra-protocol 

performance of 0.898 and 0.765, however the inter-protocol performance was 

much lower at 0.352 and 0.415. 

Chapter 4 dealt with the first of the methodological challenges identified in 

Chapter 2, the lack of ability to maintain classification performance across 

different wrists. Activity classification pipelines are typically trained on data 

obtained from sensors at a set orientation (107). Changes in this orientation 

(such as being on a different wrist) result in performance degradation. In order 

to mitigate this degradation a method for allowing wrist invariance via Domain 

Adaption (137) was identified. Domain Adaptation was then tested against 

another method of achieving this invariance, using both wrists in the same 

classification (89) and found to be effective. The performance drop when the 

classification pipeline was tested on data from the opposing wrist to which the 

training data was collected on was entirely mitigated when using Domain 

Adaption. The use of Domain Adaption was thought to have the advantage over 

other methods of achieving wrist invariance due to its simplicity and the fact that 

the use of Domain Adaption when not required has no impact on the 

performance. There are a number of advantages to having an activity 

classification pipeline that is invariant to wrist orientation. In some large-scale 
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studies (58) the accelerometer is sent in the post with written instructions for 

placement. In these situations, there is no means of knowing whether or not the 

accelerometer was worn as instructed. Even in studies where the accelerometer 

is fitted by a researcher (167) there is still no guarantee that the accelerometer 

was not moved to the other wrist for comfort or convenience. It is even possible 

that during the observation period the accelerometer was worn on both wrists 

for different periods prior to being returned. Consequently, activity classification 

pipelines that have been developed in controlled settings when the location of 

the accelerometer is always observed, are likely to lose performance when 

applied to unseen data collected in free-living settings where the location of the 

accelerometer is unknown and could be different from the location on which the 

classification pipeline was trained (73,87). 

Chapter 5 examined the effects of pre and post-processing methods on inter 

and intra-protocol performance. A variety of pre-processing techniques were 

reviewed including: data aggregation (97), filtering noise (70), orientation 

invariant transformations (107), inclination correction (108) and over-sampling 

(75). The majority of studies do not report the performance both with and with-

out the pre-processing methods, so it is difficult to judge if the performance 

changes reported here are consistent with other work. Data aggregation (using 

ENMO) was found to improve inter and intra-protocol performance if ENMO was 

used in conjunction with the separate axes, instead of replacing them. Filtering 

appeared to show no increase in performance. Using orientation invariant 

transformations only improved performance when the orientation of the sensor 

was artificially changed, however using ENMO outperformed the transformation, 

consistent with the work of Yurtman et al (107), who reported similar findings. 

Structure preserving oversampling improved the inter-protocol performance, in 

agreement with Cao et al (75) who reported a 5.3% increase in performance. In 

contrast to pre-processing methods, studies involving novel post-processing do 

tend to report performance both with and without the post-processing, thus 

allowing for comparison with this work. Three methods of post-processing were 
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reviewed: smoothing (124), hidden Markov models (69) and Participant 

Adaption via Iterative Re-learning (125). Smoothing improved the inter-protocol 

performance, a finding not reported elsewhere. Using hidden Markov models 

improved both the intra and inter-protocol performance, consistent with the work 

of Ellis et al (69). Participant Adaption via Iterative Re-learning improved both 

the intra and inter-protocol performance which agrees with the work of Yuan et 

al (125) who reported a performance increase of at least 16%. Finally, the 

efficacy of using multiple pre and post-processing methods at once was 

analysed, making use of: Structure preserving oversampling, Data aggregation, 

Participant Adaption via Iterative Re-learning, a hidden Markov model and 

smoothing. This was found to improve the inter-protocol performance 

significantly. The findings of this chapter provide new evidence for researchers 

on how processing techniques improve performance in activity classification. 

This will allow for the reduction of processing time in classification studies, as 

some common pre-processing methods can be eliminated from classification 

pipelines (such as Butterworth filtering (74)). Additionally, Chapter 5 identified 

which methods of pre and post-processing are in further need of research due 

to continued lack of clarity of their efficacy. 

Chapter 6 dealt with the lack of consensus on the optimal window size for 

activity classification, and the fact that different activities appear to have 

different optimal window sizes (63). The chapter identified that automatic 

segmentation of acceleration data would allow for variable length windows, thus 

avoiding the many issues raised from fixed length windows. A method for 

automatic segmentation that detected transitions in acceleration data was 

created. The transition detection method was tested against several other 

approaches: Kozina (112), Lyden (148) and Salcic (146). The method created in 

this work showed a significantly greater ability to detect transitions than other 

methods, potentially due to its data-driven nature and not making use of all 

three axis, unlike Kozina’s (112) and Lyden’s (148) methods of transition 

detection. After the transition detection method was created it was used to 
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automatically segment acceleration data prior to classification. Making use of 

the automatic segmentation allowed for an increase in intra and inter-protocol 

performance. Ni et al (168) also showed that making use of automatic 

segmentation could achieve a significant performance improvement, although 

only the intra-protocol performance was remarked on.  

Chapter 7 tackled the limitations of features that allow for a high intra-protocol 

performance typically having a low inter-protocol performance and vice-versa. 

In Chapter 2 it was discussed that statistical based features allowed for a high 

intra-protocol performance at the cost of a lowered inter-protocol performance 

(54) and for morphological features the converse was true (76). The chapter 

investigated the idea that by combining statistical and morphological based 

features it may be possible to obtain both a high intra and inter-protocol 

performance. Recurrence Quantification Analysis was used because its 

features are created from statistical analysis of the recurrence plots of the data, 

thus allowing for a combination of statistical and morphological based features 

(150). Recurrence Quantification Analysis was also chosen due to its high 

performance in Gait Analysis (118), a domain that is highly similar to activity 

classification. Recurrence Quantification Analysis allowed for a high level of 

inter-protocol performance without any degradation in intra-protocol 

performance. To the best of my knowledge this was the first work that made use 

of Recurrence Quantification Analysis in this domain.  

Chapter 9 tested an alternative method to Recurrence Quantification Analysis 

for finding features with high inter and intra-protocol performance. Sparse 

Feature Encoding (94) was used to automatically generate features from the 

testing data. These features were found to increase the inter-protocol 

performance but with a corresponding decrease to the intra-protocol 

performance. Sparse Feature Encoding has been used in activity classification 

and has shown an ability to adapt to changes in the activity protocol (94), 

therefore the findings in this work are concurrent with previous results. 
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However, Sparse Feature Encoding features had a lower performance than 

Recurrent Quantification Analysis features, therefore they were not included in 

the final classification pipeline. 

Chapter 9 dealt with the final methodological challenge identified in this work, 

the lack of consensus about which classification algorithm to use for activity 

classification (65). An investigation into whether Generative or Discriminative 

classifiers were superior in this domain was performed. It was found that neither 

Discriminative nor Generative were inherently superior on the data considered. 

However, it was found that making use of a Generative Adversarial Network 

allowed for a greater level of classification performance (both inter and intra) 

than other methods. No work has investigated the effect of Generative or 

Discriminative classification algorithms on activity classification, although 

previous work has reviewed a variety of classification algorithms with respect to 

their performance in classification (165). This previous work only focused on the 

individual performance of different algorithms, not the underlying methodologies 

of Generative and Discriminative. Additionally, previous work (165) has focused 

entirely on the intra-protocol performance with no investigation on the ability to 

generalise to unseen data. The findings of the previous work were in agreement 

with this chapter, as it was found that Neural Networks were high performing in 

both this work and the work of Kwapisz (165). To the best of my knowledge no 

other studies have been carried out using Generative Adversarial Networks for 

activity classification. However, in general Generative Adversarial Networks do 

outperform other classification algorithms in other domains (166), consistent 

with this work. 

Chapters 4-10 all focused on achieving a high inter-protocol performance 

without a corresponding loss in intra-protocol performance. This resulted in a 

classification pipeline that has a good ability to classify activity from acceleration 

data gathered from a range of different protocols. This will allow for the precise, 

objective measurement of the type of physical activity from accelerometer data.  
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11.1 Strengths and Limitations 

The main strength of this work was the focus on both inter and intra-protocol 

performance, compared to the majority of research that focuses solely on intra-

protocol performance (54,75). The major limitation of existing research that 

focuses only on intra-protocol performance is that classification pipelines are 

optimised to improve their intra-protocol performance at the cost of their inter-

protocol performance, leading to a lack of an ability to generalise to unseen 

data (76,77). As the majority of data will be unseen, this is a considerable 

limitation and prevents accurate estimates of type of physical activity in studies 

collecting Free-Living data. 

Similarly, this work made use of both Lab-Based and Free-Living data. The 

majority of accelerometry studies make use of only Lab-Based data (54,75), 

which typically does not generalise well to Free-Living (77). This inability to 

generalise means that methods that perform well in Lab-Based data may not 

perform as well in Free-Living data. Again, activity classification pipelines that 

are only based on Lab-Based data have little practical utility in research settings 

outside of the laboratory.  

An additional strength of this work is simply the reporting of the inter-protocol 

performance. This means that there is some indication how well the 

classification pipeline will perform on unseen data from a different protocol. The 

majority of classification pipelines created do not investigate this. The issues 

with this can be seen in the work of Doherty et al (170), where a classification 

pipeline that has not be investigated with respect to its inter-protocol 

performance is used on a large accelerometry data-set, with the assumption 

that the classifications are entirely correct. It may be the case that the 

classification pipeline is failing to correctly characterise type, thus any health 

associations computed from the type information may be entirely incorrect. 
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An additional strength of this work is the focus on all facets of the classification 

pipeline, instead of focusing solely on one aspect such as features or the 

classification model, a common limitation in other studies (65). Chapters 6 and 

8 showed that each facet can change the overall performance significantly. 

Therefore, a focus on all facets is logical. Additionally, by focusing on each facet 

of the classification pipeline, this work may help inform other studies on the 

development of a high-performance classification pipeline where individual 

steps of the classification pipeline can be easily modified. For example, if a new 

classification algorithm was being developed, this work gives high performing 

pre and post-processing steps that can be used regardless of the classification 

algorithm. 

All methodological developments in this thesis are compared to a criterion 

classification pipeline that uses a current state of the art method. Consequently, 

it allowed for each development to be tested against the criterion, akin to clinical 

trial methodology that tests for non-inferiority, equivalence or superiority to 

current best practice (171). Many studies showcase new developments, but 

only focus on the performance on their data set without comparison with a 

criterion method or any other published methods (66,74,94). Although such 

studies might be able to demonstrate that a development improves the 

performance of a classification pipeline compared to the authors base 

classification pipeline, it does not tell us whether the development outperforms 

other methods or whether it performs consistently well on other data sets.  

The major limitation of this work is the limited labels used for classification. The 

majority of the chapters make use of Sedentary-Stand-Active Labelling, 

meaning that there were only three separate classes. The limited number of 

classes identified was due to gathering the true labels via an ActivPAL on the 

thigh which only identifies three classes. However, there does not exist a gold 

standard criterion measure that is capable of measuring physical activity type in 

Free-Living settings. Direct observation may be possible for very short periods 
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of time in small sample studies, but it is unfeasible in everyday living and in 

larger studies. An additional limitation of this work was the assumption that the 

ActivPAL labelling was correct. While the device has been validated against 

direct observation (129,130), it does not achieve perfect accuracy. Slow walking 

is known to result in poor recognition of walking when using an ActivPal (129), 

especially in older populations. However, the participants in the Free-living data 

set were below 54 years old, so age was unlikely to be a factor. Giving any 

instruction on walking speed would be against the principle of achieving Free-

living, so misclassification of slow walking is a potential limitation. Some work 

has been carried out in using participant mounted cameras paired with 

accelerometers, however, use of these cameras raises many privacy issues, 

labelling is very labour intensive, and typically suffers from large amounts of 

missing data (46). Additionally, cameras may cause an observer effect bias. 

A related issue is that this work did not have a specific Sleep label, merely 

identifying Sedentary behaviour. It is well documented that Sleep has many 

health benefits independent of physical activity (172,173) and therefore ideally it 

should be identified.  

Another limitation of this work was the data-sets used. Although both Lab-based 

and Free-Living data was gathered, only healthy, younger participants were 

used. It has been shown that changes in the anthropometric measures of 

participants impacts the performance of activity classification pipelines (76), 

therefore this classification pipeline may have difficulties generalising to 

diseased older participants.  

The work focused on all facets on the activity classification pipeline, finding the 

optimal hyperparameters for each stage of the activity classification pipeline. 

However, each stage was considered independently. How these 

hyperparameters affected each other was not identified. It may be the case, for 

example, that the classification model used may impact the optimal combination 

of features, but this was not considered in this work. 



Conclusion Joshua Twaites 

 

254 

 

 

The creation of this pipeline can be likened to an iterative greedy approach, if 

one of the methods evaluated in this thesis was found to increase the 

performance it was added to the final pipeline. This resulted in a high 

performing pipeline but did lead to an increased level of complexity compared to 

the original pipeline (The Base pipeline).  Occam’s razor states, ‘entities should 

not be multiplied without necessity’; to paraphrase, a simple model is better 

than a complex model. This notion of the principle of parsimony is particularly 

prevalent in Machine Learning as simple models are typically more resistant to 

overfitting than complex models. It is also the case that some of the steps of the 

final classification provide overlapping functionality (particularly HMM smoothing 

and median smoothing) therefore it may not be necessary to have all the steps 

in the pipeline to obtain such a high level of performance. A potential next step 

would be to see which (if any) steps can be removed from the pipeline without 

deleterious impacts on the performance. This would allow for a reduction of the 

complexity of the model, thus allowing for a simper solution. Some additional 

work may be required to develop an acceptable performance reduction in 

exchange for removing a step in the pipeline (thus reducing the complexity), 

akin to a regularisation constant that is often used in Machine Learning. 

This work assumed that the accelerometers were worn constantly, an 

assumption that typically is not the case in population surveillance. Non-wear 

detection is a well-researched area and many methodologies exist for its 

detection (174,175). Activity classification is typically performed on acceleration 

data after non-wear detection has been performed and any data with too little 

valid data is removed, so it was felt that it could be assumed non-wear was not 

an issue in this work. 

Another limitation of this work is that the pipeline developed in this work, made 

use of ActivPal labels as the gold standard. This means that at best the pipeline 

performs as well as the activPAL itself, which relies on a very simple scheme 

not requiring all the methodology and computing power developed in this work. 
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While this is the case, ActivPals are thigh-mounted accelerometers which have 

higher participant burden and lower compliance than wrist-worn devices with 

wear time criteria (86). Additionally, wrist worn devices are more commonly 

used in research than thigh mounted devices. 

11.2 Future Work 

Future work should investigate how each aspect of the classification pipelines 

hyperparameters may affect each other, instead of assuming independence. 

For instance, it is likely that different features are optimal for different window 

sizes. This was not investigated in this thesis but represents potential future 

work that should be examined.  

Perhaps the most obvious future work would be to repeat the work in this thesis 

using more activity classes, instead of only the Sedentary-Stand-Active 

Labelling, specifically a Sleep activity class. The ability to classify a broader 

range of behaviours, objectively, would allow for a greater understanding of how 

activity type is independently associated with health outcomes. This is likely to 

be particularly important in studies involving population sub-groups where 

certain types of activity are more prevalent (e.g., domestic activities in the 

elderly) or of specific interest (stair climbing, sit-to-stand transitions in the 

elderly). 

Additionally, future work is to repeat the work in this thesis on larger data-sets 

with a broader range of demographic groups, especially those with chronic 

disease and older participants. If the ability to accurately classify activity type 

could be achieved in a broad range of populations then wrist-worn 

accelerometers becomes more viable for population surveillance. 

Obviously, this would require labelled acceleration data-sets that are typically 

expensive to compute. A potential avenue for increasing the amount of labelled 

acceleration data comes from the related field of activity classification from 
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video data. There exists a large amount of video data with labelled activities, for 

instance recordings of sporting matches. Some research has investigated the 

identification and tracking of wrist motions from video data with respect to sign 

language translation (176). It may be possible to use wrist tracking to generate 

wrist acceleration data from video data, thereby creating large labelled 

acceleration data-sets without requiring the use of accelerometers. 

Despite this research being restricted to the classification of Sedentary-Stand-

Active behaviours it does offer the potential to greatly increase our 

understanding of how physical activity is related to health. A person’s waking 

day cycles between a series of sedentary, standing, and physically active 

behavioural events. The work of this thesis means it is now possible to output a 

time series of these events from raw acceleration data. The active events 

can be characterised in terms of their: frequency, duration, intensity, type, 

volume and pattern, permitting much more detailed analysis of the relationship 

between these characteristics and health. Many unlabelled acceleration data 

sets with associated health metrics exist, representing a great opportunity for 

using the classification pipeline to investigate the impact of physical activity type 

on health (58). This is where the wrist invariance reported in Chapter 4 is 

especially useful; few if any available acceleration data sets have a record of 

the location of the accelerometer for each participant, making a wrist invariant 

classification pipeline essential. 

Chapter 1 highlighted that some of the uncertainties that persist in our 

knowledge about physical activity and health are related to the low resolution of 

data available from self-reported physical activity. Already, studies that have 

collected both self-reported and objective measures concurrently, report 

stronger associations between physical activity and health with objective 

measures (177,178). Although such studies are advancing our understanding of 

the magnitude of the relationship between physical activity levels and health, 
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they do not provide insights into the level and pattern of specific behavioural 

types. 

The availability of a time series of activity types at high resolution, that 

overcomes recall and social desirability bias, will lead to a more precise 

understanding of the association between variations in levels and patterns of 

activities of daily living and specific health and disease outcomes (170). 

Chinapaw et al (179) created a time series of behavioural data, classifying 

events by a combination of intensity (sedentary, light, moderate, and vigorous 

intensity) and duration. They found that clustering of temporal patterns of 

intensity and duration were associated with body mass index and fitness. 

Similarly, Carson et al (180) reported that the composition of physical activity at 

various intensities throughout the day was associated with cardiometabolic 

biomarkers in children and youth. A limitation of constructing time series data 

based on thresholds of acceleration to classify the intensity, is that intensity 

thresholds vary by location of device and left or right wrist for wrist-worn devices 

(61,181). 

Chastin and Granat (182) used a time series of behavioural event-based data to 

analyse the volume and pattern of sedentary events (lying and sitting). They 

found that time total time spent sedentary did not discriminate between healthy 

and unhealthy adults whereas the pattern of sedentary events did. Other 

studies have also shown that the pattern of behaviours as well as the volume 

can offer new insights to the health effects of physical activity (183–185). A 

study by Paraschiv-Ionescu et al (185) used time series data of behavioural 

events to combine different features of physical activity (type, intensity, 

duration) in order to define various physical activity states. They found that the 

temporal sequence of various behavioural states was associated with chronic 

pain in older people independent of total activity.  

The ability to accurately represent an individuals' pattern of behaviour as a 

series of events has beneficial outcomes for adoption of objective 
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measurements approaches in both the commercial and research domains. The 

data content of a stream of data compressed with varying length epochs, to 

which meta-data (type, intensity etc.) can be reliably attached, is much higher 

than fixed epoch approaches. This improves both storage and data 

transmission efficiency giving the potential for battery life and effective recording 

time extension in wearable devices. 

As new knowledge emerges from studies utilising time series data to 

characterise patterns of specific objectively measured behavioural events, 

results could eventually translate into more tailored behavioural guidelines 

rather than the current one size fits all of 150 minutes of at least moderate 

intensity physical activity (13). For example, the American Diabetes Association 

recommends interrupting prolonged sedentary events with light intensity activity 

every 30 minutes to improve blood glucose in adults with type 2 diabetes (186).  

A move towards physical activity guidelines that focus on the pattern of specific 

types of physical activity has implications for population surveillance. Monitoring 

the prevalence of such guidelines could only be achieved via high resolution 

accelerometer data that could be translated into a time series of behavioural 

events. This more granular characterisation of physical activity may also provide 

new insights into how physical activity varies according to population sub-group 

– variations that might be masked by characterisation restricted to volume and 

intensity metrics. 

The pipeline described in the thesis builds the first stage of a wider framework 

for the processing of large amounts of data. Raw acceleration data is difficult to 

analyse on demand in the way that is required to operationalise many 

measurement and behaviour change projects where timeliness is of the 

essence. The ability to convert raw data to a good common format for further 

processing as and when needed will allow new services to be created and 

delivered. Lifestyle profiles and digital endpoints for a wide range of health 

applications, based on the underlying behavioural bouts, will be near-instantly 
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available once converted. In the future, this pipeline should be extended further 

to allow for off-the shelf usage. This will allow for a version that researchers and 

clinicians can use. Thus, it will allow for exporting a time series of behavioural 

events which can then be mined for health associations without the requirement 

of recreating the classification pipeline for new data-sets. 

Bringing event-based capabilities in the realm of raw data analytics allows 

immediate application of emerging specifications for the processing of these 

data types, such as AlPHABET (187, 188, 189), supporting the wider take-up of 

these advanced techniques through standardised data formats, interfaces and 

data governance processes. 

11.3 Ethical implications 

Research into the ethics of PA monitoring have been considered under three 

categories (190): 

1. Autonomy: The right of a participant to self-govern. Typically, relating to 

whether a participant can withdraw consent or cease monitoring. 

2. Privacy: The right of an individual or group to control access to personal 

information. 

3. Harm: Negative consequences, potentially; physical, psychological, 

economic or sociological.  

Autonomy: Autonomy is perhaps the simplest issue with respect to 

accelerometery as participants can easily remove the accelerometers to cease 

any information being gathered. Under current General Data Protection 

Regulation (GDPR) laws, all participants have the right to remove their consent 

at any time (191). A potential issue is when the participants are not knowingly 

sharing their data. For instance, participants may be happy to share their 

acceleration data but not know that this allows for information about their PA 

and sleep to be extracted (54,170). The work in this thesis represents such an 

issue, allowing for information about PA to be derived from acceleration data. 
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This issue can be dealt with by maintaining transparency on all data processing 

procedures prior to gaining consent. The scope of data that can be identified 

from acceleration data is constantly growing, potentially meaning that 

permissions would have to be continuously resought. This could be overcome 

by careful selection of wording in participant information sheets and consent 

forms. This is similar to the storage of human tissue samples that may be re-

analysed when new discoveries are made in the future.   

Privacy: PA classification research and specifically this work impacts privacy by 

allowing for personal information to be extracted about the participants; activity 

(in this research) and sleep (54,170). In an attempt to mitigate these privacy 

issues, acceleration data is treated as biomedical data and bound by privacy 

laws (193), one consequence of these laws is that acceleration data is 

anonymised as standard practise when published. Typically published data sets 

contain pseudonymised acceleration data paired with other medical data. 

Personal data is stored separately from acceleration data with linkage only 

possible by named researchers (103). Due to a number of data leaks from 

commercial smart-watch companies, there is an increasing amount of 

personally identifying information with matched acceleration profiles (194). 

Recent research has investigated the ability to use acceleration profiles as a 

bio-identifier, specifically recognizing if it is possible to identify if two activity 

profiles come from the same person (195). Therefore, by matching published 

health data sets with data obtained from smart watch companies, it is 

theoretically possible to obtain personal information and matched health 

information, through acceleration data, which represents a major ethical issue. 

Thus, it may be the case that the current privacy laws relating to acceleration 

data may need to be updated. The closest parallel to this would be DNA data. 

There exist many data sets with paired DNA and other medical data, and 

commercial DNA analysis companies store both DNA and personally identifying 

information in a pseudonymised format (196).  



Conclusion Joshua Twaites 

 

261 

 

 

Harm: The next two points focus on the potential harmful impacts of the activity 

classification on the participants themselves, specifically under the assumption 

that they are able to access the recorded PA data. There is sufficient evidence 

to show that wearing PA monitoring devices causes a temporary increase in PA 

prevalence (197). However, this is not the only potential impact of such devices. 

As discussed in Chapter 1, governing bodies have released PA guidance 

detailing a minimum recommend amount of PA to be undertaken each week 

(10). A potential side effect of activity monitoring is that participants will find that 

they have met these guidelines and use this as a rationale for doing no more 

PA. While this in itself is not harmful, as the classification is not perfect, it may 

be the case that participants stop because they falsely believe they have met 

the minimum guidance, thus not meeting the recommended PA due to the 

sensor misclassifications. An additional potential for harm through activity 

classification is the relationship between eating disorders and PA tracking (198). 

While the research is in its infancy, it is clear that there is a link between activity 

tracking and disordered eating. It is not clear which direction this relationship is 

in, therefore there exists the potential that the tracking of activity increases the 

likelihood of disordered eating. This is obviously a relationship that needs to be 

further investigated to fully understand the potential negative impacts of PA 

measurement, especially as the risk groups for disordered eating and low PA 

are overlapping (198). In this work this should not be a problem as the 

classification pipeline developed is an off-line pipeline, therefore the PA is only 

identified after the end of the data collection and unlikely to impact the 

participants behaviour. Further, the acceleration devices used provide no 

feedback to the wearer, preventing any judgements being made about personal 

levels of physical activity. 

Classification models making use of anthropometric measures (such as 

acceleration) are at risk of bias, due to homogenous training data (199). One of 

the most prevalent examples of this bias is that of speech recognition. Speech 

recognition systems are typically trained on data from white males, thus 
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resulting in a significantly lower performance (as low as 50%) when attempting 

to classify data from either females or non-white males (199). In general, 

classification models trained on a homogenous population may become 

inaccurate if there are changes to the population, such as race, gender or 

disease status (69). This is both a limitation of the study (discussed previously) 

but also a potential ethical issue. One of the aims for this work was to develop a 

classifier that would allow for investigation into how type of physical activity can 

impact health. Any associations that are found making use of this classifier will 

likely be strongest in data similar to the training population and may therefore 

lead to health messages that are biased towards the training population. This is 

especially important in this work, as while the participants used to generate the 

data sets were heterogeneous with respect to gender, they were comprised 

exclusively of Caucasians and were relatively young. As differences exist in 

acceleration data with respect to race and age (192), this represents a strong 

possibility of bias in this work. 

The previous points have focused on how this research and activity 

classification can cause unintentional harm. These points focus on how PA 

classification and this research may be used to commit intentional anti-ethical 

behaviours causing harm to participants. With the rising amounts of obesity in 

the world, proponents of measures such as denying or reducing access to 

health care if a participant is obese have been increasing (200). A possible 

extension to this would be treating adherence to PA guidelines in a similar way. 

Aside from the ethical issues in denying healthcare for any reason, PA 

adherence has a particular flaw. Unlike obesity which is a simple accurate 

metric (Body Mass Index), PA classification is not 100% accurate, which may 

lead to denial of treatment when a participant has met the PA guidelines. For 

example, if a single acceleration threshold, calibrated in a young sample, is 

applied to data collected in older people to classify physical activity intensity, it 

will underestimate the prevalence of activity in the older sample potentially 

leading to calls for older adults to increase their physical activity (34).  Even 
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without the extremity of denying health care it can still be seen how information 

about a participants PA may be used to influence medical opinions, in some 

cases this could obviously be beneficial, specific treatment interventions based 

on their PA. However, this information could have negative impacts as well, in 

particular patients may find their adherence to the PA guidelines effecting 

procurement of limited treatment. A related issue is insurance companies 

offering discounts based on PA (201) (as measured via activity trackers). While 

this in itself is not intentionally unethical, it does show that adherence to PA is 

currently being used to impact the cost/availability of certain services. 

My next point focuses on how activity classification gives an opportunity for the 

participants to commit unethical actions. The previous points of PA resulting in 

lower insurance and potentially acting as bar from accessing healthcare, give a 

rationale of why a participant may wish to provide artificially inflated PA data - 

social desirability bias. This concept of deceptive behaviour within activity 

classification has seen some prior research (202) with the authors concluding 

that by iteratively retraining on successfully deceptive behaviour it was possible 

to accurately disambiguate between real and deceptive PA. It is worth noting 

that this method of iterative retraining on the deceptive behaviour is 

conceptually similar to that of a GAN, which was used in this work. Therefore, 

although this work should be unaffected by such deceptive behaviour, it does 

represent a wider issue. As mentioned earlier, because the measurement 

devices in this research provided no feedback on behaviour, social desirability 

bias is less likely compared with self-reported behaviour.  

In conclusion; there are many potential ethical issues with PA monitoring via 

accelerometery and the work in this thesis. Further research is needed into the 

potential harms that PA monitoring may cause and whether any benefits 

outweigh the risks. Additionally, with the increased ubiquity of accelerometers 

and the increasing ability to extract information from acceleration data, further 



Conclusion Joshua Twaites 

 

264 

 

 

discussion incorporating stakeholders, public health officials and researchers is 

needed to ensure privacy and autonomy of participants is maintained. 

11.4 Conclusion 

The objective measurement of physical activity with accelerometers is 

becoming ubiquitous in epidemiological, surveillance, screening, and 

intervention studies but a major limitation, compared to self-reported measures, 

has been the inability to estimate the type of physical activity being undertaken. 

Estimates of physical activity type enable researchers to examine a much 

broader range of physical activity metrics and how they are related to health, 

that are not subject to recall or social desirability bias. The body of research in 

this thesis provides new and important knowledge including; {1} improved 

methods for the creation of an activity classification pipeline that maximised 

both intra and inter-protocol performance; {2} a new method for creating an 

activity classification pipeline that is invariant to accelerometer location; {3} the 

creation of an activity classification pipeline, with high intra and inter-protocol 

performance, that can output a time series of activity types. 

The main limitations of this work are the limited number of labels used for 

classification and the limited heterogeneity in the populations studied. Further 

research is required to test whether the findings of this thesis can be extended 

to a broader range of activities and populations. 

As a result of this work researchers can reduce many of the uncertainties that 

exist in physical activity research, due to a reliance on self-report measures of 

physical activity, which in turn should lead to a more precise understanding of 

the association between variations in levels and patterns of activities of daily 

living and specific health and disease outcomes. 

In conclusion, the goal of this thesis has been achieved, this will allow for a new 

level of understanding into how type of physical activity can impact health. 
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