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Abstract: Online communities are a rapidly growing knowledeggository that provides scholarly
research, technical discussion, and social intergctThis abundance of online information increas
the difficulty of keeping up with new developmedifficult for researchers and practitioners. Thas,
introduced a novel method that analyses both kmbydeand social sentiment within the online
community to discover the topical coverage of enmgrgechnology and trace technological trends.
The method utilizes the Weibull distribution anda8hon entropy to measure and link social sentiment
with technological topics. Based on question-ansiagn and social sentiment data from Zhihu, which
is an online question and answer (Q&A) communitythwhigh-profile entrepreneurs and public
intellectuals, we built an undirected weighting vmatk and measured the centrality of nodes for
technology identification. An empirical study ortificial intelligence technology trends supported b
expert knowledge-based evaluation and cognitiowiges sufficient evidence of the method's ability
to identify technology. We found that the sociahtsment of hot technological topics presents a
long-tailed distribution statistical pattern. Highmilarity between the topic popularity and emeggin
technology development trends appears in the omlamemunity. Finally, we discuss the findings in
various professional fields that are widely appliediscover and track hot technological topics.

Keywords: Technology identification; Network centrality; Omé communities; Sentiment analysis;
Weibull distribution

1 Introduction

Online media, such as communities, forums, micigdl@and social networking platforms,
contain a wide range of topics that are discussethe general public and professionals
(Rotolo et al., 2015; Li, 2019). Such online infatmon about hot events or technological
topics popularized via online social networks helpsople perceive the associated
development trends (Li, 2019). Professional onioenmunities, such as "Zhihu", have been
attracting attention as new mobile technologiesuneatand the number of topics related to
hot and emerging technologies discussed in onlorantunities is growing exponentially.
Most internet users may learn about hot or attractiechnological topics from the
personalized recommendations of online communikiesvever, such topics are disorganized
and inefficient due to a large amount of interagtimformation, and it is incredibly
challenging to obtain "tailored" technological tpiand development trends. Thus, a
significant research direction in the field of taclbogy management is to construct an



effective method of mining relevant information aechnological topics in online
communities and accurately identifying and foredogsttechnology development trends
(Rotolo et al., 2015; Hong and Han, 2002; Breitzraad Thomas, 2015).

Moreover, the development stages of hot technolumyld be identified and tracked to
provide guidance for policymakers to formulate emoit and management policies and
enterprises to adopt R&D strategies for relevamhrelogies (Yoon and Park, 2007).
Academia has investigated methods of identifyingl @aracking the popularity trend of
technologies. Traditional methods include subjectiexperiments, which are still the
mainstream approach and include subjective sctasgd on expert evaluation (Alberto et al.,
2020, Simon et al., 2020) and evaluating processes iragday subjective factors (Wang et
al.,, 2015; Sakti et al., 2017). Subjective methadgquire expert evaluation results or
decision-maker opinions and require experts tcerg@vwnany documents. These methods have
drawbacks. Creating conditions for long-term, lasgale identification and tracking is
difficult, and the prediction results are influeddey the experts' tendencies, which makes the
results unreasonable. Therefore, subjective methHmalsed on expert evaluation have
high-efficiency advantages but are weak in accyramynsistency, and stability and
unqualified as systematic methods.

Another approach includes objective methods, sgctha evaluation index method based
on patent citation data, which builds a patentticitanetwork and identifies the trend of
technology development by analysing the charatiesisf network structure (Liu and Wang,
2010; Du et al., 2020 Shubbak, 2019; Berg, 2019; Lee et al., 20¥8/ebambe et al., 2017;
Mejia, Kajikawa, 2020; Li, 2020). The objective mmetls recognize the possible existence of
new technologies in the future by analysing thecttiral characteristics of patent citation
networks. Thus, the findings correspond to obsdevedrlity with rationality and provide a
theoretical basis for further studies (Kyebambealgt2017; Mariani et al., 2019; Li et al.,
2019). Authors have directly analysed the patentld@ment trend through statistical data
upon patent (Guo et al., 2018; Evangelista et2@20). However, this approach ignores the
phenomenon that new and emergent technology mayeadthrough technology, which only
slightly depends on previous patent outputs, teadihg to objectivity "failure" when used to
monitor emerging technologies.

A third type of methodology is patent/literaturesbd text mining, such as text clustering
(Lee et al., 2020; Zhou et al., 2019; Martin andséiiin, 2019; Kim et al., 2020; Kwon and
Park, 2018), co-occurrence analysis (Diego eR8ll9; Dotsika and Watkins, 2017; Jaewoo,
Woonsun, 2014; Ravikumar et al., 2015), topic miaagl(Chen et al., 2017; Erzurumlu and
Pachamanova, 2020; Jeong et al., 2019; Chen 202Q; Qiu and Wang, 2020), machine
learning (Lee et al., 2018; Kristjanpoller and Minlo, 2018; Kim and Sohn, 2020; Xu et al.,
2019; Noh and Lee, 2020) and bibliometric analgsisrino, 1990; Zhao et al., 2020), which
are performed to identify technological topics afatecast development trends. The
text-mining method to identify emerging technolagjgrovides insights beyond patent data
evaluation, reveals the transparency of patenttstres, and may enhance the accuracy of
identifying emerging technologies.

These three methodologies represent differentegfies for identifying technology trends
and enrich the theoretical potential of technolabforecasting. Nevertheless, these methods
of investigating technology are limited to patewis academic literature and ignore the



external social and societal needs that will imgachnology development in the future. Ena
et al. (2016) pointed out that an increasing nunatbelata sources address different phases of
technology development. Some scholars analyse |sogdia data to examine the topical
change of emerging technologies and identify dgprakmt trends of emerging technologies
on Twitter (Li et al., 2019) and monitor new resdatopics or fields according to Facebook
mentions and citations (Mohammadi et al., 2020) ethér web news (Hong and Han, 2002;
Li et al.; 2020). Li et al. (2019) and Mohammadiakt (2020) pinpointed the advantages of
mining user-generated content in social media fwhmological forecasting. First, the
importance of a technology is determined and cheriazed by engineers and public users'
shifting attention but not by the relative positiof the technology in its scientific and
technological system. Second, it is more timely &avard-looking to identify emerging
technologies and trends by social media data tlyapabents or academic literature. Third,
recent efforts (Li et al., 2019; Mohammadi et aD20; Li et al.; 2020) have expanded the
technology trend monitoring methodology from thespective of multisource data utilization.
In particular, monitoring and identifying emergitgchnologies' popularity through public
perception is conducive to discriminating differedevelopment stages of emerging
technologies.

Nevertheless, the core techniques of current sowalia analysis methods mainly focus on
text mining and topic modelling, and they are ndffecentiated from the traditional
technology trend identification method based ort teining. The current study considers
user-generated topics and social activity-derivathdsuch as Likes, Sharing, and Forwards.
These minimally socially derived data reflect aittp degree of popularity based on the
importance of an emerging technology and socialvodt communication characteristics.
However, users with a central location of socialweks may exaggerate the popularity of
some topics that do not correspond to reality amelchnical topic posted by a professional
influencer may be forwarded by their followers;rifere, the technical topic's influence may
exceed that of the related topic posted by mangradhdinary professionals, which leads to
the distortion of information, resulting in the atairacy of technology trend prediction.

In addition, mainstream internet data mining mapsheawork and determines the
significance of a node in the network by calculgtthe centrality or intermediate level of
nodes (Du et al., 2020; Li et al., 2019). Previowsthods considered the networked node
weight, which is not equivalent to random connewion a social network. Hence,
determining methods of trimming the "social netwattributes" from topic-based social
sentiment data, measuring the weight of networkedes, and discovering their real
popularity represents a critical issue for monitgriechnology trends using online data.

This paper aims to develop a topic network cemyradilgorithm for identifying hot
technological topics based on online informatiorasugement. The method's first step is to
build a technology topic network organized by a sfiom-and-answer tag group obtained
from crawling from the Zhihu platform. The secontpsis to calculate the weight of
connections in the topic network. Here, we applg WWeibull model to fit the random
distribution characteristics of social sentimentadand then use Shannon entropy theory to
measure the amount of information. Consequently, talee the average amount of
information as the weight of connections. The thitelp is to measure the centrality of each
node according to complex network theory. Finaltite popularity trend curve of



technological topics with trimmed "social networkriautes" is constructed based on the
topic network centrality.

The main contributions of this paper are threefdljl:to construct a technology topic
network based on the technology topic and its $éseiatiment data; 2) to measure the weight
of the random connections of nodes in a networlkedhas the amount of information; and 3)
to develop a topic network centrality algorithm é&®n online information measurement for
technology identification and forecasting.

The rest of this paper is organized as followstiBe@ provides an overview of the Zhihu
platform and online data processing, including Iblasic structure of Zhihu and online data
collection and processing within Zhihu. SectionnBraduces the methodology, including
network construction of technological topics, cality degree measurement, connection
weight calculation, and the method of calculating amount of information in observed data
that combines information entropy with Weibull distition. Section 4 discusses the results
of an empirical study on the artificial intelligencase. Section 5 presents the conclusions of
the paper as well as limitations and recommendsgtion

2 Data Platform and Processing

2.1 Data structure — Zhihu social platform

The Zhihu platform ffttps://www.zhihu.con)/is used to study the discovery and tracking
of hot technological topics based on social netwoflhe following is a brief introduction to
the essential characteristics of the Zhihu platform

First, Zhihu is currently the largest cutting-edg¢echnology exchange and social
networking community in the Chinese Internet wordshd information is organized in a
tree-like hierarchical topic distribution structuror example, the top topic of artificial
intelligence is divided into subtopics, such as tgrat recognition, algorithms,
human-computer fighting, and smart cities, andettage corresponding subtopics under these
subtopics mentioned above. For example, the subtdpattern recognition covers subtopics
about detailed technology application directiomgluding character recognition, voiceprint
recognition, image recognition, face recognitiomg @peech recognition. In this way, various
technological topics in artificial intelligence che covered, as shown in Fig. 1.
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Fig. 1. Tree-like hierarchical topic distribution struatusf artificial intelligence on the Zhihu
platform

The tree-like topic structure shown in Fig. 1 imgeted by the countless refinements
resulting from the user's collective wisdom in tmemmunity. The topic tree accurately and
comprehensively covers the content of each subtwipartificial intelligence, and emerging
and new technological topics will be quickly added specific position in the topic tree. The
collective wisdom of spontaneous organization adggs from many community users from
all walks of life. The submission of new topicgjigite timely, and the comprehensiveness and
correctness of the topic tree are highly guarantdtt refinement by people with different
professional backgrounds countless times. This pilia-like phenomenon is called the
power of collective wisdom.

Second, Zhihu has an effective intelligent recomma¢ion system. When users pose
guestions on a topic, the questions will be pudiecklevant users to answer through two
channels: the recommended users and the usergxeigtient answers under the related topic.
Once the answer is completed, it will be pushedht timeline of relevant users by the
intelligent recommendation system. Social intexdtdtis, such as "likes" and "comments",
will occur as users browse. From the social intirities, the intelligent recommendation
system will select better answers and put therheatdp for an efficient browsing experience.
In other words, the better the answers to a questice more quickly they will be browsed
and combined via users to form a central hot tdpiche community, thus indicating
breakthrough or significant achievements of relé¥echnologies in a period.

Third, each question in the Zhihu community hastiplél topic tags, which means that the



guestion is cross-correlated with various techriegAn example is shown in Fig. 2:

‘What is your opinion about the problem that face verification cannot be cancelled when selected during Alipay real-name
authentication?
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Fig. 2. Basic structure of the "Question" in Zhihu

In Fig. 2, the question "What is your opinion abdlie problem that face verification
cannot be cancelled when selected during Alipajname authentication?" involves three
topics, i.e., "Alipay”, "face recognition”, and ‘filrmation security.” "Alipay" is an enterprise,
"face recognition" is a technology, and "informatisecurity" is an application. Thus, this
problem connects many topics in different fieldgetiter, and through these connections, a
wide variety of topics are organized into a netwd@kbsequently, hot topics in the network
will be discussed and identified. In addition, Figshows that the two tags "followers" and
"browsed" are marked on the top right of each goresb represent the "strong concerns" and
"weak concerns" of community users about this topic
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Fig. 3.Basic structure of the "Answer" in Zhihu

As shown in Fig. 3, each answer has many elembatsshow the popularity of the topic,



such as the number of "likes" and "comments" amddhate of the answer. Moreover, the
number of answers under each topic and each asdemgth indicate how much attention the
topic receives. Thus, the popularity of a topic topic combination can be monitored
according to these elements.

By considering these factors, we found that thdndhwebsite is a high-quality and credible
information source and provides enough informationmonitor emerging technologies.
Compared with patent information or published &tare, Zhihu as a data source has the
following three advantages.

First, it is forward-looking. Patents and publisHigérature represent outcome documents
of emerging technologies, and as a result, thegllyslag behind the development trend of
these technologies. In contrast, a knowledge exghaommunity such as Zhihu aims to
share or discuss popular expertise issues. Aftertaehnical requirements or new technical
tools have been introduced and discussed on thalsowdia platform, these new
technologies attract science, technology, and iatiow practitioners, which will lead to a
more significant outcome and breakthrough of thesknologies in the future.

Second, it is sensitive and self-organizing. Anialysoutcome documents based on key
technologies requires modelers to propose a modativance and use it as a benchmark to
obtain the corresponding prediction results. Howeren-professionals cannot learn about
emerging technologies in the embryonic stage, thoiing the sensitivity of the mining
algorithm. Every expert or professional may contiéband create content on the Zhihu
platform, which is useful for a technology trendning algorithm. Consequently, the
emerging key technologies under a particular teyit always be found and added to the
topic tree. Such technologies will be connectedhwiher existing key technologies by topic
tag groups to determine the relative position @sthtechnologies in the whole technology
network. In this case, the modelers can build thigree technology popularity trend index
without knowing the potential hot technologies dneir names in the future, and the model
will automatically discover and focus on them frtme technology network.

Third, it provides a perspective of the whole sgci@rofessionals write both patent and
paper texts. However, professionals' insights igpacific field are relatively narrow and
cannot reflect attitudes from a wide range of stsecorresponding to the development of
key technologies. Zhihu is a comprehensive knovédased Q&A platform widely used by
experts and professionals from various industrieshare high-quality insights. Although
answering technical questions requires a particplafessional background, professional
knowledge is not necessary for interactivity, sash"likes”, "comments”, "attention”, and
"browsing." If a critical technology obtains manysavers and a large number of page views,
followers, comments, and likes, then this technplbgs received the collective attention of
professionals and non-professionals and will masearehensively reflect its impact on
society in a wide range in the future.

2.2 Dataset preparation

This paper studies how to monitor the developmestd of technology popularity based
on the Zhihu platform by taking hot technology ifasial intelligence" as the sample. It is
necessary to collect all questions and answersruhdeopic of "artificial intelligence" and
related subtopics. In this paper, more than 70080®0vers were collected through a crawler
technique, and they cover the following aspects.



First, subtopics of artificial intelligence in thepic tree and subtopics of subtopics are
retrieved.

Second, all the questions under each topic areatell, including the questions' title, tag
group, content, number of followers, page view namband number of answers.

Third, all answers to each question, including @mswerer's nickname, answer's content
and time, and the number of likes and commentsedrieved.

The final dataset takes an answer as a basic datdnat consists various attributes. 1) The
tag group. For example, in Fig. 2, the tag groupmufltiple answers is "Alipay, face
recognition, information security." 2) Number dfds, which reflects the recognition degree
of users for an answer. 3) Number of comments, lwhéflects the attention of users to the
answer. 4) Text content of an answer. 5) Numbesiefs, which reflects the current overall
popularity of a question. 6) Number of follower§.réaders are interested in a follow-up
discussion of the question and want to obtain melevant pushes, they may actively click
on "Follow”, which reflects the users' continuetkation to the question. 7) Submission time
of the answer. In addition, some auxiliary inforinatare included, such as the ID, user name,
signature, and title (excellent answerer) of thearer.

3 Methodology

The method is used to measure the information amwofusocially derived data related to
network topics, the connection weight based onam®unt of information, and the node
centrality of the topic network. First, we introdulcow to build a topic network based on the
topic and its socially derived data and introduoe primary method to calculate the node
centrality in the topic network. Second, due to taedomness of social data, the node
connection weights in the topic network cannot aiyebe obtained by the absolute value of
derived data; thus, the corresponding informatioment and Shannon information entropy
theory are used to convert the socially derivedadato an information amount. The
connection weight is obtained by calculating therage information amount. Third, to
accurately measure the information amount, it isessary to investigate the distribution
characteristics of information propagated by noiteshe topic network so that we can
introduce the distribution characteristics of thaf propagation times of information (such as
the "number of comments" and "number of thumbs-using the Weibull distribution.
Afterwards, we integrate Shannon information entrapd the Weibull distribution model to
introduce a complete calculation method for cornimgrsocially derived data into an amount
of information. Finally, by combining the above pess and merging the information
measurement with a weighted topic network, we psepbe framework of the topic network
centrality algorithm based on information measungnfier computing the network centrality
and forecasting technology trends.

3.1 Network construction and centrality measuremenbf technological topics

After collecting all answers in the artificial itligence field of the Zhihu platform through
web crawler technology, the topic tag group comesing to each answer can be used to
build the technological topic network. We use ttandard adjacency list approach (Bonacich,
1987) to build the topic network. Specifically, toptag groups attached to each
guestion-and-answer are paired and placed intadptency list in turn. Complex network



analysis software is used to generate the correlappmetwork structure diagram based on
the complete adjacency list. For example, if thgiddag group of a particular answer is
(Alipay, face recognition, information securityhen (Alipay, face recognition), (Alipay,
information security), and (face recognition, imf@tion security) are added to the adjacency
list. According to this principle, when all the areys are updated to the adjacency list, the
technology topic network can be generated basetheradjacency list. Fig. 4 shows the
partial area slicing of the constructed technoltmgpjc network.
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Fig. 4. Partial area slicing of the constructed technolmgyc network

Specifically, the network constructed in Fig. 4aisundirected weighting network. In other
words, the order in the topic tag group is notidgatished and the topic pairs added to the
adjacency list based on each answer will carredbfiit weights.

In complex network systems, the importance of aenedusually described by the concept
of "centrality." There are many ways to measurdradity, and they can be roughly divided
into two categories: the centralization principhehich reflects the node's local connection
density; and the betweenness principle, i.e., thmber of nodes that the shortest path
between any two nodes in the network needs to thasagh, which reflects the role played
by the node in the network connectivity. Since tpaper studies the popularity of a
technological topic node, it is more suitable to@idthe centralization principle to measure
centrality. Therefore, the network centrality cddtion method based on eigenvalues is used
to calculate the centrality of each node.

Assume that the centrality; of a nodei is equivalent to the weighted sum of other nodes
(Bonacich, 1987), namely:

B¢ =Zn:WijCj =wcC 1)

where w;; is the connection strength between npd@d node; f is a constantyV is the
adjacency weight matrix of the technology topiowark; WW; is the row vector of adjacency
weights corresponding to nodein the adjacency weight matrix; an@ is the centrality
column vector of all topic tags. It is expressedhie form of a matrix as follows (Bonacich,
1987):
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Obviously, the centrality vecto€ of all technological topic tags is the eigenvector
corresponding to the maximum eigenvalue of thecadjay weight matrixV.

For this reason, the measurement results of thigatieyn of technological topics based on
social networks can be given according to formia However, due to the long tail
characteristic of socially derived data, the dines¢ of the absolute value of derived data as
the connection weight in the topic network will de@o the centrality estimation being
accidentally high and does not have a stable trditrefore, we need to construct a
reasonable connection weight in the topic network.

3.2 Calculation of adjacency weight using Shannomformation entropy

In the centrality calculation mentioned in the po&g section, the critical step lies in
obtaining the adjacency weight. Thus, from the pective of information theory, information
entropy (Shannon, 1948) is introduced to calculaeopic network's adjacency weight.

The technology-related data from social networkkece the degree of attention given to
certain technologies; however, since these obgervdata are derived from social networks
(Barabési and Albert, 1999), they are inevitablglsdree, which is the essential feature of
social network data. Specifically, scale-free ref¢o the severe heterogeneity of social
network data, in which very few nodes obtain adangmber of connections and most nodes
only connect with a small number of nodes. Fighéves the elemental distribution of social
network-derived data (taking the number of wordamswers, the number of likes, and the
number of comments as examples). It can be seéththaata distribution presents a serious
imbalanced state. The samples with low observatgesunt for a high proportion, while the
samples with extensive observations account fawagdroportion but have typical long-tail
characteristics.

According to the above analysis, when evaluatimpgctpopularity based on social network
data, it is necessary to strip the social netwtiribates and identify the core information.

Distribution of the number of words in answers Distribution of the number of likes for answers Distribution of the number of comments for answers

010 a0
Answers” word number Answers” like number Answers” comment number

Fig. 5. Distribution characteristics of data derived freatial networks

Shannon's information entropy theory establishesmaplete set of information evaluation
methods for random observation events. Accordirtistheory, the information amount of a
certain observed state is a negative logarithnh@forobability that the state occurs; that is, if



a certain stater; occurs, then the information amount it carries-i®g(P(x;)) (Shannon,
1948). In other words, the lower the probabilitattlha certain state will occur, the greater the
amount of information it carries. Therefore, acaéogdto information entropy theory, the
measurement of the amount of information carriea Ispecific observation in social network
data does not depend on the absolute amount oblibervation but the probability of its
occurrence. For the probability calculation, thebability distribution of observations should
be described. For this purpose, a typical longtadistribution, i.e., the Weibull distribution,
is selected to describe the data derived from bowawvorks and then the distribution
characteristics of the information occurrence pbiliig are shown in the following
subsection.

3.3 Weibull distribution

When specific information spreads from a sourceenindhe social network, whether it can
reach the next node is unclear. The informationggifmom the source node to the first-level
child node, from the first-level child node to teecond-level child node, and then to the
third-level child node and fourth-level child nodehe success rate of the jump gradually
changes, and the success rate sequence can taeckestp;} = {p,, p1, 2, --- }» Wherein p,
is the success rate to the source nodemnis the success rate to thth child node. In this
way, the spread of information on a social netwcak be regarded as its "survival." The
more node jumps, the longer the corresponding fgairtime". Finally, the amount of
information spread is equal to its "survival time."

It is noteworthy that in the whole process of imation jumping, three situations apply to
the failure probability of jumping: the first isahthe probability of failure does not change as
the number of jumps increases; the second isltlediailure probability initially increases and
then decreases as the number of jumps increasgsharthird is that the failure probability
gradually decreases as the number of jumps inge&dgectively, there is no situation in
which the failure probability continues increasifgecause information cannot be
disseminated on a large scale. The above threes cageespond to the three probability
distributions of survival analysis theory.

(1) Exponential distribution:

f(t;A)=Ae™,t>0,42 0

(2) Lognormal distribution:

_(nt—y?
e 2 t>0,u>00>0

f(t;u,0) =
(t40) t2no
(3) Weibull distribution:
k t k-1 .
f(t;/l,k)=;(;] e t>01>0k>0

The failure rate functions of these three distitimg are shown in Fig. 6:
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Fig. 6. Failure rate functions of the three distributions

According to Fig. 6, since the information is sgré@a social networks, the first jump is the
most difficult. After each jump, the number of patial successor nodes that the information
can reach greatly increases; therefore, the failbesof the next jump will decrease, which is
consistent with the long-tail distribution charaigtics of information dissemination. In such
a case, the Weibull distribution (the shape pararaeare between 0 and 1) is the most
appropriate benchmark distribution for charactegzinformation dissemination. Although
the failure rate of the lognormal distribution isadecreasing in the tail, there is a very low
failure rate interval at the head, which indicatmt the information dissemination
phenomenon described by it can complete at leasfitst few jumps. This finding is not
consistent with the common phenomenon of zeroaotem information in social networks.
Similarly, the exponential distribution obviousharmot reflect this characteristic of social
network information dissemination.

Therefore, according to the survival analysis tiiethre data derived from social networks
will follow a Weibull distribution (Weibull, 1951):

k X k-1 .
f(x;A,k):E[ﬂ e x>0 (3)

where A is the scale parameter, which is used to adjestdtmension of random variables,
andk is the failure parameter, which is used to measlugesuccess rate in the process of
information jumping. Wherk>1, the success rate of the information jump withdyally
decrease as the number of jumps increases, wheteas 0k<1, the success rate of the
information jump will gradually increase as the hgmnof jumps increases.

In terms of the information dispersal mechanisne thata derived from the online
information obey a Weibull distribution. Neverthede whether the Weibull distribution is
long-tailed must be validated for two reasons. tFithe scale-free property and the
corresponding long-tailed distribution are coretdess of social network data. Second, the
logarithmic form of probability needs to be remowelden calculating information entropy. If
the probability value is too small, a tremendou®am of information will be estimated, and
such an extreme value will destroy the robustnéfiseoestimated result.



The long-tailed distribution is a family of distutions with a broad definition. The
probability density function of the distribution irequired to converge to 0 at the power
exponent level. Under this requirement, a longethilistribution subfamily with better
performance can be defined based on Definition 1:

Definition 1 (Weibull, 1951; Almalki and Yuan, 2013)f a certain distributiorF belongs
to the £ distribution family, then for any > 0, we can obtain the following:

lim FXY) oy (4)
= F(X)
where F(x) = 1 — F(x) is the tailed distribution of distributida
In Definition 1, the probability of selecting anyd points is the same on the infinite tail. In
the social network scenario, Definition 1 meanst thegardless of the extension, the
distribution may still occur; thus, the probabilif occurrence remains unchanged. This
property is significant for ensuring the robustnesfs Shannon's information entropy
estimation.
Then, it is further proven that the Weibull distrilon belongs to the distribution family:
Proof:
The tailed distribution of the Weibull distributias as follows:

Fo={ w50
Then:
o PO ket
x—o0  F(x)
where x* — (x — y)* can be viewed as the difference between the famgfix) = x* and
a fixed distancg.

When 04%<1, the first derivativef’(x) = kx*~1 of the functionf(x) = x* converges to
0 from x—c0; thus, the difference in the finite distance is O.

Therefore, it can be proven that whenk®%, the Weibull distribution belongs to the
distribution family. According to the fitting of &al data in the empirical results, as shown in
Table 1, the estimatddis in the interval (0,1). Therefore, the Weibulstribution applied to
social network data is a long-tailed distribution.

3.4 Measuring the amount of information derived fran online social networks

After proving that the Weibull distribution can edtively describe the distribution
characteristics of social network-derived data, eeenbine it with Shannon information
entropy to construct a computing method that caasmes the information amount contained
in socially derived data as follows.

Step 1: Organize the processed data into a damn{ali, j}, wherei stands for the index
of socially derived data (such as "thumbs up”, "ow@nts" and "forwards"), angl represents
the ordinal number of the index. Because the d&fmal domain of the Weibull distribution
does not include 0, the Laplace smoothing methaeés!, by which the value of all observed

data points is added by 1.



Step 2: Take the column items in the data matrixin f; = {d*,j} (* is a wildcard). Then,
the following information conversion operation erformed.

(1) First, assume that the data points in a colitemn of features are sampled from the
Weibull distribution and the distribution parameter, k are unknown.

(2) Then, according to the principle of maximumelikood estimation, the negative
logarithm likelihood function based on the chardstie data points of this column is
constructed as follows:

3 NCod &
logP(dy;;4;.k; )= =N log=t = (k; =1} log—-L + " logFL (5)
J ] ] /]j J = /1]_ = /]
where N is the total number of records in the data
(3) The gradient descent method is used to soleeotitimal solution of the parameters
A;, k; inthe above equation as follows:

2K, :argg]ir{— logP(d. ; A, k)] (6)

(4) According to the optimal solution of the paramet&kannon information entropy is
used to convert each data point in this column théocorresponding information amouhy;
as follows:

I =—IogP(di,j ,/TJ,IZJ) (7)

Step 3: Each column of original data in the datdrisnds converted into the amount of
information, and the corresponding information antauatrix {Ii,j} is obtained.

3.5 Topic network centrality algorithm framework based on information measurement

Based on information measurement, we summarizeifoeissed methods and propose the
topic network centrality algorithm to effectivelgiantify and monitor the development trend
of hot technical topics. Assume that every piecedafa can be recorded dgem; =
[(ki1,kio - kin) (dig, diz -, dim)], where (kiy,kis -, kin) represents the topic tag
group and(d; 1,d;,, -, d; ) represents the corresponding features. A compieteess to
calculate the "activity" of each topic in the topietwork during a period is as follows.

Step 1: Collect all the feature da{d*,j}t in this period and fit the feature with a Weibull

distribution to obtain the most distribution paraene matching the dataVv; represents the
data point number in this period, ang, k; represents the parameters of the Weibull
distribution as follows.

logP(dy;;4; k) =-N |09ﬁ—(kj - ])i Iogh+z Iog& §
/‘J 1=0 /]j 1=0 /]j (8)
Ak, :arg;nir{— logP(d. ; A, kJ)J

Step 2: Build the Weibull distribution based on tdlition parameters, convert the
corresponding derived characters in each answeltsicorresponding probability, and then
calculate the Shannon information entropy as tHernmation measure. The formula for
measuring thénformation amount is as follows:



I, =-log P(di,j A, ,IZJ)

Step 3: Average the amount of information for ther derived data characters, which is
called the average information, and regard it adittk weight of the topic tag group attached
to the answer as follows:

(6K e k) (o ) [= [ (ks o ) (1 e i)
:Bmxgwn¢%imﬁ

Step 4: Pair the topic tags of each answer aadhathe average information of the answer
to the network's adjacency list. The form of thg@eency list is{(nd;, nd,, wy,), - }, where
nd; and nd, represent the nodes in the network amg represent the weight between
two nodes. The calculation process is as follows:

imJ:{Kmm%th{nmsﬁian} (10)

i

(9)

3r

(ki,l’K,Z"”’ki,n)’

Step 5: Generate an undirected weighting netWwaged on the constructed adjacency list.

Step 6: Calculate the centrality of each topic niedde undirected weighting network with
the centrality calculation method based on thereigkie, i.e., the maximum eigenvector of
the adjacency weight matrif/

Step 7: Arrange each topic node's centralityifierdnt periods of time series to construct a
topic popularity trend curve.

Step 8: Calculate each topic node's month-on-mgratvth rate and select the two fastest
growing topics in each period as the hot topichat period.

4. Empirical analysis and results

This section studies the topic of "artificial eligence" and its subtopics in the Zhihu
community to verify the proposed topic network cality algorithm for hot technological
topic discovery and monitoring. Approximately 70@)0pieces of relevant "question and
answer" (Q&A) data are collected to evaluate edtdtl mode's popularity fluctuation trend
under the technology category.

According to the answers' date, the 700,000 ansarerslivided into 15 different periods
from January 1, 2012, to June 30, 2019, with a teaignterval of six months. We use the
topic network centrality algorithm to process tlatadas follows.

Step 1: Collect Q&A records from each period anthmiarize the socially derived data
features, including "number of browses”, "numberttoimbs-up”, "number of comments”,
and "number of words" on each Q&A record. Accordiogthe topic network centrality
algorithm based on information measurement, we iobtlhe estimation results of the

parametersi, k in the Weibull distribution social sentiment daaa,shown in Table 1.

Table 1 Estimation results of parameteisk in the Weibull distribution

browse like comment number of words




0.75 0.57 0.70 0.65
2575 6.04 3.47 471

> /D

Regarding "like" and "comment”, we draw the corasging Weibull distribution
probability density curve based on the paramefieks and compare the curve to the statistics
histogram of the original data set in Fig. 7. Thebability density curve of the Weibull
distribution and the histogram fit well, which stewhat the Weibull distribution can better
reflect the distribution characteristics of theiabonetwork-derived data.

The distribution fitting of the number of likes The distribution fitting of the number of commetns
@040 #0 00040 0

————— information amount curve H ———— information ameunt curve
***** probability density curve " ! — — — — - probability density curve

I qictribution histogram I distribution histogram

@030 00030
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0010

1] 100 150 400 50 200 150 00 0 E 100 150 200 50 300 150 0

The number of likes for answers The number of comments for answers

Fig. 7. Comparison between the Weibull distribution praligtdensity curve and statistical
histogram

Step 2: Based on the Weibull distribution parametereach column of socially derived
data, we convert the socially derived data on twdmn into the information amount and
provide two examples from the Q&A records in Table

As shown in Table 2, we can find that the absokatee of "thumb-up" in Case 1 is 35, and
the value of that in Case 2 is 1. The informatiotemsity of Case 1 is 35 times higher than
that of Case 2, which is unreasonable. However,uietanalyse this scenario from the
perspective of information amount, which is 17.3ase 1 and 13.5 in Case 2. This finding
indicates that the information intensity of Casis bnly approximately 21% higher than that
of Case 2, which is more reasonable and in link thié actual situation.

Table 2 Comparison of the information amount extractednfian absolutealue

absolute values information amount
Case 1 (35, 25,2501, 2942) (17.3,19.1, 16.5, 13.9)
Case 2 (1, 2, 400, 637) (13.5, 14.9, 13.9, 13.0)

The growth rate of the information amount in theially derived data is different from the



growth rate of the corresponding absolute values.example, a comparison of the growth
curve of the information amount on two differenturons of socially derived data, namely,
"thumbs up" and "comments" in Fig. 7, we found tleamtmments" are more informative than
"thumbs up" for the same absolute value.

Step 3: Calculate the average information amouneéeh corresponding Q&A record on
the topic of "artificial intelligence” according tihe information amount of each column of

socially derived data, that is, the average infaimnaamount of four different socially
derived data points mentioned in Step 1 is as\ialo

[(Alipay, Face Recognition, Information Security), (35,25,2501,2942)] =
[(Alipay, Face Recognition, Information Security), (17.3,19.1,16.5,13.9)] =
[(Alipay, Face Recognition, Information Security), 16.7]

Step 4: Pair tag groups and then fill out the aaljay list with the average information
amount that each pair of tags will carry as follows
[(Alipay, Face Recognition, Information Security), 16.7] =
{(Alipay, Face Recognition, 16.7),
(Alipay, Information Security, 16.7),
(Face Recognition, Information Security, 16.7)}

Step 5: Utilize complex network software to genethie weighted topic network based on
the adjacency list, as shown in Fig. 8:

Fig. 8. Weighted topic network of "artificial intelligenteased on the adjacency list

Step 6: Calculate the centrality degree of eaclictopde in this period based on the

eigenvalue and according to the constructed weight@ic network. Table 3 shows the
calculation results of some nodes from January 2006ne 2016.

Table 3The centrality degree of some nodes from Januadtg 20 June 2016

Face Recognition Speech Recognitior

2016.1~2016.6 8.6

Man-Machine Battle = Machine Learning

12.3 28.6 339.8




Step 7: Arrange each topic node's centrality degneehronological order to form the
corresponding topic heat trend curve. We seleat diifterent topic nodes for presentation, as
shown in Fig. 8.

Step 8: Calculate each topic node's heat growth imteach period, which is the ratio of
the centrality of the topic node in the currentiperto the centrality of the previous two
periods. We summarize the two topic nodes with fdstest heat growth rate in different
periods in Table 4.

According to the results shown in Fig. 9 and Tahlthe following analysis is performed.

Four Al technologies with high social cognitiore.j.face recognition, speech recognition,
human-computer fighting, and machine learning,satected to display their popularity trend
curves, as shown in Fig. 9.

lace Recognition —— Speech Recognition
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091 -—- Smoothed \ —-==Smoothed

40 4

2012 2013 2014 2015 2016 2017 2018 2019 2012 2013 2014 2015 2016 2017 2018 2019

Man-Machine Battle
=== Smeothed

Machine Learning
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Fig. 9. Popularity trend curves of four Al technologies

One example is the Google computer program's viatger Go champions twice in 2016
and 2017, which triggered the public's attentionthe technical topic of "man-machine
competition” and dramatically increased the populasf related topicsNevertheless, this
technology application occurred long before its owrrialization; therefore, the topic
popularity rapidly dropped to a low level after Z01n reality, there is no other essential or
noticeable research output in the field of "humamputer fighting" after Google AlphaGo.
Other interesting points to consider are "face gad®n" and "speech recognition”, which
are the most attractive applications in the fididuificial intelligence in recent years. These
technologies had the highest popularity in the qeeidf 2017-2018 when the commercial
application of the two technologies was expandinigldy. However, the topic popularity has
begun to decline since several US cities bannddlfeecognition technology due to security
concerns in 2019. The last example is "machineniagt, which has the highest popularity
and is much more popular than other social netwoAss the most successful research



paradigm and the largest branch in artificial iigehce, machine learning was widely
recognized in 2014, and its popularity has beetherise for the last five years.

In addition, by examining the rising topic populgrit is possible to discover emerging and
hot technological topics in real time. In this catbe instant popularity to average popularity
ratio of the previous two periods is used as thasmement index of the instant relative
popularity of a certain topic, and it screens dw two most popular artificial intelligence
subtopics in each period, as shown in Table 4.

Table 4 Relative hot topics of artificial intelligence different times

) First level of Second level of ) First level of Seconq uEl ol
Time - . . - Time . - relative hot
relative hot topics| relative hot topics relative hot topics topics

2013.7~ machine leaming artificial 2016.7~ target detection convolutional
2013.12 intelligence 2016.12 neural network
2014.1~ artificial robot 2017.1~ human-computer| convolutional
2014.6 intelligence 2017.6 fighting neural network
2014.7~ deep learning machine learninp 2017.7~ intensive learning convolutional
2014.12 2017.12 neural network
20151~ deep learning image recognitign 2018.1~ intelligent intelligent robot
2015.6 2018.6 transportation
ggigg deep learning computer vision ggigi; target detection domestic robot
2016.1~ | human-computer artificial 2019.1~ intensive learnin text minin
2016.6 fighting intelligence 2019.6 9 9

As shown in Table 4, in the early days of the @mi#if intelligence wave (2013-2014), the
relatively popular topics on social network platfer were relatively broad and lacked
specific application scenarios, and the understandif artificial intelligence was still
associated with robots. Then, from the second dfa¥014, deep learning emerged radically,
and it was accompanied by the first clear-cut apgibn scenario: computer vision. In 2016,
the man-versus-machine AlphaGo match drew publitenfbn to the field of
"human-computer fighting”, and convolutional neuratworks, which is the most typical
deep learning, continued to be popular. In the mgdwmlf of 2017, intensive learning, as the
representative of the next stage of the Al wavpresented a relatively hot topic for the first
time, and Al applications close to social life, Bus intelligent transportation and household
robots, emerged in 2018. Finally, intensive leagnand text mining, which showed the
highest relative popularity in 2019, represents fitet wave brought by deep learning and
starts the second new wave.

From the above analysis, the four technology pojtularend curves based on the
proposed method, namely, face recognition, speecbhgnition, human-computer fighting,
and machine learning, are consistent with the &aflexelopment situation and public
attention. This finding advocates that the methamppsed in this paper effectively identifies
and monitors hot topics in an online forum.

5 Discussion
This section will demonstrate the superiority amdionality of our method through a

comparative analysis of different methods and tlisouss the universality of the method’s
application.



5.1 Comparison of prediction results based on thebaolute value and information
amount of social derivative data

The empirical results show that the topic netwarkstructed with information amount as
the weight can better reflect each topic node'somamce and has high consistency with the
public perception. However, what would be the impafcusing the absolute value of social
derivative data as the topic network connectiorgiveinstead of the information amount? To
answer this question and highlight the superiooityhe proposed method, we compare the

prediction results based on absolute values amdnation amount, as shown in Fig. 10 and
Table 5.
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Fig. 10. Comparison of the topic heat trend curves basadformation amount and absolute
value

Table 5. Relative hot topics of artificial inteigce at different times based on absolute

values
. First level of | Second level of First level of | Second level of
Time relative hot relative hot Time relative hot relative hot
topics topics topics topics

2013.7~ data mining machine 2016.7~ machine deep learning
2013.12 learning 2016.12 learning

2014.1~ artificial robot 2017.1~ artificial data analvsis
2014.6 intelligence 2017.6 intelligence y
2014.7~ machine data mining 2017.7~ artificial machine
2014.12 learning 2017.12 intelligence learning
2015.1~ deep learning face recognitio 2018.1~ artificial robot
2015.6 2018.6 intelligence

2015.7~ deep learning robot 2018.7~ robot face
2015.12 2018.12 recognition
2016.1~ artificial augmented 2019.1~ speech data analysis
2016.6 intelligence reality 2019.6 recognition




The information amount weights the solid black Jiaed the absolute value weights the red
dotted line. The findings show that the estimatiesults weighted by absolute values exhibit
random volatility and cannot be correlated with #wual development trend of artificial
intelligence-related technologies. Table 5 liststbpics weighted by absolute values. We find
that these topics are repeated with some conceptudlbroad topics, such as "artificial
intelligence”, "machine learning”, "deep learningtlata analysis”, and "robot." Only "face
recognition" and "speech recognition" are involuedhe application technologies in Table 5.
In the discussion of "artificial intelligence" geated by the two AlphaGo games in 2016 and
2017, the critical technology topic of "human-congudighting" was not identified. However,
the hot topics in Table 4 based on the informatamunt reflect the Al field's complete

non

development history starting from the paternal ephof "artificial intelligence”, "machine
learning”, and "robot", then gradually developing'tace recognition”, "target detection" and
other specific application-oriented technologiesd dhen further expanding to "intensive
learning”, "text mining" and other new Al developmedirections. The hot topics also
monitored in real time the eruption of hot topissch as "human-computer fighting".
Consequently, the topic network centrality algaritbased on information measurement
using Shannon information entropy and the Weibistribution can tailor the long tail
inherent in the social sentiment data and accyratalculate the weights of randomly
generated connections between nodes in the satiabrk. Therefore, the proposed method
effectively supports the calculation process of ¢hatrality of topic nodes in topic networks

and provides accurate results for forecasting telcigy trends.

5.2 Comparison analysis of technology popularity #nd results based on different

long-tailed distributions

To further demonstrate the superiority of the mdthooposed in this paper, the influence
of different long-tailed distributions on the cdltion results of the technology popularity
trend index is compared. The classical Paretoiloigion and lognormal distribution are
selected as the comparison objects, the three thilegh distributions are used for dataset
grouping, characteristic information identificatiand transformation, network graph model
construction, node centrality calculation and cityr information identification in sequence,
and then a technology popularity trend index basedthe amount of information is
constructed. Fig. 11 compares the technology poputaend curves based on three different
long-tailed distributions.
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Fig. 11.Technology popularity trend curves based on thrferent long-tailed distributions

First, the comparison of Fig. 11 shows that congbavith the original centrality trend curve
(black line), the fluctuation of the trend curvesbd on the three long-tailed distributions is
greatly reduced after the centrality is convertatb ithe amount of information. The
calculation results of the popularity trend cureésechnological topics based on the above
three long-tailed distributions are reasonable.éxample, in "face recognition”, although the
centrality has dropped significantly in the lasbttime units, this decline is a general decline
caused by the expansion of the network; thereftite, amount of information has not
decreased much. Second, in the case of low cdptgdiss than 50 units), the estimated
results of the amount of information given by these long-tailed distributions are roughly
equivalent. When the centrality increases to adiidavel (more than 100 units), the trend
curve of the information amount based on the Patitiibution and lognormal distribution
reaches the "peak" and no longer increases witteasing centrality; however, the trend
curve based on the Weibull distribution does naiwsthe same results. The reason for these
differences may be based on the difference in thbagbility density function of the three
long-tailed distributions.

Hence, we further compare the probability densitgiction of the Pareto distribution,
lognormal distribution and Weibull distribution a®ll as the difference in tail descent speed,

as shown in Table 6.

Table 6 Tail descent speed of different long-tailed disitions

probability density function tail descent speed

Pareto distribution ]
descent speed with power

(Rodriguez-Dagnino, Pareto(x) = ak?x ™, x>k >0 _
function level
2005)
Lognormal , .
P ooy descent speed with power
distribution LogNorm(x) = e 27 x>0 _
XON 21T function level

(Fenton, 1960)
Weibull  distribution
(Weibull, 1951)

X descent speed with exponential

k k-1 .
f(x;A,k) =j(_] e x>0

A function level




According to Table 6, the estimation method of tioeenplexity can be used to calculate
the tail descent speed. Since logarithmic transftion is needed in the process of
information identification, if the distribution failescends at the power function level, then
the descent speed will be quite small when thergbdevalue x of the random variable is
large enough, thereby leading to the bottlenedkfofmation growth. Thus, when the Pareto
distribution and lognormal distribution in Fig. Ate used as the long-tailed distribution, the
increase in the amount of information will causéceiling” phenomenon. The tail descent
speed of the Weibull distribution is close to apaxential function and maintains a constant
level decline after logarithmic transformation. Téfere, regardless of how large the observed
valuex is, if it is doubled to £ the amount of information will increase to thégoral fixed
multiple, thus ensuring the global robustness efitifiormation identification algorithm.

5.3 Generalizability of the proposed method

The ZzZhihu forum in the Chinese environment and th@uora forum
(https://www.quora.comy/in the English environment are basically the sameéerms of
content organization, including the basic structifrquestions and answers, with topic tags as
the linking method between different question answvaer groups. That is, in the Quora and
Zhihu forums, the topic network is organized byngstopic tags as links and the same
weighted topic network can be constructed by usmgjal sentiment data, such as likes and
comments, as network weights to analyse the meathdlis article. On other online forums
that do not use clear hashtags, it is possibledtb lmshtags to each text material through
natural semantic analysis technology or keywordyjtechnology. Therefore, with the aid of
basic natural language processing technology, tmthod can be widely used in the
discovery and tracking of hot topics in variousioaltechnical forums and even further
extended to the discovery and tracking of publimigm in other types of websites, such as
Yahoo, Facebook, Twitter and other online sociahcwnities.

6. Conclusions

User-generated social sentiment information in renliprofessional communities is
becoming a vital data resource for identifying teabgy developments and forecasting
trends. For practical mining of online informatiém support technology forecasting, this
paper has developed the topic network centralitgorithm based on information
measurement. In addition, as a scientific domaiaeting the most attention in recent years,
artificial intelligence has a relatively clear demment path with a higher degree of
recognition. Therefore, by taking advantage of ranlcommunity information, this paper
selected the technology development of artificidelligence as an application example to
verify the effectiveness of the proposed methode €mpirical analysis indicates that the
algorithm proposed in the present paper accuradelytified hot and trending technological
topics and was able to construct popularity tremdres of different Al technological topics
over the timeline. The findings presented herepranide support for state administrators of
science, technology, and innovation in monitorimgl @valuating the development status of
emerging and frontier technologies, facilitate gneparation of related policies and provide
guidance for technology research and developmemefevant practitioners.



Overall, the proposed technology trend identifmatmethodology has several features that
distinguish it from similar efforts.

First, the social network itself is scale-free aticcharacteristics derived from the network
obey a long-tailed distribution. The best methodwilding a technology forecasting model
based on these characteristics is to convert thelatle value into the information amount by
information theory, which significantly improvesetimodel's stability.

Second, when information theory is used to exttaetamount of information from data
subject to a long-tailed distribution, the optin@loice of the corresponding long-tailed
distribution is the Weibull distribution, which amgs better stability and sensitivity of
information after conversion.

Third, eigenvalue decomposition-based methods @italde for calculating the centrality
of networked technology nodes, and such method®ruarto the main characteristics of the
technology system.

Fourth, the data and structure of the Zhihu comtguarie very conducive to constructing
the technology network model. The technology pojiylarend index constructed based on
these data also reflects the actual situation dfirtelogical development. In addition, by
collecting more comprehensive data, a real-time itaong platform of the technology
popularity trend index can be constructed to previttong support for the preparation of
national industrial policies and industrial investmh or related work by scientific research
institutions.

Nevertheless, this paper has the following limitasi that need to be considered in future
work. First, this article focused on social-emog#ibstructured data and professional users'
sentiments embedded in the topic text were nothsegbin the current measuring process. A
semantic analysis needs to be conducted in a fughmly to quantify and measure the
answerers' sentiments towards relevant technologicd and further improve the index
construction method. Second, this paper only censithe Zhihu online community as the
data source platform. However, socially derivecadatn be mined from a variety of different
platforms to build a multisource heterogeneous-dataen technical topic prediction model
to improve the prediction accuracy.
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