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Abstract
Citation recommendation systems mainly help researchers find the lists of references that related to their interests 
effectively and automatically. The existing approaches face the issues of data sparsity and high-dimensional in large-scale 
bibliographic network representation, which hinder the citation recommendation performance. To address these problems, 
we proposed a Content-Sensitive citation representation approach for Citation Recommendation, named CSCR. Firstly, the 
Doc2vec model is used to generate a paper embedding according to paper content. Then, utilizing the similarity between 
the paper content embeddings to select the assumed neighbours of the target paper, append the auxiliary links between 
target paper and its new neighbours in the bibliographic network. Thirdly, distributed network representation method is 
implemented on appended bibliographic network to obtain the paper node embedding, which can learn interpretable 
lower dimension embedding for paper nodes. Finally, the embedding vectors of these papers can be used to conduct 
citation recommendation. Experimental results show that the proposed approach significantly outperforms other 
benchmark methods in Normalized Discounted Cumulative Gain (NDCG) and the positive rate (Recall).

Keywords Citation recommendation · Citation network · Distributed network representation · Content-sensitive

1  Introduction

Along with the vigorous development of scientific research, 
scientific publications are increasing exponentially. How-
ever, in numerous of scientific papers, how to find out the 
suitable papers is an challenge for researchers. Recommen-
dation system is an active and effective information retrieval 
method, which is a very effective approach to solve the 
problem of information overload. It has been widely used 
in many fields, e.g. item recommendation (Liu et al. 2020), 
social recommendation (Xiong et al. 2019), vacation rental 
recommendation (Li et al. 2020).

In order to address information overload problem in sci-
entific research, citation recommendation system, a kind of 
scientific paper recommendation system that can recom-
mend a small list of high-quality and suitable references (Dai 
et al. 2019) to accelerate researchers’ work, has been paid 
to increasing attention (Chen et al. 2019) in recent years.

There are some citation recommendation works that 
explored the Collaborative Filtering (CF) and Content-based 
Filtering (CBF) technologies (Dai et al. 2018). CF-based 
citation recommendation usually considers that research-
er’s like-minded, where two researchers are considered 
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like-minded when their citation list is similar (Yang et al. 
2016). The CF algorithm has been employed in some 
e-commerce recommendations but cannot be effectively 
implemented in citation recommendation. The reason is that 
it is usually limited by data sparsity and scalability prob-
lem (Wang et al. 2020b). According to the item’s content 
of researchers’ citation list in the past, CBF-based citation 
recommendation usually provides the recommendations to 
researchers with similar research content (Guo et al. 2019; 
Wang et al. 2020a). However, due to mainly considering the 
content information, CBF falls into traditional information 
retrieval problems, such as semantic ambiguity (Dai et al. 
2018). In the bibliographic dataset, there are various types 
of relationship information. However, both CF and CBF-
based citation recommendation is difficult to deal with vari-
ous types of relationship information and capture deep level 
features in bibliographic data.

Recently, with the rise of research on large-scale and het-
erogeneous information networks, graph-based recommen-
dation approaches have been developed rapidly (Ali et al. 
2020). The heterogeneous graph model can be constructed 
with the multiple types of links in the bibliographic data (Hu 
et al. 2021; Ma and Wang 2019). It can exploit various rela-
tionships among heterogeneous objects, e.g. co-author net-
work, paper citation network, and paper’s content, etc. (Guo 
et al. 2017; Ma and Wang 2019). Although the graph-based 
approaches can deal with various types of relationship infor-
mation in bibliographic data, these methods faced with the 
sparsity and uncontrollable dim,ensions problems in lar,ge 
scale and heterogeneous information networks (Wang et al. 
2020b).

To address these problems, network representation comes 
into use, e.g.  Grover and Leskovec (2016), Tang et  al. 
(2015), which encodes each node in a low-dimensional space 
while preserving the neighborhood relationship between 
node. Network representation approaches are mainly based 
on network structure, and model latent features of the nodes 
that capture neighborhood similarity and community mem-
bership (Pan et al. 2019). However, since existing citation 
recommendation methods based on the heterogeneous bibli-
ographic network still rely on superposition or expansion of 
the adjacency matrix to represent heterogeneous networks, 
the dimensionality of the original information is inevitably 
increased. It leads to an increase in the burden of network 
representation learning. Neglecting the characteristic of bib-
liographic data will result in a long-tail problem and one-
sided correlations in citation recommendation schema. One 
phenomenon caused by these problems is highly cited to be 
recommended continuously. For example, system is difficult 
to find some papers without citation relationships but with 
high content relevances.

Aiming at these problems, we proposed a content-
sensitive citation representation approach for citation 

recommendation. In our approach, instead of having 
only network information to conduct node embedding, 
we also incorporate content information into the node 
embedding procedure. Firstly, we use the Doc2vec model 
to generate paper embedding according to paper content. 
Then, utilizing the similarity between the paper content 
embeddings to select the assumed neighbours of the target 
paper, append the link between the target paper and its 
new neighbours as auxiliary relationships in the citation 
network. Thirdly, a distributed network representation 
method is implemented on an appended citation network 
to generate the paper node embedding, which can jointly 
learn interpretable lower dimension vector for paper node. 
Experimental results show that the proposed approach 
significantly outperforms other baseline methods.

The main contribution of this paper include:

• A new content-sensitive citation representation
approach is proposed, incorporating citation and con-
tent information. Unlike these approaches rely on
superposition or expansion of the adjacency matrix
to incorporate citation and content information, e.g.
multi-layered graph (Cai et al. 2018; Guo et al. 2017),
our method does not increase the dimension of the
adjacency matrix. To some extent, it can solve the high-
dimensional problem in citation and content informa-
tion incorporating. Specifically, the content similarity
between papers is seen as a basis for linking the papers
without citation relationships but with high content rel-
evances. More relevant papers with similar content are
linked in the citation network, so that the data sparsity
problem on the citation network would be alleviated.

• A series of extensive experiments are carried out on
ACL Anthology Network (AAN) dataset to evaluate the
effectiveness of our proposed method and implement
parameter analysis. The experimental results illustrate
that the performances of the citation recommendation
method with our proposed CSCR outperform other
methods relying on superposition or expansion of the
adjacency matrix to incorporate citation and content
information. These results further demonstrate that
the CSCR method can capture more structure feature
information in the citation network representation
task. The rest of this paper is organized as follows. In
Sect. 2, the related work on citation network represen-
tation and citation recommendation are reviewed. The
Sect. 3 explain problem definition. The Sect. 4 details
our citation representation method and citation recom-
mendation framework. The Sect. 5 is the experimental
results and analysis. The Sect. 6 concludes this paper.
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2 � Related work

2.1 � Citation recommendation

Among the recommendation technologies used in cita-
tion recommendations, according to the implementation 
approaches, they mainly include the following three types: 
Collaborative Filtering (CF), Content-based Filtering 
(CBF), and Graph-based Approaches.

The CF-based citation recommendation method focuses 
on the relationship between researchers or the scoring 
matrix created by the citation network. Because the tradi-
tional collaborative filtering algorithm cannot effectively 
recommend the literature with fewer citations, and the 
collaborative filtering method has problems such as data 
sparseness and cold start (Wang et al. 2020b). Researchers 
make many improvements to reduce the recommendation 
errors caused by these problems. To solve the problem 
of cold start,  Torres et al. (2004) integrated the collab-
orative filtering method and the recommendation result 
generated in the content-based filtering method, but the 
paper only used the term frequency-inverse document fre-
quency (Term Frequency-Inverse Document Frequency, 
TF-IDF) to calculate content similarity. Liu et al. (2015) 
used citation context to mine the co-occurrence relation-
ship between citations, and regard this co-occurrence rela-
tionship as associated information, which is added to the 
model as supplementary information to improve the CF-
based citation recommendation accuracy.

CBF is also one of the most widely used and researched 
recommendation methods, which is derived from informa-
tion filtering and retrieval methods. CBF method retrieves 
and matchs papers related to the citation recommenda-
tion target. The foundation of CBF-based citation recom-
mendation is to analyze the paper content, e.g. paper title, 
abstract, the main body of paper and reader’s attention 
or reading history, by content analysis method, e.g. bag-
of-words (BOW) model (Ko 2012), the term frequency-
inverse document frequency (TF-IDF) (Zhang et al. 2011), 
and Latent Dirichlet allocation (LDA)  (Wei and Croft 
2006). The content analysis method is to extract key fea-
tures to form a representation of the paper content (Wang 
et al. 2020b), and further to recommend suitable papers 
with establishing descriptions. For example, Ding et al. 
(2014) used syntactic and semantic analysis techniques 
to analyzes the semantic similarity of the paper text for 
matching. Amami et al. (2016) uses the LDA topic model 
to model the paper text topic.

In addition, there are some CBF-based citation recom-
mendations that use local or/and global contextual to rank 
the papers and achieve recommendation. He et al. (2010) 
combined language model, text similarity, topic model, 

feature dependence model, etc. to find suitable citation 
context. Livne et al. (2014) proposed a contextual cita-
tion recommendation exploiting various machine learning 
methods. In Livne et al. (2014), the paper similarity is 
integrated into the coupling of citation context to achieve 
the purpose of enriching the citation context of the paper 
content. At present, it is generally difficult to enhance the 
content feature extracting and the potential interest repre-
sentation of users. Therefore, most of the citation recom-
mendation systems are based on other algorithms (such 
as CF), and supplemented by CBF methods to solve the 
problem of cold start and inaccurate recommendations in 
the main algorithm.

Since heterogeneous objects and the relationship between 
them can be simply represented by a graph, the graph-based 
method is gradually paid more and more attention. The 
graph-based method can be easily applied to a bibliographic 
dataset containing multiple types of bibliographic network 
to construct a corresponding model and generate a list of 
recommended results (Cai et al. 2018). For example, West 
et al. (2016) proposed a hierarchical clustering algorithm 
to calculate the correlation between papers. However, since 
this method only uses citation relationship information, the 
constructed graph model has sparse and noise problems. To 
construct a heterogeneous network model to enhance the 
citation recommendation, Ren et al. (2014) proposed a clus-
ter-based recommended citation framework named ClusCite, 
which uses the citation, venue, term, and author of papers. 
Links among nodes play a significant role in graph-based 
methods. Most of the graph-based methods treat citation 
recommendation as a citation link predication task (Yang 
et al. 2019). That assumption is impracticable. When the link 
prediction task is used to recommend potential citations, it 
is demand difference, that is the query content varies from 
person to person.

In order to solve these problems, the graph-based cita-
tion recommendation begins to regard a brief description 
of the query as the recommendation goal. Pan et al. (2015) 
used a graph-based similarity learning algorithm to achieve 
recommendation for query content. The graph-based model 
method uses two attribute information—-the citation rela-
tionship and the content of the paper. To reduce the data 
sparse problems and achieve better performance, Dai et al. 
(2018) proposed a model in a bipartite bibliographic net-
work, which not only considers the content similarity of the 
paper topics, but also considers the community similarity 
between authors. To achieve effective citation recommenda-
tion, Guo et al. (2017) proposed a query-based personalized 
citation recommendation method with a fine-grained co-
author relationships. A fine-grained co-author relationship 
is constructed by integrating co-author relationship network 
structure and publication content of author. On the basis of 
fine-grained co-author relationship, authors without citation 
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relationships but with high publication content relevances 
would be linked. However, Dai et al. (2018) and Guo et al. 
(2017) focus on representation optimization of co-author 
relationship network, and overlooked representation opti-
mization of the citation network.

2.2 � Bibliographic network representation

The adjacency matrix is the most commonly used graph rep-
resentation form in graph-based information retrieval and 
recommendation task. It is employed to indicate whether 
there is a connection between two nodes. However, since 
most of the nodes in the dataset are not related directly, the 
adjacency matrix is extremely sparse as well as not condu-
cive to calculate and store. The existing citation recommen-
dation approaches usually rely on superposition or expansion 
of the adjacency matrix to incorporate citation and content 
information. For example, Guo et al. (2017) utilized a three 
multi-layered graph to achieve citation recommendation. 
The three multi-layered graph contains three types of the 
entity including author, paper, and content (keyword). 
Cai et al. (2018) utilized another kind of three multi-lay-
ered graph to achieve citation recommendation. The three 
multi-layered graph is composed of three types of the entity 
including author, paper, and venue. The problems of these 
representation methods are that the dimension of the adja-
cency matrix increases as the number of nodes increases. 
Even when incorporating new node types, the dimensional-
ity of the adjacency matrix directly increases significantly. 
Liu et al. (2016) found that the network representation con-
structed by entity relationships is vulnerable to data sparsity. 
The above situations will cause the data sparsity problem to 
be more serious.

With the success in lots of link prediction and clas-
sification tasks, network representation has been paid tre-
mendous attention to the researchers (Wang et al. 2020b). 
For example, Perozzi et al. (2014) proposed a DeepWalk 
model, which generates sequence data that similar to tex-
tual context with a random walk procedure beginning from 
a node in the network graph, and then to obtain latent rep-
resentations of vertices in the network by skip-gram. Tang 
et al. (2015) proposed the concepts of first-order proxim-
ity and second-order proximity. With these two concepts, 
they optimized an objective of preserving both global and 
local network structures, Thus, that method is very suit-
able for large-scale data processing. Grover and Leskovec 
(2016) proposed a higher applicability model that similar 
to DeepWalk. It improves the strategy of random walk 
that reaches a balance between Depth-first Sampling(DFS) 
and Breadth-first Sampling(BFS). Besides, account local 
and macro information is also taken into account by this 

model. In order to simplify computational storage without 
manually extracting features, Zhang et al. (2018) repre-
sent nodes in a network by dense, low-dimensional, and 
real-valued vectors. This method can project heterogene-
ous information into the same low-dimensional space and 
facilitate large-scale network representation.

Although these approaches do not increase the dimen-
sion of the adjacency matrix, they rely on the superposi-
tion of the adjacency matrix to incorporate citation and 
content information in the node learning procedure. To 
some extent, it can solve the high-dimensional problem 
in citation and content information incorporating, how-
ever, those problems still exist and seriously hinder the 
improvement of bibliographic network representation and 
citation recommendation performance. Especially, some 
nodes in a network are not related directly, but they may 
have implied relevance. For example, in the citation net-
work, some papers have no citation relationships but the 
content relevances are high.

3 � Problem definition

In this paper, the citation network in the bibliographic data 
can be modeled as a paper–paper relationship graph. Let 
G(V, E) be a directed weighted graph. We set V = Vp is the
paper vertex set, Vp =

{
pi
}
(1 ≤ i ≤ n, ⋅n is the total number

of papers. E =
{
Epp

}
 is the edge set, Epp =

{
eij, pi, pj ∈ Vp

}
 . 

We aim to link some papers without citation relationships 
but with high content relevances. So, the data sparsity prob-
lem can be to alleviate as well without increasing the dimen-
sionality of the network. Moreover, papers with high content 
relevances can be found more easily during the recommen-
dation process, which can promote citation recommendation 
performance.

Therefore, a problem is how to find a paper with high 
content relevance. Our solution is: firstly, the Doc2vec 
model is used to generate a paper content embedding vector. 
Then, the similarity between the paper content embeddings 
is calculated by the paper content vector. After that, a more 
significant problem is how to utilize these similarities. Our 
solution is to link relevant papers as a complement for the 
citation network. The relevance papers are regarded as the 
assumed neighbours of the target paper, and appended the 
auxiliary links between the target paper and its new neigh-
bours in the bibliographic network. Set the appended links 
among papers as the edge set App , the appended citation 
network as the edge set EApp p. According to the principle of 
our method, the appended citation network can be denoted
as EApp =

{
Epp

}
+
{
App

}
 . Our proposed method is to find
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the App , and further obtain the EApp . The distributed vector 
representation of each paper node can be obtained on EApp . 
We can use the vector representations of these papers to 
conduct citation recommendations.

4 � Proposed method

4.1 � Appended citation network

As shown in Fig. 1, the framework of the CSCR method in 
this paper includes regenerating the appended citation net-
work part and paper embedding part. Based on these parts, 
we can learn the feature representation vectors of paper nodes 
paper embedding, which contains not only network structure 
information but also vertex content information. The gener-
ated paper embedding can be applied to achieve the citation 
recommendation. 

a) Paper content similarity calculation: In our method,
the paper content employs the paper’s title and abstract.
Each paper content is associated with a paper vertex in
the citation graph. As the architecture of the proposed
method, the Doc2vec (Lau and Baldwin 2016) model

is employed to learn a paper content embedding vector. 
Then, utilizing the similarity between the paper content 
embeddings to select the assumed neighbours for each 
paper. The content similarity of paper content embed-
dings can be calculated as follows: 

 where VPT is the paper text embedding vector in candi-
date paper set P. xi , yi are the components of the paper 
vectors VPT (pi) , VPT (pj) . We can set the matrix S as the 
text content similarities among papers, which the i-th 
row of matrix S is the content vector representation of pi.

b) Appending the auxiliary link in citation network:
After paper content similarity calculation, a more sig-
nificant problem is how to utilize these similarities. Our
solution is to link relevant papers as a complement for
the citation network. In our proposed method, the top n
papers with the greatest similarity are regarded as rel-

(1)

content
�
pi, pj

�
=

���VPT (pi) ⋅ VPT (pj)
���

��VPT (pi)
�� ⋅

���VPT (pj)
���

=

∑ size

i=1
xi ⋅ yi

�∑ size

i=1
x2
i
⋅

�∑ size

i=1
y2
i

Fig. 1   Framework of the CSCR method
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evant papers. We set the top n papers with the great-
est similarity as Top N Similarity Set (TNSS). The text 
content similarities among papers S is utilized to select 
the assumed neighbours of the target paper pi , obtaining 
a TNSS set from S(pi) . Regarding TNSS set as its new 
neighbours, the auxiliary links can be appended between 
the target paper and TNSS set in the bibliographic net-
work. Appended auxiliary link set App , which are the 
link between target paper and TNSS, can be obtained. 
Further, appended citation network EApp can be obtained 
by EApp = Epp + App.

4.2 � Paper embedding in appended citation network

In our method, we use typical network representation meth-
ods to achieve paper embedding on citation bibliographic 
network, e.g. DeepWalk (Perozzi et al. 2014), LINE (Tang 
et al. 2015). Take Deepwalk as an example, a basic principle 
is to simulate the text generation process by constructing 
random walk paths of nodes on the network. It first sam-
ples a random walk sequence of nodes, and then use the 
Hierarchical Softmax and Skip-gram models to the context 
windows in the sequence of nodes. The node pairs are proba-
bilistically modeled to maximize the likelihood probability 
of the random walk sequence, and finally use a random gra-
dient to update parameters of the model. In the random walk, 
transitivity is an axiom of logic and mathematics. All in all, 
the above procedure can be used for the paper embedding 
on regenerated paper–paper citation network. Its objective 
function of embedding learning can be expressed as follow:

where P
(
vj|vi

)
 can be expressed as:

where U is the number of nodes in the paper-paper cita-
tion network. P

(
vj|vi

)
 is the transition probabilities between

two node vj and vi. It is defined by a softmax function to 
generate embedding of node. According to our above prin-
ciple, the target paper and its corresponding TNSS would 
be linked, which can be further regarded as candidate paths 
in the random walk sequence. As a result, in the random 
walk sequence, two similar papers that never had a citation 
relationship may be discovered. According to network repre-
sentation methods, the paper node embedding PE embody-
ing the information in appended citation network EApp can 
be obtained. The newly generated paper embeddings PE 
embody not only citation network structure information but 
also content information.

(2)Lu =
1

|U|

|U|∑

i=1

∑

i−t≤j≤i+t,j≠i

logP
(
vj|vi

)

(3)P
�
vj�vi

�
=

exp(v
�

j
⋅ vi)

∑
v
�

j
∈V exp(v

�
⋅ vi)

4.3 � Citation recommendation

A query-based citation recommendation framework is 
employed in this paper. Given a query manuscript q from a 
user, and a candidate paper set (P). The citation recommen-
dation problem is to learn a recommended score list R(q, P). 
The learned score list R(q, P) indicates the matching degree 
of each candidate paper p ∈ P specifically for the query q.

In our citation recommendation scenario, the query 
information can be formally expressed as q=[qw ], the key-
word set including the description text is qw . In the course 
of recommendation, after a query information q is initial-
ized, the recommendation model can measure correlation 
between query information q and each candidate paper 
pi ∈ P, (i = 1, 2,⋯ , n) . The recommendation result is gener-
ated by sorting the paper nodes in the training set according 
to the correlation values rq = [rqp1 , rqp2 ,⋯ rqpn ] . The highest 
ranked papers is selected a set of most relevant ones and 
returned as a citation recommendation list.The relevance 
rqpi between query information q and each candidate paper 
pi can be determined by the vector representation similar-
ity between q and pi . That is, rqpi can be calculated by the 
function 4.
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where xi , yi are the components of the paper vectors q and 
VPE(pi) respectively. VPE(pi) is learned paper node embed-
dding by the CSCR method.

5 � Experiments

In this section, a series of experiments is conducted. We 
first introduce the pre-processing of the Association of Com-
putational Linguistics (ACL) Anthology Network (AAN) 
dataset. Then, to evaluate the performance of the proposed 
approach, an experiment is conducted to compare the pro-
posed approach with baseline methods in terms of Recall and 
NDCG metrics. Finally, to observe and analyze the impact of 
different parameter settings on the recommendation results, 
an experiment is also conducted to obtain the accuracy and 
effectiveness of the proposed approach. Moreover, detailed 
analysis and discussion of the experimental results are con-
ducted on these experiments.

5.1 � Dataset

The AAN 2013 Release dataset (Radev et al. 2013)1 was 
used to evaluate our method. This dataset contains a collec-
tion of papers published in most ACL venues. Specifically, 
this release contains 21,236 papers published from the year 
1965 to 2013. Moreover, it provides information such as the 
citation list, the content of the paper, author, year of pub-
lication, title, and venue. The preprocessing for each paper 
in this dataset consists of four steps: (1) extracting abstracts 
and titles. (2) deleting words with no more than 3 characters. 
(3) deleting stop words. (4) using porter stemmer to stem the
remaining words.

To reduce noise, we also deleted papers with no citation 
relationship and appeared less than 10 times in the dataset. 
After preprocessing, only 12,504 of 21,236 papers remained. 
Among these papers, 11,129 papers are published before 
2013. Our experiment takes the 11,129 papers as the candi-
date papers set (training set). The remaining 1,375 papers 
published in 2013 are used as a test set. The title and abstract 
of the paper is seen as its content, which is used to learn a 
content vector representation of the paper. In the citation 
recommendation framework, each query term is simulated 

(4)

sim
�
q,VPE(pi)

�
=

��q ⋅ VPE(pi)
��

‖q‖ ⋅ ��VPE(pi)
��

=

∑ size

i=1
xi ⋅ yi

�∑ size

i=1
x2
i
⋅

�∑ size

i=1
y2
i

by the title and abstract of a paper. The actual citation list of 
each paper in the test set was adopted as a groundtruth result 
for citation recommendation.

5.2 � Evaluation metrics

Recall (Liu et al. 2011) and Normalized Discounted Cumu-
lative Gain (NDCG) (Totti et al. 2016) have been widely 
used in the field of statistical classification and information 
retrieval, and here we use it to evaluate the quality of the 
recommended results and the accuracy of our method. The 
formula of Recall and NDCG can be expressed as Eqs. 5 
and  6.

where M is the total number of queries (test papers) and L is 
the length of the recommended list.

where M is the total number of queries (test papers) and L is 
the length of the recommended list.

5.3 � Performance comparison

To validate the effectiveness, we implement CSCR method 
in citation recommendation framework, and compared it 
with three baseline methods. Moreover, since distributed 
network representation is employed in our CSCR method, 
we also adopt three different distributed network represen-
tation methods to construct three types of CSCR method, 
and compare their performances in citation recommendation 
framework.

For the three types of CSCR method, there are two com-
mon parameters: the size of Top N Similarity Set TNSS and 
Embedding size d. TNSS indicates the number of papers 
with the largest similarity n to the target paper. Embedding 
size d is the dimensionality of distributed graph feature 
representation. For a fair comparison, in the three types of 
CSCR method—-CSCR-LINE, CSCR-GraRep, and CSCR-
DeepWalk—-the embedding size setting d is 75 and Top N 
Similarity Set TNSS setting n is 2 respectively. As the experi-
mental parameters analysis subsection discussed (Sect. 5.4), 
when the embedding size setting d is set to 75 and Top N 
Similarity Set TNSS in CSCR-DeepWalk is set to 2 respec-
tively, the recommendation performance achieve a relatively 
high level. Thus, these setting values are employed in this 
experiment.

(5)Recall@L =
1

M

M∑

i=1

R(p) ∩ T(p)

T(p)

(6)NDCG@L =
1

M

c∑

i=1

((
L∑

j

2ri − 1

log2(j + 1)

)
∕IDCG@N

1  http://​clair.​eecs.​umich.​edu/​aan/​downl​oads/.

http://clair.eecs.umich.edu/aan/downloads/
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• Baseline Approach 1 (Link-PLSA-LDA). It is an unsu-
pervised topic model that incorporates the citation link
relationship based on the LDA topic model (Nallapati
and Cohen 2008). It can better capture the probabilistic
distribution information of the paper topic that implies
the potential link relationship between the papers. So
that, this model can predict the citation relationship, and
achieve the recommendation purpose. In this experiment,
the recommended citation list is sorted according to the
relevance between their text topic distribution and the
query text. The number of Link-PLSA-LDA topics is also
set to 300.

• Baseline approach 2 (PWR). As Literature (Guo et al.
2017; Pan et al. 2015), a two-layer graph model is estab-
lished for incorporating citation relationships and paper
content information. This two-layer graph contains
paper–word subgraph and paper–paper subgraph. We call
it PW graph. A random walk-based algorithm is applied
on PW graph to learn paper ranking and achieve citation
recommendation. We call it PWR method.

• Baseline Approach 3 (PWMP). This method also adopts
the above two-layer PW graph to model citation relation-
ship and paper content information. Different from PWR
method, a Meta-Path-based (Liu et al. 2014) algorithm is
applied on PW model to learn paper ranking and achieve
citation recommendation. We call it PWMP method.

• Our Approach 1 (CSCR-LINE). Following the CSCR
framework, CSCR-LINE first appends auxiliary link
between papers with similar content and then learn paper
embedding with distributed network feature representa-
tion model. In CSCR-LINE, the distributed graph feature
representation unit employs the LINE model (Tang et al.
2015). LINE model uses two independent stages to learn
the characteristic representation of the d dimension, and
designs an optimized objective function that considers
the first-order and second-order transition information
between nodes. In the first stage, it learns by sampling
the direct neighbors of the node by BFS (Breadth-first
Search); in the second stage, it is limited to sampling
nodes at a 2-hop distance from the target node to learn. In

the training process, LINE adopts a link-based negative 
sampling optimization algorithm, and the parameters are 
set as follows: the number of negative examples is 5; the 
mini-batch size of stochastic gradient descent is 1; the 
initial learning rate is 0.025.

• Our Approach 2 (CSCR-GraRep). In CSCR-GraRep,
the distributed network feature representation unit
employs GraRep model (Cao et al. 2015). GraRep is a
representation model based on matrix factorization. The
difference with DeepWalk and LINE is that GraRep is
based on a probability transition matrix and takes into
account higher-order context information. It uses the
SVD matrix factorization training model to obtain net-
work representation. In CSCR-GraRep, the maximum
number of transition steps in the model is set to 6.

• Our Approach 3 (CSCR-DeepWalk). In CSCR-Deep-
Walk, the distributed network feature representation
unit employs DeepWalk model (Perozzi et al. 2014).
The DeepWalk model simulates the text generation
process by constructing random walk paths of nodes on
the network. It first samples a random walk sequence of
nodes, and then use the Hierarchical Softmax and Skip-
gram models to the context windows in the sequence of
nodes. The node pairs are probabilistically modeled to
maximize the likelihood probability of the random walk
sequence, and finally use a random gradient to update
parameters of the model. Basic parameters setting fol-
lows the experiments in Grover and Leskovec (2016).
Context window size for neural network model training
in random walk sequence is set to 10, which controls the
number of sampling neighbor nodes for the source node
in the biased random walk. The maximum path length of
a biased random walk is set to 80. The remaining param-
eters setting follows other baseline methods in these
experiments. The results of three types of CSCR based
methods compared with the Link-PLSA-LDA, PWR, and
PWMP methods are shown as Table 1. With the length
of recommendation lists increasing gradually, the values
of Recall and NDCG of these three methods increase as
well since more papers are recommended as n increases.

Table 1   Recall and NDCG 
Performance comparison in 
terms of different methods

Bold indicates that the CSCR+DeepWalk method obtains the best performance, comparing with other two 
types of CSCR based method (CSCR+LINE and CSCR+GraRep)

Top-N 25 50 75 100

Metric Recall NDCG Recall NDCG Recall NDCG Recall NDCG
Link-PLSA-LDA 0.121 0.272 0.163 0.284 0.217 0.315 0.251 0.342
PWR 0.151 0.259 0.227 0.282 0.277 0.335 0.315 0.353
PWMP 0.197 0.337 0.277 0.350 0.318 0.356 0.379 0.358
CSCR+LINE 0.205 0.322 0.291 0.347 0.317 0.358 0.403 0.363
CSCR+GraRep 0.214 0.336 0.301 0.354 0.325 0.371 0.403 0.381
CSCR+DeepWalk 0.229 0.360 0.311 0.379 0.366 0.390 0.419 0.392
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It’s not difficult to observe that with the recommendation 
list get longer gradually, the Recall and NDCG perfor-
mances enhanced on all methods since a longer of recom-
mendation list means more recommended papers, which 
leads to more matched papers. Further, the following two 
observations are obtained.

Observation 1: Table 1 reveals a significant conclusion: 
three types of CSCR based method—-CSCR-DeepWalk, 
CSCR-GraRep and CSCR-LINE outperform Link-PLSA-
LDA, PWR, and PWMP in terms of Recall and NDCG. It 
can be concluded that the link and content incorporating 
approach employed by the CSCR method is superior to the 
link and content incorporating approaches in conventional 
methods.

Observation 2: Another significant observation is that 
under the same conditions, CSCR-DeepWalk obtains more 
accurate recommendation results than CSCR-GraRep and 
CSCR-LINE in terms of Recall and NDCG. It can be con-
cluded that in the CSCR framework, the DeepWalk-based 
distributed graph feature representation approach is more 
suitable than GraRep and LINE based approaches. That is 
to say, the DeepWalk-based paper node embedding approach 
can capture more structure feature information in the cita-
tion network representation task. And it also revealed that 
DeepWalk is more suitable than GraRep and LINE in the 
CSCR-based citation recommendation task.

5.4 � Experimental parameters analysis

In this section, two parameters inside our model are ana-
lyzed: the size of Top N Similarity Set TNSS and Embedding 
size d.

(a) Top N similarity set TNSS

In our proposed method, the different n settings for Top
N Similarity Set TNSS determine different supplementary 
link scale among papers, and inevitably different paper 
embedding results would be generated. It can be derived 
that the different n settings will have different effects on the 
recommendation results. For the value setting of n, there is 
no standard. Thus, to evaluate the impact of different sizes 
of Top N Similarity Set TNSS and find out the optimized 
values in our proposed method, massive experiments with 
different sizes of recommendation results would be con-
ducted repeatedly. CSCR is performed with various settings 
of n ∈ (1, 9) , where the step length is 1. Fig. 2 shows Recall 
and NDCG performance of CSCR assigned different TNSS 
values respectively. Further, the following observations are 
obtained.

As shown in sub-figures  2a and  b, Recall@75 and 
Recall@100 show an upward trend as n increases from 1 to 

2, and then reveal a downward trend when n reachs 3. The 
better Recall values are achieved when n is 2. Similarly, as 
shown in sub-figures 2c and d, when n increased from 1 to 
3, the NDCG@75 and NDCG@100 also showed an upward 
trend. After n is 3, Recall@75 and Recall@100 show a vola-
tile downward trend. The reason for the downward trend 
is: since we calculated the similarity for incorporating the 
auxiliary relationships into the citation network and get the 
value of TNSS, a larger value of n will contain some infor-
mation that irrelevant to the target paper and it will affect 
the accuracy of the recommendation results.

It is also can be observed that when n is set to 2, the 
best values of Recall were obtained, whereas the results are 
the worst when n is set to 1. When n is set to 3, the values 
of NDCG are the best, whereas the results were the worst 
when n is set to 9. In a word, when the setting of n is too 
large or too small, the performances will deteriorate. These 
related experimental results indicated that the effect of the 
recommendation results is closely related to the value of n. 
By comprehensive consideration on the Recall and NDCG 
performance, we finally set 2 as preferable value for n in our 
experiment.

(b) Embedding size d

We also conducted extensive experiments to analyze the 
effect of the embedding size d. To setting the value of d, 
there is also no standard. Thus, to evaluate the impact of 
different embedding size d and find out the optimized values 
in our proposed method, massive of recommendation experi-
ments with different embedding size d would be conducted 
repeatedly. Specifically, CSCR is performed with eight can-
didate values of d respectively, i.e. 15, 25, 50, 65, 75, 100, 
125, 150, 175. Fig. 3 shows Recall and NDCG performance 
of CSCR assigned different d values respectively. Further, 
the following observations are obtained.

As shown in sub-figures 3a and b, both Recall@75 and 
Recall@100 show an overall upward trend as d increases 
from 15 to 75. Although there is a slight drop when d 
increases from 50 to 65, Recall@75 and Recall@100 show 
a significant increase when d increases from 65 to 75. Then, 
both Recall@75 and Recall@100 tend to decrease as d 
increases from 75 to 175. As shown in sub-figures 3d and d, 
both NDCG@75 and NDCG@100 show an upward trend 
as d increases from 15 to 75, and then tend to decrease as 
d increases from 75 to 175. The reason for the downward 
trend is: since value of d control the dimensionality in the 
embedding learning procedure, too high dimensionality is 
easy to cause overfit that impacts the learning performance.

It is also can be observed that when d is set to 75, the best 
values of both Recall and NDCG are obtained. When the 
setting of d is too large or too small, the performances will 
deteriorate. These related experimental results indicated that 
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the effect of the recommendation results is closely related 
to the value of d. By comprehensive consideration on the 
Recall and NDCG performance, we finally select 75 as pref-
erable value for d.

Generally, both Recall and NDCG began to decrease when 
d and n reached certain values. And when the setting of n and 
d is too large or too small, the performances will deteriorate. 
By further comparing the Figs. 2 and 3, it can be demonstrated 
that the impact of changes in the parameter n was more obvi-
ous than that caused by d. All curves decreased slowly in Fig. 3 
but quickly in Fig. 2, which indicate that n has a larger impact 
than d on the recommendation results. These phenomena illus-
trate that the feature information that DeepWalk obtains from 
the citation is limited by increasement of d, due to inaccurate 

calculations of paper content similarity. Moreover, an increase 
in n somehow added useless or even wrong information to 
the feature vector, due to overfitting on embedding learning 
procedure.

6 � Conclusions

The existing approaches face the issues of data sparsity 
and high-dimensional in large-scale bibliographic network 
representation, which hinder the citation recommendation 
performance. To address these problems, we proposed a 
Content-Sensitive citation representation approach for 
Citation Recommendation, named CSCR. We linked some 

Fig. 2   Recall and NDCG for different sizes of TNSS (n). a Recall@75. b Recall@100. cNDCG@75. d NDCG@100
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papers without citation relationships but with high content 
relevances. So, the data sparsity problem can be alleviated 
as well as without increasing the dimensionality of the net-
work. Moreover, papers with high content relevances can 
be found more easily during the recommendation process, 
which can promote citation recommendation performance. 
In the future, we will explore more effective feature for 
appending the citation auxiliary links. And we will find 
more powerful network representation method to achieve 
citation network representation.
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