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Abstract

Eukaryotic cell growth, maintenance and differentiation relies on the dynamic struc-
ture of nuclear chromatin, the macromolecular complex consisting primarily of DNA
and histones. Changes to chromatin structure and chemistry may lead to alterations
in gene expression, resulting in functional and developmental processes in cells. Ad-
ditionally, biomechanical properties of the nucleus, which play a role in mechanical
signalling pathways, are also affected by chromatin conformation. The regulation
and effects of chromatin dynamics in cellular processes have yet to be fully eluci-
dated. Therefore, novel techniques for assessing chemical and mechanical signatures
of cells undergoing chromatin changes during cell differentiation at the single cell level
have great potential for 1) phenotypic characterisation of single cells for research and
clinical purposes and 2) further unravelling the complex coordination of intracellular

changes that occur during cell developmental steps and triggering of disease.

In this thesis, I have studied chromatin remodelling in immune cells using vibrational
spectroscopy and microfluidics. Single cell measurements were conducted through
optimisations of experimental and data analysis parameters. Vibrational spectroscopy
methods included FTIR spectroscopic imaging and Raman microscopy, both label-
free techniques that measure the interaction of light with chemical properties of a
sample by interrogating its molecular vibrations. Microfluidics is a technique for
manipulating fluids at a submillimetre scale. It was utilised here to enable live cell
Raman mapping, as well as for deformability cytometry for assessing mechanical
properties of the cell nuclei. To initiate an immune activation, B cells were incubated
with a cytokine (CIT) cocktail.

The biomechanical property, nuclear auxeticity, was investigated in B cells using
deformability cytometry. This property has previously been shown in transitioning
embryonic stem (ES) cells, and chromatin decondensation has been determined to
hold a regulatory role. Chromatin decondensation was therefore induced in B cells
through immune activation (CIT treatment) or Trichostatin A (TSA) treatment.
These cells were compared to untreated control cells. A subset of cells for both the

CIT and TSA treatment, had auxetic nuclei. No control cells had auxetic nuclei.



These results showed nuclear auxeticity in B cells for the first time, and linked it to

chromatin decondensation in agreement with previous ES cell data.

Using FTIR spectroscopic imaging and Raman microscopy, spectral features associ-
ated with chromatin and DNA changes during immune B cell activation were iden-
tified. Peak ratios for distinguishing between non-activated and activated immune
cells were determined - for FTIR imaging: a DNA-to-protein peak ratio, and for Ra-
man mapping: a peak ratio between two neighbouring peaks, both associated with
nucleic acid. Both peak ratios measured the relative change in a peak associated with
vs(POy7), which was therefore shown to be a potential spectral marker for label-free
characterisation of immune cells pre- and post activation. The biological origin of
the FTIR spectral features was further investigated using additional cell treatments.
Chromatin decondensation, intiated through CIT or TSA treatment, gave rise to sim-
ilar change in the DNA-to-protein peak ratio. This supported the hypothesis that
the v4(POy") spectral changes can be used to monitor structural changes occurring in
chromatin and DNA itself.

Finally, the key biological pathways influencing the whole range of Raman spectral
differences between non-activated and activated B cells were investigated. Partial
least squares (PLS) regression was performed on Raman maps and transcriptomic
data. It was determined that a linear correlation exists between the two data types.
Transcripts of high importance for this correlation were identified. These included the
B cell receptor genes and a number of transcripts of regulatory proteins with known
roles in immune activation. Transcripts not previously linked to immune activation

were also identified.

In summary, novel techniques for phenotypic characterisation of single cells were
explored using both chemical and mechanical measurements of B cells undergoing
immune activation. Previously unidentified biochemical and biomechanical factors
influencing B cell activation were identified. These have added new layers to our un-
derstanding of this process and thus revealed potential new research directions. Fur-
thermore, chromatin decondensation and transcriptional changes are key responses
during all cell differentiation processes and disease development. Therefore, these
experimental approaches have great potential for investigating other cell types and

cellular processes.
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1. Introduction

The following chapter contains sections of the papers ”Single Cell Imaging of Nuclear
Architecture Changes”[1], and ”Single Cell Label-free Probing of Chromatin Dynamics
during B Lymphocyte Maturation”[2].

The ability to probe and quantify intracellular changes during cellular development
can enable the characterisation of cells during differentiation, in response to extra-
cellular cues, or during disease progression. This characterisation could aid in early
disease detection, treatment decisions and monitoring, as well as expand our knowl-
edge of changes in healthy and diseased cells. The nucleus and its components are the
primary instigators of intracellular changes, and thus, in the pursuit of phenotypic
characterisation of single cells, measurements and quantification of biochemical and

biophysical properties of the nucleus have great potential.

1.1. Chromatin

The nucleus of a cell is packed with strings of DNA, the genetic code that forms the
basis for cell survival and function. A wide array of molecules within the nucleus par-
ticipate in the control of gene expression and genomic maintenance. This is largely
orchestrated through the macromolecular complex known as chromatin, which pri-
marily consists of genomic DNA wound around histones (Figure 1.1). The structure
and dynamics of chromatin which are regulated through chemical and conformational

changes, are vital for normal cell functions|[3, 4].

1.1.1. Biochemical pathways modulate chromatin

A multitude of biochemical and molecular signalling cascades orchestrate changes
to chromatin and thereby transcription patterns[5-8|. These signalling cascades are
often composed of numerous steps that include protein modifications and protein com-

plex assembly, leading to accumulation of transcription factors and co-activators in



1.1. Chromatin

Histones

! Chromosomal DNA
e

Figure 1.1.: Schematic representation of chromatin.
Chromatin is a macromolecular complex, consisting of genomic DNA wound around histone
(protein) octamers.

the nucleus. Additionally, they induce chromatin remodelling through histone modifi-
cations - modifying access to promoter regions of specific genes or entire chromosomal
regions. Types of histone modifications are numerous and include phosphorylation,
acetylation, methylation, ubiquitination, and SUMOylation. Some serve as anchor
points for regulatory proteins, and their exact position in the amino acid sequence
is often vital for their function[9-13]. Modifications of DNA, namely methylation,

further regulate gene expression[14].

1.1.2. Mechanotransduction

In addition to biochemical signalling, mechanotransduction, which enables an ex-
ternal load applied to a cell to impact gene transcription[15], also mediates cellular
changes. It likely also plays a central role in the alterations of chromatin architecture.
This signalling mechanism is thought to be mediated by Linker of Cytoskeleton and
Nucleoskeleton (LINC) complexes, which have been implicated in a range of human
diseases[16]. Yet the mechanisms involved in the interaction between cytoskeleton and

nucleus during mechanotransduction have not yet been fully elucidated[17-20].

Nuclear components, which have been deemed important in mechanotranduction,
include nuclear lamins, i.e. fibrous proteins that interact with the inner nuclear
membrane proteins to form the nuclear lamina on the interior of the nuclear envelope.
They are the main structural components of the nuclear envelope [21, 22]. The LINC
complexes directly link the cytoskeleton to nuclear lamins[23] and chromatin[24, 25].
Lamin-A/C in particular plays a key role and has been shown to affect the stiffness of
the nucleus[26]. Mutations or deficiencies in lamin-A/C lead to inadequate response

to mechanical stimuli[27-29].
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1.2. B lymphocytes

1.2. B lymphocytes

A suitable cell model for the study of large-scale chromatin conformational changes
may be found in the form of B lymphocytes. These are immune cells with a large
nucleus to cytoplasm ratio, which makes them well suited for both clinical and ex-

perimental studies.

The ability to identify and destroy invading pathogens is essential for the survival
of any organism. Of particular interest are adaptive immune systems, which allow
the host to recognise pathogens upon subsequent encounters and quickly deploy an
adequate immune response. These systems depend on alterations to the host genome,

most of which are irreversible. Complex regulatory processes are therefore involved.

The immune mechanism employed by a given organism largely depends on the differ-
ent types of pathogens they can expect to encounter. The vertebrate immune system
largely relies on the recognition of pathogenic protein, lipid, and sugar moieties. This

is achieved through antibodies, or immunoglobulins (Ig), produced by B cells[30].

In order to produce a large and expandable repertoire of antibodies, DNA alterations
at the Ig locus are prominent during two developmental stages of B cell maturation.
These alterations include reorganisation and mutation of the DNA, and unsurpris-
ingly they are tightly regulated processes[9, 31, 32]. Without the intentional DNA
damage the organism will suffer with immune deficiencies, and thus become suscep-
tible to invading pathogens. Conversely, increased or uncontrolled DNA damage can
cause accumulation of mutations in the host genome, which may lead to cancerous
growth[33].

1.2.1. Antibody diversification in B cells

The primary antibody diversification is known as V(D)J recombination, because it
involves the rearrangement of the variable (V), joining (J) and diverse (D) DNA
segments to make up the variable region of the Ig gene (Figure 1.2A). The variable
region is responsible for antigen binding in the final antibody protein. After the initial
diversification, naive B cells are capable of producing a large variety of antibodies.
However, their antigen affinities remain low. Furthermore, they are only capable of
expressing the same precursory effector region, restricting their effector functions.
The effector region determines both the mechanism of pathogen elimination and the

antibody localisation in the body[34].
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1.2. B lymphocytes
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Figure 1.2.: Reorganisation and mutation of DNA at the Ig locus.

(a) The Ig locus undergoing VDJ recombination. (b-f) The Ig locus undergoing class switch
recombination (CSR). (b) An expanded view of the Ig locus showing regulatory elements Ep
and 3’ regulatory region (3’RR), as well as the intervening regions, Iy, and switch regions,
S, preceding each constant region. The double-strand breaks occur in the switch regions
during CSR. (c¢) and (d) The Ep enhances associates with the 3’RR, bringing switch regions
into close prozimity. (e) CSR occurs when the double-strand breaks (DSBs) are repaired in
such a way that the DNA segment between the two switch regions is lost. (f) The Ig locus
after CSR; now expressing the IgA antibody.
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Secondary antibody diversification rectifies both of these shortcomings. Activation of
naive B cells occurs through antigen engagement and cytokine stimulation[35]. The
activated B cells relocate to germinal centres in secondary lymphoid tissue[36]. Sec-
ondary antibody diversification consists of two processes, both of which are initiated
by the small mutator protein activation-induced cytidine deaminase (AID). Deami-

nation of cytosines by AID results in U:G mismatches in the DNA sequence[37].

In the variable region of the Ig locus, the U:G mismatches lead to the process of so-
matic hypermutation (SHM), which is characterised by an accumulation of mutations
within the region. Indeed, the mutation rate in the region increases to 10~ mutations
per base pair per cell division, which is 10® times higher than the background mu-
tation rate of the cells[38, 39]. The accumulation of mutations results in alterations
of the tertiary structure of the antibody, allowing increased affinity for encountered

antigens.

All four bases are targeted during SHM; C:G and A:T pairs are targeted approxi-
mately equally[39, 40]. Although only C:G pairs are directly altered by AID, both
depend on AID activity[41]. The targeting of A:T pairs further depend on the mis-
match repair machinery; in particular Msh2 and Msh6[42-44]. It has been proposed
that the Msh2-Msh6 heterodimer exerts its function through recognition of the AID-
generated U:G mismatches and subsequent recruitment of low-fidelity polymerases[44,
45].

AID induced U:G mismatches in switch regions, found upstream of the various effector
domains, result in DNA double-strand breaks (DSBs) and recombination of DNA
segments (Figure 1.2). This process is known as class-switch recombination (CSR) or
isotype switching, because it results in the expression of antibodies with a different
constant region. Specific switch regions are targeted by AID depending on cytokine

induction type[46], and DSBs are formed.

Efficient CSR depends on chromatin looping involving domains of the 3’ regulatory
region (3’'RR) of the Ig locus (Figure 1.2)[47, 48]. This chromatin looping brings
the switch regions into close proximity (Figure 1.2C-D). This allows for repair of the
DSBs in such a way that the DNA segment between the two switch regions is lost
in the process (Figure 1.2E)[49]. Figure 1.2B-F shows a representation of isotype
switching from IgM to IgA.
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1.2.2. Chromatin modifications and remodelling are essential for successful

antibody diversification

It is apparent that secondary antibody diversification involves major changes to the
genome, both in terms of conformational changes and direct changes to the DNA
sequence (see previous subsection 1.2.1). However, these are just the beginning of the
changes at the Ig locus region. Significant chemical changes also occur at the chro-
matin level in the shape of histone modifications[9]. Recruitment of a myriad of DNA
damage response proteins accounts for further changes[50, 51]. Other factors, such as
noncoding RNAs, also play a regulatory role[52]. Figure 1.3[9] depicts the chromatin
modifications that have been correlated with different stages of secondary antibody
diversification. Some of the proteins recruited to the chromatin modifications are also

marked.

Trimethylation of histone 3 lysine 4 (H3K4me3) is required for recruitment of AID
to both the variable regions and switch regions[53-55]. Regulation of this histone
mark occurs through the facilitates chromatin transactions (FACT) complex[55], as
well as the histone chaperone Spt6[53]. Additional marks have been implicated in
the recruitment of AID. These include H3K9me3 and H3KO9ac[56], as well as the
combinatorial mark H3K9acS10ph[13].

Other histone modifications have been linked to the resolution of the AID induced
DNA damage. Certain repair proteins required for SHM and CSR are recruited

through these histone modifications.

The low-fidelity polymerase Poln is essential for the generation of A:T mutations in
SHM[57]. Ubiquitination of H2AK119 and H2BK120 has been associated with the
variable region and co-localise with Poln[58]. Poln is known to possess an ubiquitin
binding domain[59, 60].

In successful CSR, most chromatin modifications are involved in the recruitment of
53BP1, a protein essential for the repair of DNA DSBs[61, 62]. This is not sur-
prising, as unrepaired DNA DSBs are detrimental to cell survival. Recruitment of
53BP1 involves several signalling pathways that include ubiquitination, acetylation,

methylation and phosphorylation of histones.
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Figure 1.3.: Epigenomic modifications directing antibody diversification processes SHM and CSR.

Reproduced from [9]. Green core histones and associated modifications are involved in chromatin de-compaction and enable transcription
through the Ig locus. All factors above the locus are important for the generation of DSBs while everything below encourages mutagenic repair
at the V region, and DSB repair at donor and acceptor S regions (Su and Sz, respectively). Blue histones and affiliated modifications help
recruit or tether AID and other factors that facilitate production of DSBs. Purple DNA and RNA are linked with sequences and structures
that facilitate AID recruitment or targeting. Red core histones and accessory modifications recruit DNA repair proteins to ensure excision of
intervening CH region for successful class switching as well as error-prone polymerases to the V region. Modifications include ubiquitination
(ub), phosphorylation (ph), methylation (me) and acetylation (ac).
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From the recruitment of AID to the repair and/or attenuation of the AID induced
DNA damage, both SHM and CSR are in large part orchestrated by chromatin mod-
ifications. Indeed, some have even been proposed to function as anchors for protein
platforms that retain important factors at the site of damage[63, 64]. Furthermore,
proteins responsible for chromatin modifications, so-called chromatin modifiers, have
been found to be mutated in >5% of B-cell lymphomas[65]. It is clear that major
chemical changes at the Ig locus take place during antibody diversification. Indeed,

the entire chromatin proteome changes.

In addition to these Ig locus specific chromatin modifications, large-scale chromatin
changes also occur across the genome, namely histone acetylation as the cells undergo

an increase in size and RNA synthesis and accelerated proliferation[66].

1.2.3. Cell-to-cell interactions define a successful immune response

Despite our knowledge of the factors involved in B cell activation and secondary an-
tibody diversification, we cannot replicate it ex vivo. Class switch recombination can
be induced in primary B cells ez vivo after isolation from mouse spleens|[67], but SHM
is more difficult to induce[68]. Cultured cell lines are not capable of producing a di-
verse set of antibodies like the fully functioning immune system can. The murine cell
line CH12F3-2A is the most commonly used model for CSR, but SHM does not occur
in this cell line. Conversely, the human cell line Ramos can be used for modelling
SHM, but it has low CSR capability[69]. These discrepancies are perplexing and
poorly understood. The requirement of the entire immune system in its endogenous
environment of for example a mouse, implies that cell-to-cell interactions are impor-
tant for successful antibody diversification. Secreted cytokines and other signals are

simply not enough.

The in vivo setting for secondary antibody diversification is the germinal centre. Ac-
tivation of naive B cells, through the interaction with antigens, is followed by aggre-
gation of B cells in secondary lymphoid organs, where they form germinal centres[36].

A germinal centre can be subdivided into the dark zone and the light zone.

In the dark zone, SHM is the primary reaction taking place. In the light zone, B cells
undergo CSR and interact with other immune cells, such as follicular dendritic cells
and T cells. The fate of the B cells is largely determined by the antigen affinity of

their antibodies. This includes re-entry into the dark zone for further SHM as well
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as differentiation into a plasma cell or memory cell. Finally, B cells with unsuitable

antigen affinity go through apoptosis[36].

Direct cell-to-cell signalling appears to play an important in secondary antibody di-
versification. The exchange of miRNAs through exosome shuttles between B cells and
T cells[70-72], stresses the need for the presence of a more intact immune system.
However, the exchange of chemo signals may not tell the whole story. Evidence is
emerging that mechanical forces exerted by cells onto adjacent cells have a direct role

in the immune response.

As has been known for a long time, germinal centres are densely packed[73]. The me-
chanical forces exerted by a cell onto its neighbouring cells could potentially mediate
cell-to-cell signalling. Recent studies have indeed revealed that mechanical stress in-
stigates certain cellular processes. In B cells, activation through antigen contact with
receptors has been shown to have a mechanical threshold. Furthermore, the isotypes
IgM, IgG and IgE exhibit different sensitivities and thresholds[74]. T cells have been
shown to use mechanical forces to promote the destruction of target cells[75]. Evi-
dence from non-immune cells, especially studies showing regulation of chromatin and
transcription through mechanical cell manipulation[15, 76], further supports the like-
lihood of a central role played by mechanical forces in the immune response. Hence,
chemo-mechanical assays that provide the ability to correlate these aspects of cellular

response are particularly relevant.

1.3. Vibrational spectroscopy

Chemical imaging methods based on vibrational spectroscopy, such as Fourier Trans-
form Infrared (FTIR) and Raman spectroscopy, provide non-invasive and spatially
resolved tools for investigating biological samples including single cells. They provide
information on chemical composition and structure on a subcellular scale. The tech-
niques exploit changes in vibrational energy levels of molecules exposed to light of
particular wavelengths, in the IR or visible range. Each vibrational (FTIR or Raman)
spectrum is a 'chemical fingerprint’ of the material in that it contains information on

the identity, structure and quantity of molecules in a sample.
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1.3.1. Cell analysis using FTIR and Raman microscopy

The application of FTIR and Raman microscopy on single cells can provide infor-
mation about numerous intracellular processes. Monitoring and quantification of
changes to specific biomolecules during cellular processes have been shown for both
techniques. These include changes to intracellular DNA levels during cell cycle pro-
gression[77-80]. In FTIR imaging, the peaks at ~1080 cm™ and ~1240 cm™, both
relating to nucleic acids, have shown marked changes. In agreement with cell growth
during cell cycle progression, additional spectral changes were seen in lipid and pro-
tein peaks[77, 78]. Raman spectra have shown changes in the nucleic acid, lipid and

protein regions as well[79, 80].

Modifications of specific biomolecules have also been monitored. A number of stud-
ies have found FTIR spectral signatures of radiation induced DNA damage, through
cell measurements[81-84] and measurements of isolated DNA from radiation exposed
cells[85]. Several spectral features have been identified in these studies. Common
for most were changes to the asymmetrical and symmetrical O-P-O stretching modes
(~1240 cm™ and ~1080 cm™). Importantly, they have been found in both extracted
DNA and whole cell measurements. Other studies monitored protein modifications,
in particular histone acetylation levels and changes to these induced by HDAC in-

hibitors[86, 87]. FTIR peak ratios proved useful for monitoring these changes.

Both FTIR and Raman have also been used to characterise phenotypic changes in
cells. These come with large-scale changes to the trancriptomic and proteomic profiles
of the cells, resulting in spectral differences between cell populations. Multivariate
analysis is often used for discrimination between cell types or treatments. Immune
cell activation states and immune cell response to pathogens are of interest for a
large number of disease states, and some progress in characterising these have been
made[88-98]. Discrimination of lymphocytes from other white blood cells has been

explored[99, 100], so has discrimination between lymphocytes[96, 97].

B and T cells are difficult to differentiate using other label-free techniques which
cannot probe the chemical composition, as morphologically these cells are nearly
identical. Using Raman spectroscopy, Hobro et al were able to detect biochemical
differences between these cell types, and partial least squares discriminant analysis
allowed for classification of multiple B and T cell lines[97]. Ichimura et al have also
used Raman spectroscopy to discriminate between B cells and T cells[96]. Further,

they visualised the activation status of T cells. By examining a number of time points,
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they found that the spectral changes between cells reflected the global changes in
cell state upon activation[96]. Similarly macrophage activation can also be detected
using Raman spectroscopy[98]. Importantly, the spectral indicators of activation were
linked to upstream intracellular changes, again demonstrating the potential of Raman

spectroscopy in characterising phenotypic cell changes.

A number of studies have used FTIR spectroscopy to examine lymphocytes and their
activation[88, 89, 94]. These revealed spectral differences between nonactivated and
activated B cells, primarily in the low wavenumber region. Several peaks associated
with nucleic acids exhibited changes, including v,sPOy™ (~1244cm™') and v POy
(~1080cm™!). Mazur et al further demonstrated the clinical potential of peaks in
the 1000-1200 cm™ region by differentiating between a number of cancers based on
spectral profiles of B lymphocytes from germinal centres in lymph nodes adjacent
to the cancers. With no metastatic cells present in the lymph nodes, the immune

activation provided the marker for disease[94].

1.3.2. Correlation between Raman spectra and transcriptomic data

It is becoming apparent that, although it is possible to identify specific peaks associ-
ated with intracellular biochemical changes, a whole range of subtle spectral changes
characterise cell state changes, such as immune activation. This is not surprising,
as cellular responses induce a swarm of transcriptional up- and downregulation or-
chestrating changes to the transcriptomic and proteomic profile of the cell. Using
multivariate analysis, spectral information enables classification of cell states or phe-
notypes of mammalian cells as seen in the previous section, but also of yeast and
bacterial cells[101, 102]. It is this label-free classification that has great potential
both in i) clinical settings, for disease diagnosis and prognosis, and ii) in biomedical
research, for example through cell sorting for downstream processes. How powerful
this tool can be, depends upon our understanding of the correlation between the

spectral output and the underlying biochemical pathways within the cells.

In bacterial research, antimicrobial resistance (AMR) is of great interest. Spectral
markers of antibiotic resistance have been identified at the population level[101], and
more recently a correlation between peak intensities and expression levels of antibiotic
resistance contributing genes has been found[101]. Importantly, this was done in the
absence of antibiotics, indicating that the transcriptional profile of the given cells,

rather than their phenotypic response to the presence of antibiotics, were responsible
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for the spectral signatures. This correlation between Raman spectra and transcrip-
tomic data has further been explored in a comprehensive manner in yeast, where it has
been shown that Raman spectra and transcriptomic data are linearly correlated[102].
In both yeast and bacterial cells, several environmental conditions whave been exam-
ined. A linear transformation matrix describing the relationship between the Raman
data and the transcriptomic data, made it possible to predict a environment-specific
Raman spectrum based on transcriptomic data. Conversely, the transcriptome of a

specific environment was predicted based on the Raman data[102].

Transcriptomic readouts consist of thousands of RNA transcripts, whereas Raman
spectroscopy can measure the phenotypic expression of the RNA transcripts, i.e.
the biochemical result of the transcriptomic profile. All transcripts do not change
indenpendently; instead, strong correlations are found between transcripts that are
controlled by global regulators, reflected in the Raman signals. In the yeast study, it
has been determined that only 17 transcripts were sufficient for determining a linear
correlation with the Raman spectra. The transcripts largely responsible for the linear
correspondence with the Raman spectra have been identified by determining the
variable importance in projection (VIP) values for each transcript. The top scoring
transcripts are primarily non-coding RNAs in yeast and ribosome-related transcripts
in bacteria[102].

1.3.3. Live cell analysis using FTIR imaging and Raman mapping

Sample preparation is of great importance for all scientific methods, especially in
regards to consistency. For FTIR and Raman measurements, the choice between ap-
plying fixatives or measuring live cells is of special interest for the interpretation of
the spectra. There are pros and cons for both approaches. Fixatives preserve the
sample, but introduce artefacts of their own as they interact with the biomolecules of
the cells[81, 103-106]. Live cell measurements circumvent these and enable measure-
ments of hydrated cells. Depending on the setup, they may also allow for real-time
measurements of some biological processes. However, they come with technical chal-

lenges.

For FTIR measurements, the presence of water is generally seen as a disadvantage
because of its strong IR absorption. Attenuated total reflection (ATR) mode mea-
surements can overcome this[107-110]. Only a few micrometres into the cell is probed

during these measurements, thus avoiding the medium above the cells, but potentially
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missing the inner part e.g. nucleus. For transmission measurements, which capture
the entirety of the sample, reducing the optical pathlength is necessary. Sandwich-
ing the cells between two substrates can accomplish this[111-113], however this does
not allow for the maintenance of the cellular environment. Microfluidic approaches
allow for better control. Choice of device material should take into consideration
biocompatibility, microfabrication techniques and FTIR transparency regions. Ma-
terials that are fully transparent in both visible and MIR regions, such as calcium
fluoride[114-117] and barium fluoride[118], are good choices - with calcium fluoride
being more biocompatible, as it is non-toxic and inert to organic chemicals. Although
drilling and surface modifications enable flow and bespoke structures, the cost of ma-
terials make large-scale productions of these devices impractical. Contrarily to FTIR,
the water contribution to the Raman spectrum is a minor problem, so there are fewer
challenges for live cell Raman measurements|[119]. A heated enclosure is still needed
for time-course experiments, in order to maintain a suitable environment for the cells.
Choice of laser wavelength for illumination is also a factor. Wavelengths outside the
visible range are thought to be superior for live cell measurements, as they result in

reduced phototoxicity[120, 121] and increased depth of penetration.

1.4. Mechanical measurements

In addition to biochemical markers, the biomechanical properties of cells and cellular
components can also facilitate characterisation of specific cell states. The biologi-
cal relevance of such measurements was introduced in subsection 1.1.2. Mechanical
properties of a cell can be assessed in a number of ways[122], such as atomic force
microscopy (AFM)[123], micropipette aspiration[26], microbead rheometry[15] and
real-time deformability cytometry (RT-DC)[124, 125]. Direct contact with the cell
is required for most techniques, in order to apply mechanical stress. A notable ex-
emption to this is Brillouin spectroscopy, which probes the true elastic stiffness[126].
There is a lack of standards across all these techniques[127], and direct comparisons
between them are therefore difficult. However, general trends regarding stiffness and

deformability are still apparent.

1.4.1. Mechanical properties of the nucleus

Studies performed on isolated nuclei[128; 129] and nuclei in cells[26, 123, 130, 131] -

with intact cytoskeleton and links between cell surface and nucleus - have examined
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nuclear mechanical properties. Embryonic Stem (ES) cells and other progenitor cells
are often chosen as models, as the properties of the nucleus change during the differ-
entiation. Indeed, stem cell nuclei are found to be softer and more deformable than
differentiated cell nuclei[26, 130].

This variation in nuclear properties is correlated with chromatin structure[126, 130,
131] and nuclear lamins[26]. Specifically, chromatin decondensation is correlated with
softening of the nucleus. For instance, treatment with Trichostatin A (TSA), which
instigates decondensation of the chromatin through hyperacetylation of histones, in-
duces nuclear softening[126, 131]. In ES cells, priming for differentiation through
Nanog downregulation, induces chromatin decondensation and a softening of the nu-
cleus[130]. The role of nuclear lamins is centered around lamin A/C. Indeed, knock-
down of lamin A /C in human epithelial cells softens the nucleus to an ES comparable
level[26]. Tt is thus unsurprising that nuclei of primed ES cells, which have decon-
densed chromatin and low lamin A/C expression levels, are softer than nuclei of
differentiated cells, which have more organised and condensed chromatin and upreg-

ulated lamin A/C expression.

1.4.2. Microfluidics

Microfluidics is the term given to technology allowing the manipulation of fluids on
a submillimetre scale[132—-134]. Tt facilitates high throughput collection of single cell
data, which has the potential to reveal details that population-averaged data cannot
by reducing stochasticity caused noise[135-139]. For biomechanical cell and nuclei
measurements - single cell analysis being the only option - it is particularly useful. It
forms the basis of real-time deformability cytometry, which has primarily been used
to investigate whole cell deformability[122, 125, 140-148].

Mechanical characterisation of peripheral blood cells enables identification of differ-
ent cell types and disease states[144, 148]. Erythrocyte pathologies, such as malaria
infection, are detectable by mechanical characterisation of blood cells. Leukocyte ac-
tivation, through n vivo and in wvitro infection, can also be identified. Additionally,
leukemia patients have differing profiles to those of healthy patients, and cell defor-
mation and size can be used to monitor treatment and its success. With measuring
rates of 1000 cells/sec and the ability to analyse whole blood without purification,
mechanical characterisation of cells by real-time deformability cytometry has great

clinical potential.
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1.4.3. Nuclear auxeticity

The previous sections showed that deformability and stiffness are important properties
of cells and nuclei with both clinical and biological relevance, and that microfluidics
can be an important tool for rapid measurements. Combining deformability cytome-
try with fluorescence imaging enables high-throughput analysis of nuclear mechanical

properties[124].

Using both atomic force microscopy and deformability cytometry, Pagliara et al
showed that ES cells transitioning from a naive state to a differentiation priming
state have auxetic nuclei. Auxeticity is a mechanical property of materials with a
negative Poisson’s ratio. While naive and differentiation priming ES cell nuclei be-
come thinner when stretched, the auxetic nuclei of transitioning ES cells instead
expand perpendicularly to the stretching forces. It was determined that this auxetic
phenotype, which had not previously been seen in cells, is regulated by the chro-
matin condensation state. Transitioning ES cells exhibit less condensed chromatin
compared with naive and differentiation priming ES cells. Treating naive ES cells
with TSA, and thus inducing global chromatin decondensation, caused the nuclei to

become auxetic[124].

Together, this introduces nuclear auxeticity as a possible factor in mechanotranduc-
tion, perhaps a modulator of a nucleus’ sensitivity to mechanical cues. Further,
nuclear auxeticity is a novel biomechanical property that could be used - on its own
or in combination with other biomechanical properties - for mechanical phenotyping
of cells, be it for research or clinical purposes. To further explore this, its relevance

in other cell types will need to be examined.

1.5. Research objectives

In summary, this chapter has gone some way to illustrate the importance of chromatin
changes, whether they are initiated through biochemical or mechanical signalling, and
how B cells are both an excellent model for studying these changes and of clinical
interest themselves. As the chromatin changes lead to transcriptional up- and down-
regulation, determining cell fate, properties of the nucleus (chromatin condensation
state, stiffness or other mechanical properties of the nucleus) could be key markers
for phenotypic characterisation of single cells. Doing this in a rapid and/or label-

free manner has great potential in both clinical and research settings. Exploring
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novel techniques for assessing and quantifying these properties is key if this is to be

achieved. Therefore, three objectives lay the foundation for this thesis.

The first objective is to monitor global chromatin changes within cells. Major changes
in chromatin structure and chemistry cannot be assessed solely based on the mea-
surements of specific post-translational modifications of histones. Overall structure

and chemistry and changes herein are also of interest.

The second objective concerns exertion of mechanical stress to cells during measure-
ment. This will enable the investigation of mechanical forces as instigators of or

contributors to antibody diversification.

The third objective concerns single cell measurements of live cells. Fixatives can
introduce their own artefacts - live cell measurements circumvent this limitation.
Further measuring the chemical and physical properties of a single cell before and
after treatment or mechanical stimuli will account for stochastic differences in for
example protein concentrations between cells and potentially reveal patterns hidden

in population-averaged measurements.

The fourth objective is to examine the correlation between Raman spectral data and
transcriptomic data. This correlation is instrumental in unravelling the underlying

biochemical structures and pathways that affect Raman spectra.

1.5.1. Thesis outline

Figure 1.4 provides an overview of the biological system studied in this thesis, which
will assess and quantify nucleus properties, exploring the use of novel methods. In
chapter 2 information on methods and materials is presented, along with theoretical

background of the experimental techniques.

The following four chapters, chapter 3, chapter 4, chapter 5 and chapter 6, are result
chapters, each focusing on one experimental approach. FTIR imaging of chromatin
changes is the focus of chapter 3 and deformability cytometry for studies of nuclear
mechanical properties the focus of chapter 4. Live cell vibrational spectroscopy mea-
surements is the focus of chapter 5 and chapter 6, with chapter 5 focusing on technical
optimisation and chapter 6 focusing on Raman mapping of chromatin and transcrip-

tional changes in live cells. Conclusions are found at the end of each of these chapters.
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One publication and one manuscript in submission form the basis of chapter 3, chap-
ter 4, and chapter 6. In chapter 7 summarising discussions and conclusions covering

the whole thesis are presented along with future perspectives.
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Figure 1.4.: Thesis graphical summary.

This thesis focuses on the intracellular regulation and signalling that results in chromatin
changes which in turn lead to the transcriptional changes that determine cell fate. Both
biochemical signalling and mechanotransduction play a role, and as such chemical as well
as mechanical measurements are needed to shed light on these processes. Varying combina-
tions of vibrational spectroscopy and microfluidics were used to explore these, as outlined in
subsection 1.5.1.
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2. Materials and Methods

The following chapter contains sections of the paper ”Single Cell Imaging of Nu-
clear Architecture Changes”[1] and the manuscript ”Single Cell Label-free Probing of
Chromatin Dynamics during B Lymphocyte Maturation”[2].

2.1. Cell culture and cell treatments

2.1.1. CH12F3-2A cell culture

CH12F3-2A cells, originally acquired from Dr Matthew Scharff (Albert Einstein
College of Medicine, NY, USA), were grown in HyClone™ RPMI 1640 medium
(GE Healthcare Life Sciences, SH30096.01) with 10% Fetal Bovine Serum (Gibco™,
16140071), 5% NCTC-109 (Gibco™, 21340039), 1% Pen-Strep (Gibco™, 10378016),
1% Glutamine (Gibco™, 25030024), 1% Sodium Pyruvate (Gibco™, 11360070) and
50 uM B-mercaptoethanol (Gibco™, 31350010).

2.1.2. Animals

Barrier bred 8 weeks old female C57/BL6 mice were obtained post-mortem from the
Biological Services Unit, Living Systems Institute (University of Exeter), as part of
the facility’s maintenance culling protocol; thereby circumventing the need for ad-
ditional ethical approval. Cells were extracted from the spleen, and B cells were
isolated using EasySep™ Mouse B Cell Isolation Kit (Stemcell Technologies, 19854).
The isolated B cells were grown in HyClone™ RPMI 1640 medium (GE Health-
care Life Sciences, SH30096.01) with 10% Fetal Bovine Serum, 1% Pen-Strep, 2%
Glutamine and 50 M [S-mercaptoethanol.
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2.1.3. Cell treatments

For cell cycle experiments, cells were stalled in S phase and G2/M phase, using
0.1mM Hydroxyurea (Sigma-Aldrich, H8627-1G) for 20 hours and 10 ng/ml Nocoda-
zole (Sigma-Aldrich, M1404-2MG) for 8 hours, respectively.

For the chromatin conformation experiments, cells were incubated with 10nM Tri-
chostatin A (Sigma-Aldrich, T8552-1MG) for 24 hours to inhibit HDAC activity and

thus induce hyperacetylation and decondensation of the chromatin.

For immune activation, CH12F3-2A cells were incubated with a cytokine cocktail
(CIT) consisting of 2.5 ug/ml anti-CD40 (BD Biosciences, 553788), 10 ng/ml IL-4
(R&D Systems, 404-ML-050) and 50 ng/ml TGFS (R&D Systems, 240-B-010). Pri-
mary cells were incubated with 5 ug/ml Lipopolysaccharide solution (Invitrogen™,
15526286) and 10 ng/ml IL-4. Class switch recombination was assessed by IgM to

IgA switching for CH12F3-2A cells, and IgM to IgG1 switching for primary B cells.

2.2. Microfluidic devices

Fluorescent imaging (section 2.7) and spectroscopic mapping (section 2.5) were ap-
plied to live cells within microfluidic devices. The designs of these chips are presented

in section 4.2 and subsection 5.3.1.

2.2.1. Microfluidic device preparation

Microfluidic chip silicon moulds were designed and fabricated by Dr Stefano Pagliara
and Dr Zehra Kahveci as previously reported[124, 149, 150]. A negative mould was
prepared through replica moulding with PDMS (DOWSIL™ 184 Silicone Elastomer
Kit), 9:1 ratio of base to curing agent, in a small container. Once bubble-free, the
PDMS was heated at 70°C for one hour. The PDMS chip was cut to size using a
scalpel, and the inlet and outlet were cyt through with a 1.5mm biopsy punch (Miltex,
33-31A-9/25).

The chip was bonded to a glass coverslip using surface ionisation by oxygen plasma
treatment (10 second exposure to 30W plasma power in 1 mbar air, Diener Royal
Oak).
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2.2.2. Epoxy mould

Epoxy moulds of multiple chips were prepared in petri dishes, using Loctite Hysol
9483. Epoxy moulds are less fragile than silicon moulds, and allow for multiple

identical chips to be made simultaneously.

PDMS chips were placed, pattern facing up, in a layer of liquid PDMS and baked
at 65°C for one hour. PDMS was added until level with the chips and baked at
65°C for another hour. Loctite Hysol 9483 was added on top in a fume hood and
degassed in a dessicator until bubble-free. The epoxy mould was left to solidify at
room temperature for 24 hours. The bottom of the petri dish was cut out using a

drill and the PDMS chips were cut out revealing the epoxy mould.

2.3. Flow cytometry

Flow cytometry is a microfluidics and laser based technique that allows for automatic,
high-throughput single cell measurements. Standard measurement rates are several
hundred cells per second. Cells are passed single-file through a light beam, and optical
parametres are measured. A number of detectors enable measurements of forward
scatter (FSC), side scatter (SSC) and a selection of fluorescence signals, which vary
dependent on the instrument[151]. For each detected signal, height, width and area

are quantified.

FSC is measured by a detector in line with the light source. The intensity depends on
the size of a cell, and FSC is therefore used to discriminate between cells by size. SSC
is measured by a detector perpendicular to the laser. The granularity of a cell affects
SSC; intracellular structures such as the nucleus and vesicles increase side scatter[151].
FSC and SSC can be used together to discriminate between different cell types. They
are also commonly used for gating a healthy cell population as a pre-processing step,

and thereby excluding debris and dead cells from further analysis.

Fluorescent signals are measured simultaneously with FSC and SSC. Fluorescence oc-
curs when a fluorophore absorbs photons from the laser, raising the electrons from the
ground state to a transitional excited state. When the electrons return to the ground
state, as soon as the laser illumination is quenched, the absorbed energy is released
through the emission of photons of a longer wavelength[151]. Different fluorophores

have distinct excitation and emission spectral profiles. Where there is little overlap
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between the spectral profiles, it is possible to measure multiple fluorescent signals si-
multaneously. For larger overlaps, it is more complicated and requires compensation
between the signals. Specific molecules within cells can be fluorescently tagged either
through genomic modification or the addition of fluorophore-conjugated antibodies.
This allows for rapid measurement of cellular levels of biomolecules or modifications
of these.

2.3.1. Sample preparations for flow cytometry analysis

For cell cycle assays, cells fixed in 70% ethanol and stored at 4°C were washed in
PBS and incubated in PI solution (PBS with 1% TritonX, 20 pg/ml RNAse A and
60 pg/ml propidium iodide) for 30 min at 37°C , placed on ice and measured.

For acetylation assays, cells fixed in 1% paraformaldehyde (PFA) were stained with
Histone H4ac (pan-acetyl) antibody (Active Motif, 39244) and a secondary antibody
conjugated to the Alexa 647 fluorophore (abcam, ab150067). For class switching
assays, CHI12F3-2A cells fixed in 1% PFA were stained with FITC Anti-mouse IgA
antibody (BD Biosciences, 559354) and APC Anti-mouse IgM antibody (Affymetrix
eBioscience, 17-5790-82), both 1:200 dilution. Primary B cells fixed in 1% PFA were
stained with FITC Rat Anti-Mouse IgM antibody (BD Pharmingen™, 553408), 1:200
dilution. Both cell types were incubated with the antibody solutions for 45 min on

ice, then washed in PBS and measured.

2.3.2. Flow cytometry measurements

Flow cytometry measurements were performed using a BD Accuri C6 Plus flow cy-
tometer. Two excitation wavelengths, 488 nm and 640 nm, were used in conjunction
with four detectors using the standard filters 533 /30, 585-40, 670 LP and 675/25. The
fluorophores FITC and PI were excited by the 488 nm laser, and detected by FL1
(533/30) and FL2 (585/40), respectively. The fluorophores Alexa 647 and APC were
both excited by the 640 nm laser, and detected by FL4 (675/25). FITC and APC
were measured simultaneously for class switching assays. The excitation and emission
spectral profiles of these two fluorophores do not overlap, hence no compensation was

needed.
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Figure 2.1.: Molecular potential energy curve for a diatomic molecule.

The electronic ground state and the first excited state are shown. Several vibrational states
are associated with each electronic state. Absorption of infrared light causes a change in the
vibrational level of the molecular normal mode.

2.3.3. Flow cytometry data analyis

The data were analysed using the software FlowJo[152]. The healthy cell population
was gated based on FSC and SSC. Further gating was applied based on fluorescence
signals. For cell cycle analysis, 'single cells” were gated based on the area and height
of the measured propidium iodide signal. Examples of raw data and gating are in

section A.1 in Appendix A.

2.4. FTIR imaging of cells

Absorption of infrared light in the mid-IR range results in vibrational excitation of
molecular normal mode vibrations (Figure 2.1). It is important to note that differently
from other radiations such as UV or visible light, IR radiation does not cause changes
in electronic energy levels. Absorption of IR light by a molecule occurs by virtue

of vibrational motion of single or multiple bonds. Vibrational bands in the FTIR
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spectrum correspond to IR-active vibrational modes, i.e. those accompanied by a

change in the dipole moment of the bond[153].

The dipole moment is a measure of a bond’s polarity; the distribution of electrical
charge between the atoms covalently bound. A separation of charge within a molecule
occurs when there is an unequal sharing of electrons between atoms. This is called a
dipole. The dipole moment measures the strength of a dipole; the charge multiplied
by the distance between the charges. Vibrational modes that are accompanied by a
change in dipole moment as the bond expands and contracts are IR-active and absorb
IR light.

Different molecular bonds absorb different IR frequencies depending on their stretch-
ing or bending vibrational modes, their atomic constituents, whether the bond is
single, double or triple, and the molecular environment. Molecules of biological rele-
vance, including nucleic acids, proteins and lipids, have distinct IR active vibrational
modes[154, 155], so the method is able to distinguish between these fundamental

constituents of all living cells.

The measured transmittance (intensity ratio between IR light transmitted through the
sample and IR light transmitted in the absence of a sample, or background intensity)
is converted to an absorbance spectrum, i.e. absorbance measured as a function of
wavenumber (cm™) of the radiation. The most relevant spectral regions for assaying
biological materials are the fingerprint region (600 - 1800 cm™!), which comprises the
Amide I and Amide IT bands (1500 - 1700 cm™!), and a higher-wavenumber region
(2500 - 3800 cm™!) associated with S-H, C-H, N-H and O-H stretching[156].

Figure 2.2 shows a representative FTIR spectrum of a cell. Relevant peaks are an-
notated and colour-coded in the groups protein, nucleic acid and lipid. It is worth

noting that an FTIR absorbance spectrum follows the Beer-Lambert law,
A)\Zﬁ)\'C'l (21)

meaning the absorbance, A is proportional to the molar concentration of the molecules
within the sample, ¢ through the optical path length, 1 and the molar absorption
coefficient, €. A more detailed list of spectral interpretations can be found in Table B.1

in Appendix B.

Micro FTIR imaging combines the use of an FTIR spectrometer with an optical
microscope equipped with a focal plane array (FPA) detector, which enables the si-

multaneous measurement of several thousand FTIR spectra of the sample from a
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Figure 2.2.: Representative FTIR spectrum of a cell.
Biomolecules are annotated and colour-coded. v=stretching vibrations, §=bending vibra-
tions, as=asymmetric and s=symmetric.
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given location, providing both chemical and spatial information. An FTIR image
is a hyperspectral dataset with two spatial dimensions and one spectral dimension.
This is sometimes referred to as FTIR micro-spectroscopic imaging[157], because it
combines optical microscopy, FTIR spectroscopy and imaging[156, 158]. The exper-
imental set-up involves a mid-IR source (globar), Michelson interferometer, optical
microscope, and FPA detector e.g. 128x128 pixel array. Samples are mounted on
transparent microscope slides, e.g. made of calcium fluoride. The spectral datasets
generated through FTIR imaging are complex. Specific biological events can be ob-
served through changes in the spectrum and in the image. Owing to the large amount
of data contained in a hyperspectral dataset, multivariate statistical analysis is often

applied in order to extract the relevant information[156].

2.4.1. Sample preparation for FTIR analysis

Cells were washed in PBS, pelleted and resuspended in PBS. A 30 ul aliquot of the
cell suspension was pipetted onto a calcium fluoride slide (Raman grade polished
window, 20 mm diameter by 1 mm thickness, Crystran) at a 45° angle to prevent
clumping. The samples were left to rest in this position while kept in the fridge at
4°C for 10 min, then fixed in 2% PFA for 20 minutes (optimisation of the fixation
protocol is discussed in section 3.2). After removal of the fixative, the samples were
briefly washed in water. Cells were left to dry for minimum 36 hours in a covered
container. A minimum of three replicates were prepared and analysed for each cell

treatment.

2.4.2. Micro-transmission Fourier Transform Infrared (FTIR) imaging

Micro-transmission FTIR images were collected using an Agilent microscope and
imaging system consisting of an Agilent 670 spectrometer, an Agilent 620 FTIR mi-
croscope with a 0.62 NA, 15x Cassegrain objective, and a liquid nitrogen-cooled
128128 focal plane array (FPA) detector with 5.5x5.5 um? pixel size. The sys-
tem was used in "high magnification” mode, with magnifying optics before the FPA
detector, providing an additional 5x magnification corresponding to 1.1x1.1 pm?
pixel size. For each mosaic image, 2x2 tiles were measured with 256 scans at 4 cm™

1

spectral resolution in the 3900-1000 cm™ spectral region. A background, measured
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in the absence of a sample (clean area of calcium fluoride substrate), was also mea-
sured for each sample with 512 scans. Each mosaic image had an acquisition time of

approximately 50 minutes.

2.4.3. FTIR data analysis: KMC average cell spectra approach

Data analysis was conducted in the fingerprint region, between 1800-1000 cm~!. Spec-
tral information from the cells had to be extracted from the whole FTIR images, to
enable a reliable comparison between cell treatments. The data were analysed in
R using the software packages hyperSpec[159], FTIR, gridExtra[160] and matrixS-
tats[161].

K-means cluster analysis with two clusters was performed on each image to enable the

extraction of a mean cell spectrum to be compared between samples and treatments.

2.4.4. FTIR data analysis: Cell segmentation approach

To further enable the extraction of single cell spectra from each FTIR image, an
image-based cell segmentation approach was applied. The image-based cell segmen-
tation was conducted in Python using Otsu thresholding and watershed segmentation.
The spectral signatures of the samples were then compared at the single cell level, thus
considering intra-sample variability and quantifying the spectral differences between

cell populations.

Pre-processing of the spectra involved baseline subtraction using an offset at 1800
cm™, and normalisation to the Amide I peak maximum in the range 1710-1650 cm .
To calculate peak intensity ratios, a baseline passing through the troughs each side

of the peak was drawn and the integral of the peak was calculated.

2.5. Live cell Raman mapping

Vibrational spectroscopy also includes Raman spectroscopy. Similarly to FTIR, it
measures the interaction between light travelling through a sample and the molecular
vibrations in the sample itself. Unlike FTIR, Raman spectroscopy is based on a light

scattering effect.
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Elastic scattering, known as Rayleigh scattering, does not result in energy loss or
gain. Rayleigh scattering is most likely event. Raman scattering on the other hand
is inelastic. It results in a gain or loss of energy for the light photon, referred to as
Anti-Stokes and Stokes Raman scattering, respectively (Figure 2.3). The loss or gain
of energy for the scattered photons results in a longer or shorter wavelength. It is

this shift that is measured in Raman spectroscopy[162].

FTIR and Raman spectroscopy give similar, yet complementary results in that they
both detect vibrational modes in molecules, but the physical principle (selection rules
derived by quantum mechanics) are different - a vibrational mode is Raman active if

it causes a change in the polarizability of the molecule.

The polarizability of a molecule is a measure of how easily the charge distribution can
be distorted from its normal shape in response to an external field. A change in bond
length, bond strength and electron density can affect the polarizability of a molecule.
Molecules with a delocalised electron charge, for example molecules with conjugated
double (or triple) bonds such as benzene, have a high polarizability. Longer bond
lengths increase polarizability, and increasing bond strenth decreases polarizability.
Vibrational modes with a net increase of bond length, such as symmetrical stretching,

are Raman active.

Raman and FTIR spectroscopy are said to be complementary techniques, because for
molecules with a centre of symmetry, an IR active bond is not Raman active, and
vice versa. Additionally, for other molecules, vibrational modes that are strong IR
absorbers tend to be weak Raman scatterers. One such example is water. The three
fundamental vibrational modes of water, symmetric and asymmetric stretching and
bending mode, all result in a change in dipole moment and thus are all IR active. Due
to the large change in dipole moment, in particular for the stretching modes, strong
vibrational bands are seen in the IR absorption spectrum. On the contrary, water is a
small, essentially isotropic molecule and has a modest polarizability, making it a very
weak Raman scatterer. The three vibrational modes are Raman active, but the low
polarizability means the interference of water in the Raman spectrum of biomolecules

is minimal.

2.5.1. Sample preparation

Cells were washed in PBS, pelleted and resuspended in PBS or Phenol Red free
medium (HyClone™ RPMI 1640 media without Phenol Red (GE Healthcare Life Sci-
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Figure 2.3.: Vibrational spectroscopy: FTIR and Raman.
Raman scattering is an inelastic scattering effect, meaning the light gains (Anti-Stokes) or
loses energy (Stokes) during the scattering process.

ences, SH30605.01) with 10% Fetal Bovine Serum, 1% Pen-Strep, 1% Glutamine, 1%
Sodium Pyruvate and 50 uM S-mercaptoethanol). PBS or Phenol Red free medium
was manually flowed into the PDMS chip bonded to a glass coverslip through Portex
tubing PE 0.86x0.33mm BxW (Scientific Laboratory Supplies, TUB26668) using a
syringe and a 21G microlance (Becton Dickinson Medical, 304432). Cells were flowed
into the chip through Portex tubing using a syringe and a 21G microlance and left to

settle for minimum 30 minutes.

2.5.2. Raman measurements

Raman maps were collected using a WITec alpha300 R Confocal Raman system
consisting of a 532nm laser, a fibre-coupled UHTS spectrometer, and an confocal
microscope with a 0.7 NA, 50x objective. The combination of Raman spectroscopy
with a confocal microscope allows for optical sectioning. This is achieved by the
pinhole, which spatially filters the sampling volume, so that only Raman scatter
from the focal plane is detected. The microfluidic chip containing the single cells in
suspension was held coverslip side facing up in a custom holder. Single cells (adhering
to the glass) were identified in white light imaging mode, then the focus was adjusted
in Raman mode using the oscilloscope to maximise the scattered signal intensity (of
the C-H stretching peak in the range 2700-3000 cm™), and cell maps were collected
with 5 measurement points per micrometre using a 0.1 s integration time. Single

position spectra were collected with 20 accumulations using a 0.5 s integration time
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per point. Cells were kept in the microfluidic chip for a maximum of four hours during

measurements, before a new chip with fresh cells was prepared.

2.5.3. Data analysis

Data processing was performed using MATLAB 2020a. Common k-means cluster
analysis with 10 clusters was performed on 118 cell maps (58 xD0, 60xD4). This
involved the calculation of a similarity measure for each of the spectra from all 118
maps (a total of 716,250 spectra). As the most similar spectra are grouped together,
the spectrum of the new group becomes the mean of its members. At the end of the
process, when ten similar group clusters remained, they contained the spectra from
regions of cells with similar biochemical constituents, each represented by a mean
spectrum or centroid. Each of the 10 clusters was assigned as nucleus, cytoplasm or
background, based on the spectral profiles of the cluster centroids. Hence, a mean
nucleus, cytoplasm, whole cell (cytoplasm + nucleus) and background spectrum was
extracted from each cell map. 13 maps (5xD0, 8xD4) were discarded from the
dataset before further analysis, since they either contained no pixels identified as
nucleus or cytoplasm, or very few pixels associated with nucleus - with a nucleus size

of less than 3 pm.

To remove background signal (from the coverslip and PBS), the background spectra
were subtracted from the nucleus and cytoplasm spectra for each map in three steps.
(1) The spectra were baseline-corrected by subtracting an offset (based on the mean
intensity in the range 1780-1840 cm™!). (2) The background spectra were smoothed
using a Savitzky-Golay filter (order = 2, framelength = 99) to reduce the effect of
noise. (3) The smoothed background spectra were then subtracted from the nucleus,

cytoplasm and whole cell spectra.

Principal Component Analysis (PCA) was performed on nucleus, cytoplasm, and
whole cell spectra. For each principal component, a t-test was used to determine
if scores were significantly different between DO and D4 cells . Linear Discriminant
Analysis (LDA) was also performed to single out the peaks responsible for the dis-

crimination between D0 and D4 cells.
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2.5.4. Partial least squares regression

Transcriptomic data were collected by Ho Wai Kevin Yim as described in section 2.6.
To analyse the potential correlation between the Raman data and the transcrip-
tomic data, Partial Least Squares (PLS) regression was applied to the datasets. The
transcriptomic data consisted of the read counts for 17,725 transcripts with three
DO samples (D0-1, D0-2, and D0-3) and three D4 samples (D4-1, D4-2, and D4-3).
Dimension-reduced Raman data were used in the form of PC scores. To correspond
to the three replicates for each condition of the transcriptomic data, the Raman cell

measurements were randomly assigned to three groups of D0 and three groups of
DA4.

PLS regression analysis was performed with a leave-one-out approach; each of the six
samples, i, was removed in turn. Each leave-one-out analysis determined a linear re-
gression model between the Raman (R.;) and transcriptomic (T;) datasets - meaning

the PLS regression coefficients matrix, BETA_;, was found so that
R;=BETA,;-T; (2.2)

For each PLS regression analysis, Raman PC scores were predicted for the left-out

sample, i, using the transcriptomic data (T;) and the BETA; matrix.

To assess the validity of the predicted Raman PC scores (and thus the regression
model), they were compared against the single cell PCA scores. For further assess-
ment, the predicted Raman PC scores were then converted to LDA scores and again

compared with the single cell data.

2.6. Transcriptomic data

RNA extraction and transcriptomic data analysis were performed by Kevin Yim for

the manuscript [2].

2.6.1. RNA extraction

Total cell RNA was extracted by TRIzol followed with chloroform for phase separation
and 100% isopropanol for RNA precipitation. Total RNA was eluted in 30 ul RNase-

free water after being washed twice in 75% ethanol. The RNA concentration was
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assessed using a NanoDrop 2000 spectrophotometer (Thermo Scientific). The RNA
yield and size distribution were analysed using an Agilent 2200 Tapestation with RNA
Screentape (Agilent Technologies).

2.6.2. RNA-seq library preparation, next-generation sequencing and data

processing

For small RNA library preparation, RNA aliquots were used for library preparation
using NEBNext Multiplex Small RNA library preparation kit (New England Biolabs).
The PCR amplified cDNA construct (from 140-160 basepairs) was purified using a
QIAquick PCR Purification kit (Quiagen). The purified cDNA was directly sequences
using an [llumina MiSeq 2000 platform (Illumina). For long RNA library preparation,
libraries were constructed using Ribo-Zero Magnetic Gold Kit (Human, Illumina)
and NEBNext Ultra™ RNA Library Prep kit for Illumina (New England Biolabs)
according to the manufacturer’s instructions. Libraries were tested for quality and
quantified using PCR (Kapa Biosystems). The resulting libraries were sequenced on

a HiSeq 2500 instrument that generated paried-end reads of 100 nucleotides.

Raw sequencing reads were checked for potential sequencing issues and contaminants
using FastQC. Adapter sequences, primers, number of fuzzy bases (Ns), and reads
with quality scores below 30 were trimmed. Reads with a length of less than 20
bp after trimming were discarded. Clean reads were aligned to the mouse genome
(GRCm38) using the TopHat 2.0 program, and the resulting alignment files were
reconstructed with Cufflinks[163]. The transcriptome of each sample was assembled

separately using Cufflinks 2.0 program.

2.6.3. Sequencing data analyses and statistical methods

Read counts of each sample were subjected to cluster analysis[164] and differential
expression analysis using RNA-seq 2G[165]. Genes with |fold change| >1, P value
<0.05 and false discovery rate (FDR) <0.05 were considered statistically significant.
Expression of significant differentially expressed genes in different B cell subsets was

determined using My Geneset ImmGen[166].
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2.7. Nuclear properties assessed using microfluidic devices

Mechanical properties of cell nuclei can be determined using deformability cytometry
(introduced in section 1.4) and fluorescence imaging. Here, the mechanical property
auxeticity and its correlation to chromatin decondensation was examined in B cells.
Auxeticity is defined as the property of a material or structure having a negative
Poisson’s ratio. The Poisson’s ratio, v, quantifies the deformation of a material
perpendicular to applied strain, and is defined as the negative ratio of transverse

strain, St, over axial strain, S:
v=—— (2.3)

The majority of materials become thinner if they are stretched - they have a posi-
tive Poisson’s ratio. Auxetic materials instead expand in the perpendicular direction
to stretching, meaning they have positive St. To examine this effect in B cell nu-
clei, a chip was designed to apply stretching forces to the nucleus (more details in

section 4.2).

2.7.1. Sample preparation and microfluidic experimental setup

The chip was functionalised with 1 mg/ml BSA and incubated at 37°C for one hour.
Cells were spun down (300gx5min) and resuspended in 0.5 ug/ml Hoechst 33342
(ThermoFisher Scientific, H3570) for CH12F3-2A cells and 5 pg/ml Hoechst 33342
for primary B cells. Following incubation at 37°C for 20 minutes, the cells were spun
down again, washed in PBS and resuspended in PBS, 50 uM [-mercaptoethanol,
15% OptiPrep (Sigma Aldrich, D1556-250ML) for CH12F3-2A cells and PBS, 50 uM
B-mercaptoethanol, 10% OptiPrep for primary B cells. The S-mercaptoethanol and
OptiPrep were added to reduce cell propensity for sticking to each other and to the

chip, in particular the channel entrances.

Cells were flowed into the microfluidic chip at a constant applied pressure of 1 mbar
through Portex tubing PE 0.86x0.33mm BxW using a Fluigent pump. This resulted
in a cell average velocity of 0.55 + 0.06 mm/s that was constant during channel
translocation. The microfluidic chip was mounted on an inverted epifluorescence
microscope (Olympus IX73) equipped with a 40x, 0.95 NA objective and a sSCMOS
camera (Andor Zyla 4.2) used at a frame rate of 30 fps. A minimum of three replicates

were prepared and analysed for each cell treatment.
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2.7.2. Nucleus deformation data analysis

Image analysis of nucleus deformation was performed using Python, in particular the
modules scikit-image[167], imageio, numpy[168] and SciPy[169]. Cell nuclei were iden-
tified using li thresholding (optimisation of thresholding discussed in subsection 4.3.1)
and tracked between frames. Fragmented trajectories were stitched together manu-
ally. Properties, including minimum axis (a) and maximum axis (b), were saved for
each nuclei in each frame. These were used to calculate average nuclei size within
region 0 (before channels) and region 1 (within channels), as well as transverse strain,
St

ST = (ain channel — (before channel)/abefore channel (24)

and axial strain, Sa

SA = (bin channel — bbefore channel)/bbefore channel (25)

for each cell. These calculations are also described in Figure 4.5¢-d in section 4.4.
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changes

The paper ”Single Cell Imaging of Nuclear Architecture Changes”[1] forms the basis
of the following chapter.

3.1. Background

Chromatin conformation changes are important drivers of cell development, and thus
measurements of pan-nuclear dynamics may enable phenotypic characterisation of
cells. Pan-nuclear measurements can be achieved in many ways. Measurements of
chromatin architecture have generally required bespoke protein, DNA, or RNA la-
bels[170-173] or high-throughput DNA sequencing such as chromosome conformation
capture (or 3C) and its more recent variant Hi-C, among others[174]. However, these
specific tools are not without their own limitations in terms of prohibitive cost, tech-

nical difficulties, and reproducibility issues.

One emerging field that may provide new tools for chromatin research is vibra-
tional spectroscopy-based chemical imaging. Fourier Transform Infrared (FTIR)
spectroscopy, which enables label-free detection of the chemical composition and het-
erogeneity of a sample, has been shown to be a powerful tool for analysing biological
samples[156]. The technique probes vibrational modes in molecules that are specific
as a chemical fingerprint; through imaging or mapping approaches with a microscope,
it provides molecular distributions with high spatial resolution. FTIR spectroscopy
has previously been used to monitor DNA conformational changes[175, 176], making
it a powerful biochemical tool for studying chromatin structure and conformation.
Developing novel approaches to assessing chromatin changes at the single cell level

would enable a more comprehensive understanding of the nuclear response.

In this chapter, the use of FTIR imaging for the meaurement and quantification of
changes to DNA levels and chromatin conformation in single B cells will be explored
(Figure 3.1).
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Vibrational spectroscopy

Figure 3.1.: Thesis graphical summary - Chapter 8 focus.
This chapter focuses on detecting chromatin decondensation in single cells using the label-
free technique FTIR imaging.
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3.2. Fixation of cells for FTIR imaging

To optimise sample preparation protocols, two fixation methods were compared: 2%
paraformaldehyde (PFA) fixation and 70% ethanol fixation. PFA, and other alde-
hydes, works by cross-linking biomolecules of the cells, whilst alcohol-based fixation

works by denaturing proteins through the disruption of hydrophobic bonds[119].

For an even distribution of suspension cells on calcium fluoride slides to allow for
imaging of single cells, the preparation methods described in subsection 2.4.1 was
used. Figure 3.2 shows the comparison between cells fixed in 2% PFA (Figure 3.2a-c)
and cells fixed in 70% ethanol (Figure 3.2d-f). For both cell treatments, a white
light image (Figure 3.2a and d), a pseudo-colour FTIR image based on the integrated
intensity of the Amide I peak (Amide C=O0 stretching), 1680-1620 cm ™! (Figure 3.2b
and e), and a representative spectrum extracted from the centre of a cell (Figure 3.2¢

and f) are shown.

For both cell preparations, the signal measured from single cells is strong enough to
distinguish them from the substrate, hence revealing the suitability of FTIR imaging
towards detection of single fixed cells. However, the interface between cells and
substrate appears sharper for the PFA fixed cells. Furthermore, based on the white
light images, ethanol fixation appears to shrink the cells more so than PFA. This is
in turn expressed in the individual spectrum in the form of scattering (Figure 3.2f).
Based on these data, PFA was determined to be the preferred fixative when preparing
CH12 cells for FTIR imaging. For the following experiments, all cells were fixed in
2% PFA.

3.3. Novel optimisation of micro-FTIR imaging for single cell

analysis

Previous work has shown FTIR imaging of biological samples[177-179], however ef-
ficiently extracting average single cell spectra from large FTIR images has remained
problematic. Smaller FTIR images of single cells, or selection of areas of interest
within larger images post-acquisition, while able to circumvent this, are time con-
suming approaches. This was addressed using a combination of experimental and

computational optimisations. The photomicrograph of an untreated CH12F3 cell
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Figure 3.2.: Comparison of FTIR imaging of cells fixred with PFA and ethanol.

(a-c) PFA fized cells. (d-f) Ethanol fized cells. (a and d) White-light images. (b and e)
A pseudo-colour FTIR image based on the integral of Amide I. (¢ and f) A representative
spectrum from the centre of a cell - position indicated by an arrow.
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3.3. Novel optimisation of micro-FTIR imaging for single cell analysis

sample acquired using a 15x Cassegrain objective is shown in Figure 3.3a. Cells ap-
pear as dark ovoids fairly homogeneously distributed on the transparent microscope
slide. A chemical image based on the intensity (peak maximum) of the Amide I
band, essentially C=0 stretching of the peptide group, in the range 1675-1625 cm™
is presented in Figure 3.3b. Note that FTIR images are pseudo-colour images where
the high absorbance, represented by red colour, corresponds to high concentration of
particular chemical species, in this case proteins, whilst low absorbance represented
by blue colour corresponds to low concentration or absence of that species. Here,
cells are identified by the high protein signal (Amide I) corresponding to red-to-green

areas in Figure 3.3b.

3.3.1. K-means cluster analysis

K-means cluster analysis with two clusters provided an initial separation of cells from
substrate (Figure 3.3c), so that an average spectrum from all cells was extracted
(Figure 3.3e). As a multivariate approach, k-means cluster analysis categorises the
pixels of the image based on the similarity between spectra. This enabled comparison
of cell spectra between samples, but did not allow single cell analysis. Therefore an

additional analysis approach was explored.

3.3.2. Cell segmentation

Image segmentation analysis provided separation of small clusters of cells into single
cells (Figure 3.3d), so that an average spectrum per single cell was extracted (Fig-
ure 3.3f). This enabled downstream analysis of the spectral signatures of differentially
treated cell populations at the single cell level. Spectral analysis was performed in
the ”fingerprint” region (1800-1000 cm™1), which contains characteristic signals from

protein, lipids, and nucleic acids.

3.3.3. Comparison

A comparison between the k-means extracted cell spectrum and the average spectrum
from the cell segmentation approach is shown in Figure 3.3g. This compares the two
methods’ estimated average cell spectrum from the FTIR image. The two spectra
are nearly identical. This verifies the validity of the cell segmentation approach for

extracting spectral information from single cells.
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Figure 3.3.: Data analysis approaches.

(a) White-light image measured in reflection mode. (b) Chemical image based on 1625-1675
em™t. (¢) K-means clustering output with two clusters. (d) Output of the cell segmentation
of the data in (b). (e) Extracted cluster spectra; cluster 1 (red) represents the substrate, and
cluster 2 (turquoise) represents the cells. (f) Extracted single cell spectra. The spectra are
colour coded to (d) (g) Comparison of the k-means cell spectrum and the average spectrum

from the single cell segmentation approach.
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3.4. DNA quantity measurements using FTIR imaging during cell cycle progression

3.4. DNA quantity measurements using FTIR imaging during cell

cycle progression

Peak absorbance in the FTIR spectrum is related to the concentration of a particular
chemical species (Beer-Lambert law; Equation 2.1 in section 2.4). The application of
micro-FTIR imaging to detect changes in intracellular DNA content was validated by
investigating the effect of cell cycle progression on the molecular properties derived
from FTIR spectroscopy. The cell cycle is the process used by cells to couple DNA
duplication (S phase) with cell division (M phase). These two phases are interjected
by two growth phases known as G1 and G2 phase, respectively (Figure 3.4A). FTIR
images of cell populations stalled in early S phase (1xDNA content) and G2/M phase

(2xDNA content) were therefore compared with untreated control samples.

Hydroxyurea and Nocodazole are two distinct drugs utilised to arrest cells at specific
phases of the cell cycle. Treatment with Hydroxyurea stalls cells in early S-phase,
through inhibition of DNA synthesis. Treatment with Nocodazole stalls cells at the
G2/M transition phase through the disruption of microtubules and mitotic spindle
function. The effect of each drug on CH12F3-2A cells was assessed by PI staining
and flow cytometry (Figure 3.4B). An increase in PI signal correlates with an increase
in DNA content[180]. The control cells are distributed across the different cell cycle
phases, starting from an initial peak representing cells in G1 phase (1xDNA content),
spanning the increase in DNA content during S phase (>1xDNA content), and ending
in a peak for cells in G2/M phase (2xDNA content). Cells treated with Hydroxyurea
are stalled in early S phase, which is denoted by a large main peak at low PI signal.
In contrast, cells treated with Nocodazole give rise to a single peak at high PI signal,

indicating stalling in G2/M phase.

Figure 3.4C shows FTIR images of representative samples for each cell group. Average
FTIR spectra calculated from single cell spectra within each group show differences
(Figure 3.4D), especially in the phosphate symmetric stretching (vy POy) peak at
1070-1035 cm™, which is due to intracellular DNA. Changes in DNA to protein ratio
at the single cell level was quantified using the integrated ratio of vy POy to Amide
IT peak at 1580-1490 cm™ (Figure 3.4E), as opposed to the Amide I, which may
contain some contribution from the water bending mode. The DNA-to-protein ratios
were significantly different between control, S and G2/M phase cell populations. The

observed differences reflected changes in DNA content, with lower values for the S
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Figure 3.4.: Key FTIR spectral signatures associated with intracellular DNA levels.
Reproduced from [1]. (a) Schematic of the cell cycle. Cells go from G1 phase with 1x DNA,
through S phase where the DNA is replicated, to G2 phase with 2x DNA. Following this the
cells enter M phase where they undergo mitosis and divide into two daughter cells. (b) Flow
cytometry assessment of intracellular DNA content of cell samples: Control, Hydroxyurea
treated and Nocodazole treated. DNA is stained by the fluorescent marker PI. (¢) FTIR
images of cell samples Control, Hydroxyurea treated and Nocodazole treated. (d) Average
single cell spectrum for each cell treatment. Shaded area denotes the standard deviation.
(e) Representative spectrum indicating the peak ratios used for single cell analysis in (f).
(f) DNA-to-Protein peak ratio showing the spectral changes associated with differing levels
of intracellular DNA at a single cell level. A t-test gave a statistically significant difference
between samples (ns.: P>0.05, * :< 0.05, %% : P < 0.01,% %% : P <0.001).
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phase stalled cells (Hydroxyurea treatement, pink) compared to control cells, and

higher values for the G2/M phase stalled cells (Nocodazole treatment, navy).

The correlation between DNA-to-protein ratio and the intracellular DNA content is
unsurprising, as a change in concentration leads to a change in absorbance. The
FTIR spectral changes are potentially caused by more than a simple decrease or
increase in intracellular DNA. Significant changes to DNA environment and structure,
which are especially apparent for chromosome condensation during G2/M phase,
likely also influence the absorbance, as this would incur changes to local densities and
the extinction coefficient. This brings up the question whether FTIR imaging can
detect changes in DNA strcuture and environment, when these are independent from

cell cycle phase and thus intracellular DNA content.

3.5. DNA quality measurements using FTIR imaging of

chromatin changes

DNA rarely exists in isolation within the cell nucleus. Indeed, the macromolecular
complex known as chromatin consists primarily of genomic DNA wound around a
complex of histone proteins (Figure 3.5A). Although DNA quantity does not vary
during the G1 and G2 growth phases of the cell, the chromatin fibres do still respond
to intra- and extra-cellular stimulations which can alter the quality and architecture

of the chromatin complex.

3.5.1. FTIR spectral changes in response to chromatin changes

TSA is an inhibitor of histone deacetylases which primarily function as transcriptional
repressors. Treating CH12F3-2A cells with TSA causes hyperacetylation of the hi-
stones which results in chromatin decondensation. This increase in acetylation was
verified by flow cytometry, using an antibody against pan-acetylation (Figure 3.5B).
Chromatin decondensation is an essential intermediate in a number of cell processes,
including immune activation of B cells, where it facilitates the increased transcrip-
tion associated with activated B cells[181, 182]. TSA treatment of cells can therefore
mimic the chromatin modifications observed during immune cell activation. Indeed,
lymphocyte stimulation has previously been shown to induce an increase in acetyla-
tion of the chromatin[66, 183, 184]. In addition, secondary antibody diversification,

a result of activation of B cells via antigen binding, can be initiated in CH12F3-2A
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Figure 3.5.: Chromatin changes can be assessed using FTIR imaging.

Reproduced from [1]. (a) Cartoon representation of chromatin, in compact and decon-
densed state. (b) Verification of the effect of TSA treatment, as seen by increased acety-
lation levels in TSA treated cells compared to control cells. Intracellular acetylation level
labelled by an anti-pan acetyl antibody and measured by flow cytometry. (¢) CSR mea-
sured as verification of immune activation of B cells through CIT treatment. A subpop-
ulation, increasing over 48 hours, switches from IgM to IgA expression. (d) Cell cycle
phase distribution for TSA treated and activated cells compared to control cells. DNA is
stained by the fluorescent marker PI. (e) FTIR images of cell samples: Control, TSA
treated and Activated (CIT treated). (f) Average single cell spectrum for each cell treat-
ment. Standard deviaton is marked as a shaded area. (g) Representative spectrum indi-
cating the peak ratios used for the single cell analysis in (h). (h) DNA-to-protein peak
ratio showing the spectral changes associated with changes to chromatin state at the single
cells level. A t-test gave a statistically significant difference between samples (ns.: P>0.05,
k1 P <0.05 %% : P <0.01,%xx*: P <0.001).
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3.5. DNA quality measurements using FTIR imaging of chromatin changes

cells through addition of a cytokine cocktail (CIT) consisting of I1L-4, TGF-5 and
anti-CD40. The resultant class switch recombination, where a subset of the cells un-
dergoes DNA recombination leading to changes to the expressed antibody constant

region, was assessed using flow cytometry and antibodies against the Ig isotypes IgM
and IgA (Figure 3.5C).

The effect of chromatin decondensation induced through TSA treatment or CIT me-
diated immune activation, was investigated here. Cell cycle phase distribution was
assessed as before by flow cytometry. Importantly, neither TSA or CIT treatment
resulted in changes to overall DNA content (Figure 3.5D). No statistically signifi-
cant difference was found for the cell cycle phase distribution between the treatments
(Control: G1 = 45.14£5.4, S = 29.1+£2.3, G2/M2 = 25.246.8, TSA treated: G1 =
55.54+12.8, S = 20.845.1, G2/M = 22.847.9, CIT treated: G1 = 48.2+7.7, S =
22.143.1, G2/M = 22.849.4). Therefore, any differences observed in FTIR spectra
would derive from ”qualitative” chemical and conformational changes to the chro-

matin, rather than from changes to overall DNA ”quantity”.

FTIR images and spectral analysis for this study are presented in Figure 3.5E-G.
FTIR spectra from TSA and CIT treated cells were found to vary with respect to those
of control cells (Figure 3.5F), especially in the phosphate stretching peaks. The single
cell DNA-to-protein ratio showed a statistically significant decrease for both TSA and
CIT treated cells when compared to control cells (Figure 3.5G). Although a significant
difference was found between TSA and CIT treated cells, the similar response relative
to control cells is consistent with the similar chromatin response expected for the two
treatments. Furthermore, it supports the consensus that, while only a subset of the
cells successfully switches IgM to IgA, all cells are initially activated by the addition
of CIT.

3.5.2. Second derivative analysis of FTIR spectra

The second derivative of the average single cell FTIR spectrum of all samples was cal-
culated to investigate changes in Amide I sub-peak positions between cell treatments.
Only minor changes were observed, suggesting that protein secondary structure[176,
185] is essentially preserved. This rules out major conformational changes to the

protein component of chromatin and the cell overall.

Figure 3.6 shows the second derivative for the Control, TSA treated, and CIT treated

cells, the latter showing the largest, although still minor, variation amongst the cell
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Figure 3.6.: Second derivative spectra of cells subjected to different treatments.
Reproduced from [1]. (a) Average FTIR spectra and standard deviation for the three cell
treatments; Control, TSA treated, and CIT treated (activated) as seen in Figure 3.5. (b)
Second derivative of the average FTIR spectra seen in (a), calculated with 25-point quadratic
Savitzky-Golay filter. (c) Amide I region: peptide C=0 stretching. (d) Amide II region:
primarily, NH bending. (e) Phosphate asymmetric stretching region: vq.s(POg” ). (f) Phos-
phate symmetric stretching region: vs(POg ).
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3.6. Primary B cells

Control TSA treated Activated (CIT treated)
o 5 o s o g
1653.7 cm™!  1640.2 cm™' 1655.3 cm™' 1641.8 cm™' 1652.9 cm™!  1638.6 cm™!
-0.0018 -0.00097 -0.00192 -0.00086 -0.00202 -0.00086
g/ B/ B/
0.54 0.45 0.43

Table 3.1.: Ratio of 5-sheet to a-helix for Control, TSA treated and Activated cells.
Reproduced from [1]. The ratio of B-sheet to a-heliz as determined by the ratio between the
~1656 ecm~Yand ~1642 em™'peaks. The mazimum of the peaks was determined for each
cell treatment.

treatments. The main variation in peak position was found in the Amide I (Fig-
ure 3.6C) and Amide IT (Figure 3.6D) regions of the spectra. The Amide I band, which
is attributed to the carbonyl stretching of the peptide group, has a doublet at ~1654
and ~1640 cm™!, associated with a-helix and (3-sheet structures, respectively[176,

185]. Peak shifts between cell treatments were not significant (Table 3.1).

3.6. Primary B cells

Undoubtedly, cell lines are valuable tractable models to study a wide range of bio-
logical processes. However, primary cells offer an even more physiological outlook at
what is happening in animal cells in vivo. In fact, the results between cell lines and
primary cells are not always in agreement because of the inherent differences between
them. These differences, quantified by diverging transcriptional and proteomic pro-
files of a number of cell types[186-189], commonly relate to cell cycle, proliferation
and metabolic processes. Therefore, primary B cells were isolated from mouse spleens

and immune activated in culture.

3.6.1. Characterisation of primary B cells

There are inherent differences between cultured cell lines and primary cells, as stated
above. Therefore, it was important to characterise a number of properties of the
isolated cells through the different timepoints. Beyond checking that the cells were
indeed undergoing CSR in response to the IL-4 and LPS treatment (Figure 3.7E),
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changes to size (Figure 3.7A-B) and cell cycle phase distribution (Figure 3.7C-D)

were also monitored.

The size of the cells increased going from day 0 (DO) to day 1 (D1) and further
to day 2 (D2), as measured by flow cytometry (Figure 3.7A). The nuclear size also
increased, although to a lower degree. This was measured by staining the cell nuclei
with the DNA dye Hoechst and imaging them in microfluidic chips (Figure 3.7B).
The difference in size influences the additional flow cytometry measurements, as the
cells stained to different levels. This was the case for both PI staining of the DNA
and staining with fluorescently tagged anti-IgM antibody, evident by the changes in
signal intensity between timepoints (Figure 3.7C). It was therefore not possible to
compare cells from different timepoints directly using gates based on the same signal
intensities. However, relative changes in cell cycle phase distribution and number of
IgM+/- cells were still possible to extract and therefore used to compare the different

timepoints.

Immediatly post isolation from mice spleens (DO0), almost all of the primary B cells
were found to be GO stalled (1xDNA). For the following timepoints (D1 and D2),
the proportion of cells in S (>1xDNA) and G2/M (2xDNA) phase increased (Fig-
ure 3.7C-D). The growth medium, IL-4 and LPS stimulate the cells to proliferate, so

the oberserved change in cell cycle phase distribution was expected.

The addition of IL.-4 and LPS also stimulates cells to undergo CSR. This was moni-
tored by staining the cells with fluorescently tagged anti-IgM antibody. As expected,
the proportion of IgM+ cells was reduced at D4 compared to DO (Figure 3.7E), indi-
cating that a subset of the cells had switched from producing the IgM B cell receptor
isotype to the IgG1 isotype.

3.6.2. FTIR spectral data from primary B cells largely follow the same patterns

FTIR imaging was again used to assess chromatin changes. The primary B cells were
fixed for FTIR imaging immediately after isolation (D0) and then at two timepoints
(D1 and D2) following culture in activating B cell medium containing LPS and IL-4.

Comparison of the FTIR spectra of primary B cells between D0, D1 and D2 showed
the expected differences (Figure 3.8b). Single cell DNA-to-protein ratios made this
more evident, with clear reductions at D1 from DO, and further reductions at D2
(Figure 3.8d). Whilst the peak ratio values vary from those of the CH12F3-2A,
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Figure 3.7.: Size, cell cycle progression and class switch recombination for primary B cells.
Reproduced from [1]. (a) Flow cytometry data showing changing in size (FSC-A: forward
scatter) and granularity (SSC-A: side scatter) for primary B cells at the timepoints DO,
D1, and D2. (b) Nuclear size changes for primary B cells at the timepoints D0, DI,
and D2. Minor azis (a) and major azis (b) as defined in Figure 4.5¢ were measured for
nuclear stained cells from each timepoint. (c) Cell cycle phase distribution for primary B
cells at the DO, D1, and D2. (d) Quantified cell cycle phase distribution for primary B
cells at the timepoints DO, D1, and D2. As the GO stalled cells from the spleen (D0) start
proliferating in culture (D1 and D2), the proportion of cells in D and G2/M phase increases.
(e) Class switch recombination for primary B cells stained with an anti-IgM fluorescently
tagged antibody, as measured by flow cytometry. Cell right after isolation from spleen (D0)
were compared with cells cultures in medium with IL-4 and LPS for four days (D4). A
reduction og IgM+ cells is seen over this time period.
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Figure 3.8.: Primary murine B cells reveal are more complex picture.

Reproduced from [1] with Figure 4.6. (a) FTIR images of cell samples fized at immediately
after isolation from mouse spleen (Day 0) and after being immune activated and cultures for
24 and 48 hrs (Day 1 and Day 2). (b) Average single cell spectrum for aech cell treatment.
Standard deviation is marked as a shaded area. (¢) Representative spectrum indicating the
peak ratios used for the single cell analysis in (d). (d) DNA-to-Protein peak ratio showing
the spectral changes associated with changes to DNA and chromatin in primary B cells at
the single cell level. A t-test gave a statistically significant difference between samples (ns.:
P>0.05, % : P < 0.05,%%: P <0.01,%%x: P <0.001).

the changes between D0, D1, and D2 for the primary B cells follow the same ex-
pected pattern observed for CH12F3-2A activation with CIT (Figure 3.5H); thereby,
strengthening the correlation between chromatin decondensation and reduction in

this peak ratio.

3.7. Conclusion

A broad understanding of chromatin architecture dynamics is arguably one of the
main hurdles to better understand cell function at the epigenomic level. Despite
the numerous assays available to measure chromatin architecture, none so far can
capture the full breadth of chromatin dynamics at the single cell level. That is
why the FTIR imaging technique was optimised to visualise single cell chromatin

changes during immune cell development. Immune B cells were chosen because of
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their highly tractable properties in terms of proliferation, maturation, manipulation,

and quantification.

3.7.1. Changes in DNA content can be assessed by FTIR imaging

Changes to intracellular DNA quantity and quality was assessed in single cells using
a label-free chemically specific method based on FTIR spectroscopic imaging. The
capability of FTIR to detect DNA changes was assessed by stalling cells in early S
phase and G2/M phase. Focusing on DNA-to-protein peak ratios, the results show
that stalled S and G2/M phase cells appeared significantly different from untreated
control cells. The differences in this peak ratio between the differently treated cell
populations followed the expected pattern considering the relationship between den-
sity and FTIR absorbance. Cells stalled in G2/M phase, where cells contain two-fold
DNA content (2x), showed the highest intensity peak, while cells stalled in early
phase, where cells only contain one-fold DNA content (1x), had the lowest. The un-

treated control cells, which contained cells in all phases, were in between the two.

3.7.2. Chromatin decondensation can be assessed by FTIR imaging

DNA quality, or chromatin chemical and conformational state, was also assessed
using FTIR imaging, with the analysis focusing on the same peak ratio. TSA and
CIT treatment of cells induce global transcriptional activation and specific B cell
maturation, respectively. Both treatments result in chromatin decondensation, and
both were associated with a decrease in the DNA-to-protein peak ratio. Assessment
of cell cycle phase distribution demonstrated that these spectral changes were not
originating from changes in intracellular DNA content, but rather changes to the

chromatin architecture. This trend was further reproduced in primary B cells.

As the chromatin unravels passing from compact to an open and less ordered struc-
ture, the density of its components changes, with histone octamers essentially retain-
ing their structure whilst the overall chromatin structure unfolds in terms of histone
octamer spacing and decrease in DNA compaction. Due to the differential density,
the DNA-to-protein ratio is a viable signature of chromatin structure and conforma-
tion. It is therefore reasonable to conclude that chromatin decondensation can be
assessed through this peak ratio. Combining this technique with microfluidic devices
to enable live cell imaging has the potential to provide a label-free method of assessing

cell health or developmental state.
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4. Single cell nuclear properties in response to

mechanical deformation

The paper ”Single Cell Imaging of Nuclear Architecture Changes”[1] forms the basis
of the following chapter.

4.1. Background

The interaction between chromatin, the nuclear envelope and the cytoskeleton has
been shown to alter transcription-associated responses through mechanotransduc-
tion[15, 27, 190, 191]. The mechanisms behind this nuclear mechanosensing are still
not fully elucidated. Therefore, biomechanical properties of the nucleus are of great
interest, for i) phenotypic characterisation of cell developmental changes, and ii) a

better understanding of the mechanisms involved in mechanotransduction.

Auxeticity of the nucleus has previously been proposed to be an element in these sig-
nalling systems[124]. Auxeticity is the term used to describe the property of materials
presenting a negative Poisson’s ratio. This means that auxetic materials exhibit a
cross-sectional expansion when stretched and a cross-sectional contraction when com-
pressed. Most materials, on the contrary, are non-auxetic, becoming thinner when
stretched and therefore having a positive Poisson’s ratio. Nuclear auxeticity has been
shown in transitioning ES cells, and chromatin decondensation has been determined

to be a driver of this biomechanical property[124] (see subsection 1.4.3).

In this chapter, the role of chromatin conformation in mechanotranduction will be
explored in B cells by deformability cytometry using microfluidic devices (Figure 4.1).

Specifically, the biomechanical property nuclear auzxeticity was examined.
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4.1. Background

Microfluidics

Figure 4.1.: Thesis graphical summary - Chapter 4 focus.

This chapter focuses on mechanotransduction and the biomechanical property nuclear auz-
eticity. The primary experimental technique used to assess this was deformability cytometry
using microfluidic devices.
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4.2. Chip design

In order to investigate possible auxetic properties in B cells, a specially designed
microfluidic device was utilised. The device consisted of two large chambers for the
fast delivery and collection of Hoechst stained live cells, connected via an array of
channels with a square cross section of size 8x8um?, thus smaller than the typical
size of the B cells under investigation (Figure 4.2a-b and Figure 4.3a). These channels
enable stretching stresses to be imposed upon the cell nucleus caused by cytoskeletal
strain when the cell is confined in the channel. Moreover, nuclei larger than the

channel cross section also experience a transverse compression.

4.3. Image analysis

The nuclear deformation in response to the pressure applied to the outside of the
cell was determined using a nuclear stain (Hoechst 33342) and an epifluorescence
inverted microscope as described in section 2.7 and shown in Figure 4.3a-d. Further
examination of changes in nuclear size was dependent on accurate identification of
the nucleus within each frame and reliable tracking of the same cell between frames

as described below.

4.3.1. Optimisation of thresholding for nucleus identification

Automatic identification of the nucleus in each frame required a thresholding algo-
rithm. Distinguishing the nucleus from the background based on the fluorescence
intensity appears relatively simple by eye (Figure 4.3b-d and Figure 4.4). However,
a closer look at the intensity profile across a cell (Figure 4.4, inset) reveals a gradual
transition from high intensity to background - with no discernible sharp edge or step.
Therefore, three different thresholding algorithms (otsu[192], 1i[193] and yen[194])
were tested against manual measurements of 20 nuclei of cells translocating through
the channels. Manual measurements were performed in Fiji[195] by drawing two lines
(major and minor axis) through each cell nucleus and measuring the length of these

lines.

Accurate measurements of the nuclei before entering and inside the channel - and the
relation between the two - are of high importance for downstream analysis. Therefore,

to assess the performance of the thresholding algorithms, the axial and transverse
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4.3. Image analysis
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Figure 4.2.: Chip design for investigating nuclear auzeticity in B cells.

Reproduced from [1] with Figure 4.5. (a) Schematic of the microfluidic chip used to stretch
cells. (b) Schematic of a cell moving through the channel. The cell is larger than the
channel, but the nucleus is smaller.

B St_dif B SA-aif
ST_qif g Z | S T-difl S A-dif o Z | S A—dif|

otsu -0.015 0.136 2.301 -0.175  0.152 4.026
li  -0.036 0.107 1.699 -0.089 0.121 2.698
yen 0.018 0.126 2.018 0.028 0.157 2.842

Table 4.1.: Thresholding algorithms compared to manual measurements.

Sx.aif = Threshold(Sx) - Manual(Sx) was calculated for each nuclei. The mean, Sx.qif,
standard deviation, o, and sum of the absolute values, Y |S x_qifl, were used to compare the
performance of the three thresholding algorithms.

strains were calculated for each algorithm and compared to the manual measurements.

St.aif and Sa_gir were calculated for each nuclei:
Sx.ait = Threshold(Sx) — Manual(Sx) (4.1)

The thresholding algorithm 1i exhibited the smallest divergence from the manual
measurements - illustrated by the smallest sum, Y |Sx_qaif|, as well as the smallest
standard deviation, o (Table 4.1).

4.3.2. Cell tracking

After automatic identification of cell nuclei in each frame, a frame-by-frame one-to-
one tracking was applied to follow each nucleus as it moved from left to right through
the field of view (Figure 4.3e-g). Based on a white-light image of the field of view

(Figure 4.3a), three zones were defined: the inlet (zone 0), the channels (zone 1) and
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Figure 4.3.: A cell translocating one of the microfluidic channels.

(a-d) reproduced from [1].(a) White-light image of the microfluidic chip showing the chan-
nels. (b-d) Fluorescent images of a Hoechst stained cell translocating one of the microfluidic
channels. The fluorescent shape is the nucleus. (e-g) The same frames showing the cell
tracking at work. (b and e) Cell in the inlet approaching the channels. (¢ and f) The
same cell translocating one of the microfluidic channels. (d and g) The same cell in the
outlet. A further two cells on the left approaching the channels.
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4.4. Nuclear deformation is affected by chromatin changes

Gray value

T T T T
20 30 40 50

Distance (pixels)

Figure 4.4.: Intensity plot of example cell.
A zoomed in version of a single cell, with a line drawn through it. The insert shows the
intensity plot through the line.

the outlet (zone 2). Hence, properties of individual nuclei, such as axis sizes, could

be recorded for each frame and as an average for each zone.

4.4. Nuclear deformation is affected by chromatin changes

The assay was used to examine the effects of TSA and CIT treatment of CH12F3-
2A cells on nuclear deformation in response to applied mechanical stress. Both TSA
and CIT initiate chromatin decondensation, as previously discussed (subsection 3.5.1.
The transverse strain, quantifying the deformation of the nucleus due to the channel
confinement in the direction perpendicular to the channel’s longitudinal axis, was
used as a proxy for nuclear auxeticity[124] (Figure 4.5a-b). By tracking single cells,
as they moved through the channels, this axis size was determined for each cell before
they enter the channel (a) and during the translocation through the channel (a’). The
transverse strain was calculated from these values for each cell. A positive transverse

strain indicates auxetic properties.

Untreated CH12F3-2A cells (Control) did not exhibit auxetic properties during the
translocation through the channels. Instead their nuclei became thinner as indicated
by the negative transverse strain (Figure 4.5¢). In contrast, both TSA and CIT

treated cells contained a subpopulation of cells that had positive transverse strains
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Figure 4.5.: Chromatin decondensation is correlated with auzxetic nuclei of B cells.

Reproduced from [1] with Figure 4.2. (a) The azes measured for each nucleus before the
channel and in the channel. (b) Transverse and Awial strain calculations based on the
azes seen in (a). (c) Transverse strain versus nuclear minor axis for Control cells. (d)
Transverse strain versus nuclear minor axis for TSA treated cells. (e) Transverse strain
versus nuclear minor azis for Activated (CIT treated) cells. (f) Quantification of the change
in transverse strain for small nuclei (j8um), i.e. nuclei smaller than the channel width. A

t-test gave a statistically significant difference between samples (ns.: P>0.05, * :< 0.05, % :
P <0.01,*% %% : P <0.001).
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Figure 4.6.: Primary murine B cells reveal are more complex picture.

Reproduced from [1] with Figure 3.8. (a) Transverse strain versus nuclear minor axis for
‘Day 1’ primary B cells. (b) Transverse strain versus nuclear minor azis for ’Day 2’
primary B cells.

(Figure 4.5d-e). As expected, these cells were primarily found within the group of cells
that had nuclei smaller than the channel width and thus could expand in volume in
the channel exhibiting an auxetic behaviour. The difference in transverse strain values
of small nuclei cells between treated and untreated cells were found to be statistically
significant (Figure 4.5f). Finally, no correlation was found between auxeticity and

cell speed.

4.5. A subset of activated primary B cells also have auxetic nuclei

The assay was also used to examine the effect of primary B cell activation through
incubation with LPS and IL-4. Characterisation of these cells was described in sec-
tion 3.6. The primary B cells were measured at two timepoints following activation:
D1 and D2. Immediately after isolation (DO) from mouse spleens the cells were very
small (see Figure 3.7a). Additionally, they were more prone to sticking to each other
and to the entrance of the channels. Therefore, it was not possible to use the assay

to examine these.

Similarly to TSA and CIT treated CH12 cells, the activated primary B cells contained
a subpopulation of nuclei that had positive transverse strains (Figure 4.6a-b). Again,
these cells were primarily found among cells with nuclei smaller than the channel
width. Unlike the CH12 cells, the primary B cells had a large number of small nuclei

that had negative transverse strains.
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4.6. Conclusion

4.6.1. Correlation between chromatin decondensation and auxetic nuclei in B

cells

The correlation between chromatin decondensation and nuclear mechanical properties
was assessed using epifluorescence and microfluidics, examining the recently identified
cellular property termed nuclear auxeticity[124]. Interestingly, both TSA treatment
and CIT activation of B cells resulted in similar auxetic responses, while untreated
controls did not. The data shows, for the first time, that lymphocyte maturation can
elicit a mechanical conformational change within the overall cellular structure. The
data also suggest that nuclear auxeticity correlates with actively decondensing chro-
matin, which also coincides with the stem cell reprogramming properties previously
identified[124].

4.6.2. Primary murine B cells reveal a more complex picture

The primary cell data support the hypothesised correlation between nuclear auxeticity
and actively decondensing chromatin. However, it does reveal a more complex picture,
where nuclei size alone (in relation to channel size) does not determine the cells’
potential for nuclear auxeticity. The activation of the primary B cells was verified by
flow cytometry measurements of the resulting CSR (Figure 3.7e). For both CH12 and
primary cells, only a subset of cells actually undergo CSR. However, the majority of
cells are believed to initiate chromatin decondensation in response to the activation
signalling initiated by the cytokines. If primary B cells respond differently ez vivo
has yet to be determined. The nuclear auxeticity data certainly indicate that some

heterogeneity exists.
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5. Live cell vibrational spectroscopy measurements

5.1. Background

Vibrational spectroscopy measurements can provide label-free characterisation of in-
tracellular biochemical changes in cells. While fixation of samples may introduce
spectral artefacts, the techniques can still provide valuable insights into biochemical
differences between cell populations, as long as sample preparation is consistent (as
explored in chapter 3 using FTIR imaging). However, there are still several reasons
supporting the pursuit and optimisation of vibrational spectroscopy live cell measure-

ments.

Firstly, hydration is important for the native structure of both proteins and nucleic
acids. Therefore, spectral information of live cells may reveal changes that fixed, de-
hydrated cell measurements cannot. Secondly, with the right setup it may be possible
to follow the same cell as it responds to environmental stimuli or undergoes differ-
entiation. Thirdly, the ability to characterise cells in label-free manner, followed by
downstream processes of the same cells - with no interference from labels or destruc-
tion of the sample - is possibly the greatest potential of vibrational spectroscopy in

biological and biomedical research.

Microfluidic devices, made from a variety of materials, have been used for live cell
vibrational spectroscopy measurements[111-119]. The devices are often made from
the standard FTIR and Raman substrate calcium fluoride. There are important lim-
itations to this approach, including cost and fabrication difficulties. For conventional
microscopy purposes, microfluidic chips are often made from the polymer PDMS
([125, 140, 143-145, 147, 148] and chapter 4). These devices are versatile and bio-
compatible. In contrast to the calcium fluoride based microfluidic devices, they are
cheap to make. Because of this, they are single-use devices, hence preventing sample
contamination. The PDMS chips are made via replica moulding - creating a nega-
tive imprint of a silicon mould. This process ensures high consistency between chips.
Therefore, PDMS based devices could be a valuable alternative to calcium fluoride

based devices.
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5.2. Combining FTIR imaging with PDMS based microfluidic chips

In this chapter, the suitability of PDMS based microfluidic devices for live cell FTIR

and Raman measurements will be explored.

5.2. Combining FTIR imaging with PDMS based microfluidic
chips

In the design of a microfluidic chip for use with FTIR imaging in transmission mode,
two goals were set. First, the channel height had to be be reduced to the size of a
single cell - effectively reducing the path length and water contribution to the FTIR
spectrum. Second, the thickness of the PDMS layer was to be reduced as much as
possible, while still maintaining the integrity of the chip. This was necessary because
PDMS is not transparent in the mid infrared region (4000 - 400 cm™!)[196].

The first goal could easily be addressed in the design of the silicon mould, where
the channel height was set at 20 pm or less. The second goal required modifications
to the chip during the replica moulding process. Fabrication of PDMS chips with
a ”"sampling window”, where the PDMS layer is very thin (~250 um), set on top
of the calcium fluoride substrate, was proposed (Figure 5.1a-b). This could allow
for subtraction spectra to be calculated and the absorptions due to PDMS to be

removed.

5.2.1. PDMS has high IR absorption within nucleic acid signal range

To test the feasibility of subtracting absorptions due to PDMS from cell measure-
ments, FTIR images of thin PDMS layers were collected. The ”sampling window”
was constructed in three steps, 1) a thin layer of PDMS was spincoated onto the sili-
con mould, 2) a small cube was placed in the centre of the mould, and 3) more PDMS
was added around the cube. The chip was placed on a calcium fluoride substrate and
FTIR images of the sampling window were collected. Individual pixel spectra were
extracted from the image. They all looked similar; a representative spectrum is shown

in Figure 5.1c.

PDMS has high IR absorption within in the 3800-1000 cm™ region, in particular
around 1300-1000 cm™. The PDMS spectral profile has one sharp and one broad
peak of high absorbance in this region. Furthermore, it shows saturation of the

spectrum within the region. Therefore, it is not feasible to subtract the PDMS
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5.3. Combining Raman mapping with PDMS based microfluidic chips
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Figure 5.1.: PDMS gives rise to high IR absorption.
(a-b) Graphical representation of chip design. (c) Single pizel spectrum of thin PDMS
layer.

spectrum from sample measurements in the 1300-1000 cm™ region. Vibrational modes
of nucleic acid, namely v4(POy") and v,,(POy"), are found within the 1300-1000 cm™!
region (Figure 2.2 and Appendix B). It was not possible to maintain the integrity
of the microfluidic device with thinner PDMS layers. FTIR imaging in combination
with PDMS based microfluidic chips was therefore not suitable for measurements of

chromatin changes.

5.3. Combining Raman mapping with PDMS based microfluidic
chips

Raman spectroscopy is a complementary technique to FTIR spectroscopy. Compared

to FTIR imaging, Raman mapping poses fewer restrictions on microfluidic chip de-
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5.3. Combining Raman mapping with PDMS based microfluidic chips

sign. Water is a weak Raman scatterer and is therefore not a problem, so channel
height need not be limited. Addtionally, Raman microscopy involves the use of a
backscattering geometry and therefore there is no limitation from light transmission
through thick samples. Further, by using a confocal system such as WiTec alpha300
R (subsection 2.5.2), PDMS can be excluded from the sampling volume of scattering.
This removes the need for post-measurement subtraction of PDMS signal. For the
design of a microfluidic chip for use with Raman mapping, two goals were therefore
set. First, PDMS was to be excluded from the sampling area. Second, the cells had
to be kept still during measurements, which are normally lengthy for spontaneous
Raman techniques. Once the chip design was optimised further measurements were

considered, including suspension media composition.

5.3.1. PDMS chip and 3D printed holder
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