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Experiments with 5 on STL-10: Since our mutual in-
formation estimator is trained together with other paramet-
ric models, the hyperparameter /3 is slowly increased dur-
ing training, starting from a very small value 1076 to its
final value with an exponential scheduling. We set the
number of epochs by which S reaches to Peng_yae from
Bstartvalue €qual to 100. We experiment with two parame-
ters Bstartepoch aNd Bendvae Which are related to the 3 hy-
perparameter. First, we experiment with the start epoch
(Bstart.epoch) Which indicates the epoch at which 3 starts
increasing to the final value Beng_yae = 1.0 during 100
epochs. We consider Sariepoch = 10, 30,50, 70,90 and
the obtained results are shown in Table 1 (top), where
we observe that for Bgarepocn = 10, the obtained results
across all the convolutional layers of AlexNet are consis-
tently better that the other Syarcpocns. Next, we experi-
ment with Sengvawe = 0.00001,0.0001,0.01,1.0 and set
Bstart.epoch = 10 (as revealed the best), and the obtained re-
sults are presented in Table 1 (bottom), where we can see
that with Bend_vawe = 1.0, we steadily achieve superior re-
sults across different convolutional layers.

STL-10
Bstartepoch | €1 ¢c2  c3 c4 c5
10 60.5 71.5 74.3 753 75.4
30 59.7 70.7 73.6 74.7 75.2
50 59.6 71.9 74.0 74.5 74.4
70 59.8 70.4 74.0 74.6 75.3
90 60.3 71.3 73.4 74.6 75.5

Bendvawe | €1 ¢c2 c3 c4 c¢b
0.00001 [60.1 71.3 73.2 74.4 74.7
0.0001 [60.3 71.3 73.6 74.6 74.9
0.01 60.5 71.6 73.7 75.1 75.1

1.0 60.5 71.5 74.3 753 75.4

Table 1. Ablating different Syuartepochs (top): We report test set per-
formance of our pre-text model trained with different Sgtart_cpoch-
Ablating different SBend_vaes (bottom): We report the test set per-
formance of our final model by varying the Bend_vaes. (STL-10
with CNN backbone AlexNet with conv layers (c1-5).

ResNet Experiments on STL-10: We also perform addi-
tional experiments with a more modern network architec-
ture on STL-10. For doing so, we follow [7, 6] and con-
sider the ResNet-34 [2] framework instead of the AlexNet
[8]. We train our model to solve our hybrid discriminating
and aligning pretext task for 200 epochs on 100K unlabeled
training samples of STL-10. Once pretrained, we use those
weights to initialize the network for downstream classifica-
tion task on STL-10, and fine tune the model for 300 epochs
on the 5K labeled training images and evaluate on the 8K
test images.

Method Accuracy
MultTaskBayes [10] 70.1%
DiscUFL [1] 74.2%
StackedAE [11] 74.3%
DiscAttr [4] 76.8%
ScaleScatter [9] 87.6%
SpotArtifacts [5] 80.1%
InfoMax [3] 77.0%
IIC [7] 88.8%
GlobStat [6] 91.8%
Ours 92.1%

Table 2. Comparison of test set accuracy on STL-10 with other
published results.

We compare our CODIAL model with nine exist-
ing works. Among them, MultTaskBayes [10] proposes
multi-task Gaussian processes to the Bayesian optimization
framework; DiscUFL [1] trains the network to discrimi-
nate between a set of surrogate classes; StackedAE [11]
presents an architecture, called stacked what-where auto-
encoders, which integrates discriminative and generative
pathways and uses a convolutional net to encode the in-
put, and employs a deconvolutional net to produce the re-
construction; DiscAttr [4] trains a CNN coupled with un-
supervised discriminative clustering, which uses the clus-
ter membership as a soft supervision to discover shared at-
tributes from the clusters while maximizing their separabil-
ity; ScaleScatter [9] uses the scattering transform in com-



bination with convolutional architectures; SpotArtifacts [5]
learns self-supervised knowledge by spotting synthetic arti-
facts in images; InfoMax [3] learns representations by max-
imizing mutual information between two transformed views
of the same image which are formed by applying a vari-
ety of transformations to a randomly sampled ‘seed’ image
patch; and GlobStat [6] distinguishes diverse image trans-
formations, such as rotation angles, warping and limited
context inpainting. Table 2 presents the results obtained by
our CODIAL model and compares it with other methods
mentioned above, which shows that our CODIAL achieves
highest results with ResNet-34 backbone as well and sur-
passes the closest model GlobStat by a margin of 0.3%.
This proves that our model is effective with other backbone
network as well and can be benefited from our joint discrim-
inating and aligning pretext task.
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