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Predictive eye movements are adjusted in a Bayes-optimal fashion in response to unexpectedly 

changing environmental probabilities  

 

Arthur, T. & Harris, D.J. 

 

Abstract 

This study examined the application of active inference to dynamic visuomotor control. Active 

inference proposes that actions are dynamically planned according to uncertainty about sensory 

information, prior expectations, and the environment, with motor adjustments serving to minimise 

future prediction errors. We investigated whether predictive gaze behaviours are indeed adjusted in 

this Bayes-optimal fashion during a virtual racquetball task. In this task, participants intercepted 

bouncing balls with varying levels of elasticity, under conditions of higher or lower environmental 

volatility. Participants’ gaze patterns differed between stable and volatile conditions in a manner 

consistent with generative models of Bayes-optimal behaviour. Partially observable Markov models 

also revealed an increased rate of associative learning in response to unpredictable shifts in 

environmental probabilities, although there was no overall effect of volatility on this parameter. 

Findings extend active inference frameworks into complex and unconstrained visuomotor tasks and 

present important implications for a neurocomputational understanding of the visual guidance of 

action.  
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Predictive eye movements are adjusted in a Bayes-optimal fashion in response to unexpectedly 

changing environmental probabilities  

1. Introduction 

The visual guidance of movement involves strategic gaze shifts towards spatial locations that 1 

inform future actions (de Brouwer et al., 2021; Land, 2009; Zhao & Warren, 2015). Gaze shifts are 2 

partly driven by mental models of the scene and expectations about the location of important 3 

information (Henderson, 2017; Itti & Koch, 2001), but inherent processing delays can limit our ability 4 

to monitor dynamic and unstable visual cues. To combat these systemic shortfalls, gaze is controlled 5 

in an anticipatory manner, based on estimations of the current state and learned properties of the 6 

environment (Diaz, Cooper, & Hayhoe, 2013; Hayhoe et al., 2012; Mrotek & Soechting, 2007; 7 

Nijhawan, 2008). For instance, when hitting a ball, agents generally execute a saccade to its 8 

predicted future location, situating their fixation a few degrees above likely bounce positions (Mann 9 

et al., 2019). While these anticipatory gaze strategies seem to be pervasive (Diaz, Cooper, & Hayhoe, 10 

2013; Diaz, Cooper, Rothkopf, et al., 2013), it is less clear how they are adjusted when an agent 11 

becomes uncertain about their predictions. Picture, for instance, a tennis player trying to return a 12 

ball on a rough surface, or a batsman in cricket attempting to play a ball delivered with unknown 13 

direction and degree of spin. Is the optimal strategy to stop predicting and rely on online 14 

information, or to modify predictions in line with the additional uncertainty and persist with 15 

anticipatory eye movements?   16 

Bayesian theories of perception propose that the brain responds to uncertainty by adjusting 17 

predictions in a statistically optimal fashion (Knill & Pouget, 2004; Körding & Wolpert, 2004; Rao & 18 

Ballard, 1999). Beliefs about hidden states – such as the origin of sensory information or the likely 19 

behaviour of the tennis ball – are believed to be the result of integrating top-down expectations 20 

with bottom-up sensations (Knill & Pouget, 2004; Körding, 2007; Körding & Wolpert, 2004; Rauss & 21 

Pourtois, 2013). The influence of these informational sources is thought to be scaled according to 22 

their precision (i.e., inverse of the variance) such that bottom-up sensory signals will have a greater 23 

impact on posterior beliefs when predictions are weak (Friston, 2005; Shipp et al., 2013). So, when 24 

the tennis court is rough (i.e., predictions are uncertain), the player should rely less heavily on their 25 

prior expectations about post-bounce trajectory and place added weight on incoming ball motion 26 

information.   27 

These Bayes-optimal computations are not only proposed to shape perception (as described 28 

by predictive coding; Rao & Ballard, 1999), but also learning and action policy selection (Friston et 29 

al., 2016; Parr & Friston, 2019). For both perception and action, agents are said to encode an 30 
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internal ‘generative’ model of the world, which simulates expected sensory data and infers the likely 31 

causes of sensations to minimise prediction errors, or variational free-energy (VFE; Friston et al., 32 

2006; Friston, 2010; Rao & Ballard, 1999). Active inference extends free energy minimisation to the 33 

case of actions, where agents seek to select motor plans (or policies) that minimise future free 34 

energy, or expected free energy (EFE; Parr & Friston, 2019). EFE represents not only the minimisation 35 

of prediction error (i.e., information gain), but also the preference for particular outcomes 36 

associated with that action.  37 

In addition to minimising uncertainty via overt motor actions, fixations and saccades can also 38 

be conceptualised as individual hypotheses about the state of the world that are aimed at 39 

minimising future prediction errors (also known as Bayesian surprise/surprisal; Friston et al., 2012; 40 

Itti & Baldi, 2009; Najemnik & Geisler, 2005). Under these assumptions of free energy minimisation, 41 

agents should actively ‘sample’ the world in a way that minimises EFE. While most empirical support 42 

for this notion comes from relatively simple perceptual and motor tasks, a small number of previous 43 

investigations have identified the importance of predictive cues in the execution of more 44 

unconstrained visuomotor skills (Abernethy et al., 2001; Gray & Cañal-Bruland, 2018; Gredin et al., 45 

2018; Stevenson et al., 2009). These studies have suggested that unreliable prior information may be 46 

weighted less heavily by agents when executing a motor response (e.g., during interceptive baseball 47 

swings; Gray & Cañal-Bruland, 2018). Nevertheless, such processes have not been explicitly 48 

modelled as active inference and the above studies have not considered situations in which 49 

environmental statistics change dynamically over time. While a tennis player might know that 50 

roughly 5% of balls will behave erratically, this degree of uncertainty could also fluctuate as, for 51 

instance, the court gets worn or the balls get older.  52 

In fact, previous work has discussed three main types of environmental uncertainty that can 53 

affect perception and action (Bland & Schaefer, 2012; Hein et al., 2021; Yu & Dayan, 2005). Expected 54 

uncertainty refers to the inherent ambiguity derived from probabilistic relationships that exist in the 55 

world, such as the outcome of a coin toss. Estimation uncertainty emerges from imperfect 56 

knowledge of those relationships and diminishes as a result of learning (e.g., repeatedly observing 57 

that a coin toss is unbiased). Unexpected uncertainty or volatility refers to changes in expected 58 

uncertainty over time, such as a shift in the probabilistic association between a stimulus and an 59 

outcome. Bland and Schaefer (2012) further distinguish between these latter constructs, in the 60 

sense that unexpected uncertainty is characterised by rare unforeseen changes in probabilistic 61 

relationships, while volatility typifies frequent variations that can, in effect, become expected. 62 

Although visually guided movements should theoretically account for such uncertainty and volatility 63 

statistics (Arthur et al., 2020; Beesley et al., 2015; Domínguez-Zamora et al., 2018), it remains 64 
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unclear how gaze behaviours are adjusted during complex visuomotor skills. Specifically, do agents 65 

minimise prediction error in a progressive, Bayes-optimal manner over time? Or do they show 66 

abrupt step-changes in visuomotor control under conditions of environmental uncertainty, where 67 

gaze is directed to more strategic, non-linear spatial locations? 68 

A further consideration relating to environmental uncertainty is its effect on learning. The 69 

rate of associative learning should be enhanced for stimuli whose consequences are uncertain 70 

(Dayan & Yu, 2003), as larger and more frequent prediction errors cause the generative model to be 71 

revised. Environmental volatility also modulates the rate at which prior models are updated 72 

(Behrens et al., 2007). The assimilation of new observations with prior expectations is weighted such 73 

that strong priors resulting from lifelong learning (e.g., gravity; Zago et al., 2004)) are not easily 74 

modified. Under stable conditions, it would be sub-optimal for a single aberrant event to reshape 75 

these predictions. However, under volatile conditions it is necessary for top-down predictions to be 76 

more easily modified in light of new observations, resulting in a functionally increased learning rate. 77 

Indeed, learning from expected uncertainty and unexpected uncertainty may even be signalled via 78 

different neuromodulators, with acetylcholine and norepinephrine performing these two respective 79 

roles (Yu & Dayan, 2005). We would, therefore, expect predictive visual behaviours to be updated 80 

more rapidly in the context of more unpredictably changeable environmental probabilities. This 81 

hypothesis is yet to be empirically examined and is the objective of this paper.  82 

Consequently, the present work sought to understand how unpredictable environmental 83 

changes affect visuomotor control during naturalistic and unconstrained interceptive actions. 84 

Further, we sought to test whether such changes approximate Bayes-optimal behaviour, as 85 

predicted by active inference accounts of perception and action (Friston et al., 2016; Parr & Friston, 86 

2019). To do this, we studied a virtual racquetball task (see Fig 1), in which participants typically 87 

display strong prediction-driven gaze behaviours (Arthur et al., 2020; Diaz, Cooper, Rothkopf, et al., 88 

2013; Mann et al., 2019). In line with active inference approaches, it was hypothesised that: i) 89 

performers will adjust predictive gaze behaviours between stable and volatile trials in a Bayes-90 

optimal fashion, such that they will place less weight on top-down predictions under volatile 91 

conditions; ii) performers will show an adjusted learning rate, such that gaze behaviours will be 92 

more strongly influenced by recent context under volatile trial conditions; and iii) environmental 93 

shifts that are more unexpected will create a further increase in learning rate (i.e., for unexpected 94 

uncertainty compared to volatility; see Bland & Schaefer, 2012).  95 

2. Methods 96 

2.1. Experimental task and procedures 97 
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Behavioural data were primarily collected in the context of understanding how 98 

environmental uncertainty and volatility are processed in Autism Spectrum Disorder and a detailed 99 

description of all experimental procedures are provided in an accompanying manuscript (Arthur et 100 

al., 2020). As a result, no part of the study procedures or analyses were pre-registered prior to the 101 

research being conducted. We report how we determined our sample size, all data exclusions, all 102 

inclusion/exclusion criteria, all manipulations, and all measures. In short, the interception task took 103 

the form of a VR racquetball (squash) game, in which participants had to return a bouncing ball back 104 

towards a target on the wall (videos available online: https://osf.io/qjbf2/). The task was developed 105 

using the gaming engine Unity (Unity Technologies, San Francisco, CA) and presented to participants 106 

via an HTC Vive head-mounted display system (HTC Inc., Taoyuan City, Taiwan; Fig 1). Movements of 107 

the headset and hand controller were monitored at 90Hz, based on positional detection in relation 108 

to two infra-red ‘lighthouse’ tracking stations, while gaze was monitored at 120 Hz via an inbuilt 109 

Tobii eye-tracking system (spatial accuracy: 0.5°). A virtual racquet was animated based on the 110 

movement of the handheld controller, while the simulated court was a 15m square room with an 111 

aiming target projected onto the front wall (see Fig 1). Virtual balls visually resembled those used in 112 

real tennis, and were launched from just above the aiming target, along the midline of the room 113 

(which was 0.75m away from participants on their ‘forehand’ side). All balls had the same pre-114 

bounce flight trajectory and speed, which were both consistent with the effects of gravity (-9.8m/s2).  115 

Participants were instructed to hit balls back towards the centre of the target on the front wall.  116 

https://osf.io/qjbf2/
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 117 

Fig 1. Virtual racquetball task. Participants intercepted bouncing balls in the virtual environment (top 118 

left; here shown with gaze point overlaid) using a tracked hand controller while wearing an HTC Vive 119 

Head-mounted display. The presented balls had identical visual appearance, pre-bounce flight 120 

trajectory, and speed but were given differing elasticity profiles that either corresponded with real 121 

tennis balls (i.e., expected), or were unusually bouncy (i.e., unexpected). In the ‘stable’ condition, 122 

balls were presented in a predictable serial order (cue-outcome congruency fixed at 66.67%), 123 

whereas under ‘volatile’ conditions, cue-outcome probabilities were unpredictably changeable, 124 

switching irregularly between highly- (83%), moderately- (67%) and non-predictive (50%) blocks 125 

(bottom). Both conditions ended with nine probability- and order-matched trials. The top right panel 126 

illustrates typical ball and eye trajectories for a single trial, as has been observed previously (Diaz, 127 

Cooper, & Hayhoe, 2013; Mann et al., 2019): after pursuing early-flight trajectory, gaze shifts ahead 128 

of the ball to a location just above the expected future bounce point (150-190ms), the location of 129 

which is sensitive to expectations of ball elasticity (Diaz, Cooper, Rothkopf, et al., 2013). After the ball 130 

has ‘caught up’, the eyes attempt to track the ball towards the racquet through a combination of 131 

smooth pursuit and corrective saccadic shifts (Diaz, Cooper, Rothkopf, et al., 2013; Land & McLeod, 132 

2000; Mann et al., 2013; Mann et al., 2019; Mrotek & Soechting, 2007).  133 
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Balls presented in each trial were of two possible types – expected and unexpected – which 134 

corresponded to two different elasticity profiles. In expected trials, ball elasticity was set at 65%, 135 

corresponding with the normal behaviour of a real tennis ball. For unexpected trials, elasticity was 136 

increased to 85%; an easily detectable change in ‘bounciness’ and post-bounce trajectory (Arthur et 137 

al., 2020; Diaz, Cooper, & Hayhoe, 2013). Crucially, the unnatural ball elasticity profile in the 138 

unexpected trials was designed such that it deviated substantially from any prior real-world 139 

experience of ball bounciness. Since pre-bounce ball trajectories were the same for all trials, ball 140 

elasticity information could only be obtained from these distinct post-bounce ball trajectory profiles. 141 

Before performing the task, participants received no information about these experimental 142 

manipulations of ball elasticity, they were simply informed that the ball would bounce once and that 143 

they were free to hit it at any point after this event.  144 

By manipulating the frequency of presentation of the different ball elasticity profiles we 145 

created stable and volatile conditions. Under stable conditions balls were presented in a predictable 146 

serial order with cue-outcome congruency fixed at 66.67% (i.e., two thirds of balls were expectedly 147 

bouncy and one-third unexpectedly bouncy). Under volatile conditions, cue-outcome probabilities 148 

were made unpredictably changeable (i.e., unexpected uncertainty) by switching irregularly 149 

between highly- (83%), moderately- (67%) and non-predictive (50%) trials in blocks of 6, 9 or 12 (trial 150 

order sequences available from https://osf.io/ewnh9/). Crucially, each condition contained an 151 

equivalent number of expected (n=30) and unexpected (n=15) trials, ensuring that the marginal 152 

probability was identical, and conditions differed only in environmental volatility. Each 45-trial 153 

condition took approximately 10 mins to complete and conditions were separated by a short 154 

comfort break. 155 

To enable within-condition comparisons of different levels of uncertainty, three expected 156 

and three unexpected “test” trials were situated within each block. These trials had identical prior 157 

cue-outcome contingencies (66.67%) and identical trial histories (n–1 were all expected trials). 158 

Additionally, in order to compare environmental shifts and make learning rate comparisons, the final 159 

nine trials in each of the stable and volatile blocks were “order-matched”. While these nine trials 160 

matched the cue-outcome congruency in the rest of the stable condition, they represented an 161 

unexpected shift away from the previously serial trial orders. In the volatile condition, however, they 162 

effectively continued both the probability contingencies and volatile presentation order. This 163 

allowed us to distinguish unexpected uncertainty from environmental volatility (Bland & Schaefer, 164 

2012).   165 

https://osf.io/ewnh9/
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2.2. Participants 166 

57 participants who did not have a history of musculoskeletal or neurological disorders 167 

completed the study (34 male, 23 female; mean age: 22.05 ± 3.51 years; 91.23% right-handed). A 168 

power analysis indicated that 50 participants were sufficient to detect effects of d=0.7 with 98% 169 

power, d=0.5 with 80% power, and d=0.3 with 65% power, given α=.05 in a two-tailed paired t-test 170 

(power curves for a range of effect sizes and sample sizes are available online at 171 

https://osf.io/9exfk/). Three participants were excluded from the study due to poor quality eye 172 

tracking and/or incomplete data, leaving a sample of n=54. Prior to completing the stable or volatile 173 

conditions, these participants provided written informed consent and were familiarised with the VR 174 

procedures. During this time, gaze was calibrated over five virtual locations, a process subsequently 175 

repeated upon any obvious displacement of the headset during trials. Participants then began by 176 

completing six practice trials on the interception task, before undertaking both experimental 177 

conditions in a counterbalanced order. Practice balls were projected from the target without a 178 

bounce to ensure that ball elasticity remained unknown. Participants were all naïve to the 179 

experimental aims, had no prior experience playing VR-based racquet sports, and received no visual 180 

or haptic feedback in relation to racquet-ball contact. The study received approval from the School 181 

of Sport and Health Sciences Ethics Committee (University of Exeter, UK) and Department of 182 

Psychology Ethics Committee (University of Bath, UK).  183 

2.3.  Simulation modelling analysis 184 

To simulate statistically-optimal behaviour in this task, we employed a Bayesian generative 185 

model of perception derived from the Markov decision process (MDP) formulation of active 186 

inference (Da Costa et al., 2020). In general terms, this simulation modelling was used to illustrate 187 

the type of belief updating that would occur under Bayesian inference. The model takes a set of 188 

initial parameters specified by the experimenter – e.g., prior beliefs about ball bounciness and rate 189 

of learning – then iteratively updates beliefs (according to Bayes rule) following predefined 190 

observations (observed ball bounces) and determines the action choices a Bayes-optimal agent 191 

should make. The POMDP used here solves the otherwise intractable integrals required for model 192 

inversion (i.e., moving from prior to posterior beliefs) through estimating posteriors over states via 193 

an optimization routine (gradient descent) that seeks to minimise free energy in the model. This is 194 

achieved by combining categorical prior expectations about states (D) and transitions between 195 

states (B) with observed instances via the likelihood matrix (A), which maps the probability of hidden 196 

states given observed instances (see Table 1 for descriptions of model parameters). Consequently, 197 

the outputs of the model are estimated beliefs about the bounciness of future balls (i.e., the ‘hidden 198 

state’) and the action choices that agents make based on that belief. For more details on the 199 

https://osf.io/9exfk/
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mathematical formalism of these models, see Friston et al. (2017), Smith et al. (2020), or an 200 

introductory review by Smith and colleagues (2021).  201 

 202 

Fig 2. Bayesian network representation of two-level POMDP model. This POMDP model combines 203 

categorical prior expectations about states and transitions with observed instances via the likelihood 204 

matrix. Circles (‘nodes’) correspond to variables: s=state, o=observations, 𝜋=action policies. Squares 205 

are factors mediating the conditional relationships and take the form of matrices in the model: 206 

A=likelihood mapping between states and outcomes (i.e., (𝑜𝜏|𝑠𝜏)), D=initial state priors (i.e., (𝑠1)), 207 

B=state transition matrices encoding beliefs about how hidden states evolve over time (i.e., 208 

(𝑠𝜏+1|𝑠𝜏,)). Observation and state subscripts correspond to time point in a trial (𝜏). Importantly, when 209 

𝜏>1, the B matrix from 𝜏−1 functions as an empirical prior, playing the same role as the D vector at 210 

𝜏=1. Arrows connecting nodes indicate dependencies between variables. Sigma (σ) in the update 211 

equations refers to a SoftMax function (normalized exponential), which allows vector values to make 212 

up a proper probability distribution. The lower level of the model (superscript 1) represents 213 

probability updating at the trial level, whereas the higher level (superscript 2) represents learning 214 

about trial sequences. Consequently, D1 represents a prior over the probability of normal versus 215 

bouncy balls, while D2 represent a prior over the stability of those probabilities over time.  216 
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To specifically index uncertainty and volatility estimations, we computed a generative model 218 

with a hierarchical or ‘deep temporal’ structure. Here, the lower model encodes probability updating 219 

during a single trial and from one trial to the next, while the higher model encodes patterns of 220 

observations over longer trial sequences. An illustration of this process is provided in Fig 2. 221 

Observations (o) in the lower level POMDP model were categorical and included a start observation, 222 

the appearance of the ball, an expected ball bounce profile, and an unexpectedly high bounce 223 

profile. Although participants were required to hit the ball with their racquet, the observation of 224 

bounciness was made before the hit, hence the model effectively encodes up until hit point. The 225 

lower-level trials formally had three timesteps (𝜏 = 1 [start], 𝜏 = 2 [ball appearance], and 𝜏 = 3 226 

[bounce observation]) while higher-level trials operated over blocks of nine trials. The agent began 227 

in the “start” state and made the associated “start” observation, then either observed a normal 228 

bounce, or an unexpectedly high bounce. It was modelled that they then inferred a posterior 229 

distribution over states that assigned a probability to the normal/high bounciness state, informed by 230 

prior beliefs about the likelihood of observing a normal versus a bouncy ball and the mapping 231 

between observations and states. Crucially, these lower-level observations updated priors at the 232 

higher level, where expectations of environmental stability were represented. As a result, the 233 

higher-level model encodes a form of ‘meta-uncertainty’ (i.e., volatility) about changing patterns of 234 

uncertainty or deviation from an expected order.  235 

These simulations reflect an instrumental use of modelling to generate qualitative 236 

predictions about Bayes-optimal behaviour, rather than a veridical representation of psychological 237 

processes. Plausible prior models for p(expected) and p(stability) were specified, but the true 238 

strength of participants’ prior expectations is unknown. Lifelong learning about credible ball bounce 239 

profiles means that participants likely had a strong prior favouring the expected ball. However, the 240 

virtual nature of the task and the experimental setting could mean that despite lifelong learning 241 

about ball bounciness, expectations were somewhat weaker (e.g., see Zago et al., 2004). Therefore, 242 

a prior was selected to encode a belief that the expected ball was 99 times as likely as the 243 

unexpected ball. The distribution over this belief was set to indicate that this belief was fairly weak 244 

(i.e., low precision or confidence). Priors for categorical outcomes are represented in the model as 245 

Dirichlet distributions, a multivariate generalization of the beta distribution which is defined over a 246 

vector of values that sit on the interval [0,1], and sum to one. Therefore a 99 to 1 belief can be 247 

represented as a relatively stronger [99,1] or weaker [0.99,0.1] distribution. We specified a prior 248 

belief over bounciness of [9.9, 0.1] at the lower level and an even prior belief over stable/volatile [5, 249 

5]. Fifty simulated participants were then modelled for our analyses, with a degree of stochasticity in 250 

action selection.   251 
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Table 1. Description of computational model elements 252 

Model variable General definition Model-specific definition 

𝜏 Timepoint within a trial At 𝜏=1 agent was modelled as 
waiting to observe the ball, at 𝜏=2 
the ball appeared, at 𝜏=3 either a 
normal or bouncy ball was 
observed and a posterior 
probability about ball bounciness 
was inferred.  

o𝜏 Observable outcomes at time 𝜏 1. Start 
2. Ball appearance 
3. Normal bounce 
4. High bounce 

s𝜏 Hidden states at time 𝜏 1. Start 
2. Ball appearance 
3. Normal bounciness 
4. High bounciness 

A matrix (p(𝑜𝜏|𝑠𝜏)) Matrix encoding beliefs about the 
relationship between hidden 
states and observable outcomes 
(i.e., the likelihood) 

Beliefs about the relationship 
between the observed 
bounciness and the hidden state 
of bounciness. In this instance the 
observation provides perfect 
evidence for the state. 

B matrix (p(s𝜏+1|𝑠𝜏)) Matrix encoding how beliefs 
about states will evolve over time 

Encodes the prior beliefs about 
whether a normal or bouncy state 
would occur on each trial 

D vector (p(𝑠𝜏=1)) Matrix encoding beliefs about 
initial hidden states 

Initial belief 

𝜋 Action policy Action to anticipate an expected 
or unexpected ball (i.e., 
predictive gaze).  

Free parameters used during model fitting 

α 
 

Action precision Parameter that controls how 
random action selection is after a 
policy has been chosen. Higher 
values indicate deterministic 
behaviour. 

η 
 

Learning rate (eta) Parameter from 0-1 that scales 
the size of the update to beliefs 
at each time point.  

RS Risk seeking Parameter encoding how strong 
the preference is to predict the 
correct outcome 

LA Loss aversion Parameter encoding how strong 
the preference is for not 
predicting the incorrect outcome 

 253 

 254 
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2.4. Gaze data analysis 255 

Data extraction and cleaning procedures are described in an accompanying paper (Arthur et 256 

al., 2020). Here, participant’s cyclopean gaze vector and head position (x,y,z) were recorded from 257 

the virtual environment and plotted with respect to 2D direction in space, to provide relative ‘in-258 

world’ angular orientations (head-ball, gaze-head, and gaze-ball angles). Gaze fixations were 259 

detected using a spatial dispersion algorithm (Krassanakis et al., 2014) where fixation events were 260 

defined as clusters of successive gaze points within 3° for >100ms, and where gaze velocity was < 261 

30°/s (as in Diaz, Cooper, & Hayhoe, 2013). Saccades were defined as portions of data where gaze 262 

acceleration (°/s2) exceeded five times its median absolute acceleration value (as in Mann et al., 263 

2019). To remove any potential artefacts resulting from tracking loss, an additional filter was applied 264 

whereby the velocity of saccades had to exceed 40°/s for five consecutive frames and be at least 265 

20% greater than that of the ball. For trials where this automated acceleration criteria did not 266 

identify any anticipatory pre-bounce saccades, trials were manually inspected using a 30°/s velocity 267 

threshold (Cesqui et al., 2015). Saccade onset and offset times were determined from acceleration 268 

minima and maxima (Fooken & Spering, 2020). 269 

The following prediction-related metrics were extracted from this data: the onset of the pre-270 

bounce saccade; the pitch angle of the pre-bounce fixation; and an index of surprise calculated from 271 

the unexpected-expected (UE-E) gaze tracking difference. The onset of the pre-bounce saccade was 272 

used to index how early the predictive fixation was initiated. Pitch angle indicates the spatial 273 

position of the predictive fixation with elevated positions indicating the prediction of bouncier 274 

trajectories (Arthur et al., 2020; Diaz, Cooper, & Hayhoe, 2013). Since both of these outcome 275 

variables refer to pre-bounce gaze events (that occur before post-bounce sensory information can 276 

be obtained), they are driven by an agent’s prior expectations about ball elasticity and 277 

environmental stability. However, to probe the effects of unexpected outcomes and their levels of 278 

associated ‘surprisal’ we examined the UE-E gaze tracking difference, which was calculated from a z-279 

score of the average post-bounce gaze-ball pitch difference (vertical plane) for each participant. 280 

Mean values on expected trials were subtracted from their corresponding unexpected test trial 281 

values, such that higher scores indicated a greater difference between expected and unexpected 282 

trials (i.e., greater behavioural ‘surprise’; Arthur et al., 2020; Baldi & Itti, 2010). 283 

Statistical analysis was conducted using JASP 0.12.1 (JASP team, 2018). Univariate outliers 284 

(p<.001) for gaze and kinematic variables were identified and removed from the analysis. Four 285 

participants with data identified as outliers were excluded from gaze analysis (remaining n=50). Poor 286 

quality ball tracking was identified in a further two participants at this stage, and UE-E difference 287 

scores were consequently removed for these cases. Group comparisons were conducted using 288 
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Students t-test, or a Wilcoxon signed rank test in cases where data significantly deviated from 289 

normality. Cohen’s d was used to quantify effect size for student’s t-test, and the rank biserial 290 

correlation1 (rrb) for Wilcoxon signed rank test. Conclusions were primarily based on significance 291 

values, but Bayes factors (BF10) were also calculated to further illustrate the evidence for the 292 

alternative versus the null. We used a symmetric Cauchy prior distribution, which was centred on 293 

zero with a width parameter of 0.707 (corresponding to an 80% probability that the effect size (d) 294 

lies between -2 and 2). We follow the convention that BF10>3 indicates moderate support for the 295 

alternative model and BF10>10 indicates strong support (van Doorn et al., 2019). All data from this 296 

experiment is freely available and can be accessed from the Open Science Framework 297 

(https://osf.io/h5nu7/). 298 

2.5. Learning rate analysis 299 

By fitting a POMDP model to real participant data, we were able to identify a set of 300 

parameters that enable model predictions to best match observed behaviour (i.e., maximising 301 

(𝑝𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡 𝑏𝑒ℎ𝑎𝑣𝑖𝑜𝑟|𝑚𝑜𝑑𝑒𝑙)). In contrast to the model simulations described above, which 302 

predict actions from initial model parameters, here we work backwards from observed behaviours 303 

to determine the model parameters that would best explain those actions. In this way, we can 304 

estimate the values of pre-specified free parameters (e.g., learning rate) that may vary between 305 

participants or conditions. Specifically, we estimated learning rate over the lower level of the model 306 

described in Fig 2 which denotes the trial-by-trial perception. While both flat and hierarchical 307 

models have been found to explain learning in different tasks (Heilbron & Meyniel, 2019), a simple 308 

flat model was chosen here to address the primary question about learning rate while avoiding 309 

additional assumptions about hierarchical perception. For instance, unexpected uncertainty 310 

represented at a second level could be encoded via tracking unexpected changes in marginal 311 

probabilities or via beliefs about the wider volatility of the environment (as in our simulations; Fig. 3; 312 

Mathys et al., 2014; Meyniel et al., 2015). A single level model negated the need for these additional 313 

assumptions which would influence model behaviour. By searching through different possible 314 

combinations of parameter values, the best combination can be found for a given participant. 315 

Parameter estimation was achieved using variational Bayes (Friston et al., 2007), which works from a 316 

set of estimated prior values over parameters and performs gradient descent on VFE in a similar 317 

manner to the POMDP (Smith et al., 2021). After obtaining parameter estimates for real participants, 318 

we checked the ‘parameter recoverability’ of the model, i.e., could the model accurately estimate 319 

values that were used to generate some artificial data. After simulating data from a range of learning 320 

 
1 Glass(1966) recommends that the rank biserial correlation is treated as approximate to Pearson’s correlation 

for the interpretation of effect size.  

https://osf.io/h5nu7/
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rate values, we subsequently refit the model to the simulated data to ensure the parameter 321 

estimates converged on the known values. Model checks showed good recoverability (plots available 322 

in the online files; https://osf.io/h5nu7/).  323 

To obtain the best fit of the model, we enabled four free parameters and compared model 324 

fits with different combinations of these parameters. The free parameters were learning rate, 325 

sensitivity to reward, sensitivity to loss, and ‘action precision’, a value which encodes the extent to 326 

which action choices are deterministic or random. Successive POMDP models with different free 327 

parameter combinations were compared using a Bayesian random effects model (spm_BMS.m 328 

function: Statistical Parametric Mapping 12 toolbox; Wellcome Trust Centre for Neuroimaging, 329 

London, UK, http://www.fil.ion.ucl.ac.uk/), which assesses the VFE of each model fit and returns the 330 

relative probabilities (e.g., [0.9, 0.1]) of the better fit (the protected exceedance probability; Rigoux 331 

et al., 2014). As it has been shown that the pitch angle of the bounce fixation is adjusted in line with 332 

previously observed ball bounciness (Diaz, Cooper, & Hayhoe, 2013), pitch angle was used to index 333 

beliefs about ball bounciness. Lower locations were taken to indicate a belief that p(expected) was 334 

more likely. Pitch angle was discretised for modelling purposes: when gaze was shifted to a higher 335 

location than on the previous trial (>1SD change) this was taken as a shift towards higher 336 

p(expected) and vice versa. To maintain the trial orders, participants with <15% missing values had 337 

pitch angle imputed using a linear moving average (median) imputation (Cole, 2008; Moritz & Bartz-338 

Beielstein, 2017). Less than 15% missing values corresponded to >95% imputation efficiency, as 339 

recommended by Cole (2008). Participants with >15% missing data were excluded, resulting in 42 340 

datasets for the learning rate analysis. 341 

3. Results 342 

3.1. Simulation modelling results 343 

The results of POMDP simulations with 50 Bayes-optimal agents are presented in Fig 3. At 344 

the lower level of the model there was no difference in free energy between stable and volatile 345 

conditions as the marginal probability for p(expected) remained equivalent. However, at the higher 346 

level of the model (beliefs about volatility), agents exhibited larger prediction errors in the volatile 347 

compared to the stable context and shifted away from a belief in stability. During dynamic 348 

visuomotor actions this additional uncertainty should induce a higher learning rate and greater 349 

weighting of recent context. If human agents adjust beliefs in a Bayes-optimal fashion and seek to 350 

minimise free energy through their visual sampling, as predicted by active inference, a greater 351 

weighting of recent context and higher learning rate should be observed in predictive visual 352 

behaviours. 353 

https://osf.io/h5nu7/
http://www.fil.ion.ucl.ac.uk/
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 354 

Fig 3. POMDP simulation results. Figures to the left and centre are prior and posterior beta density 355 

plots for expectations about context (p(stable) for the higher level of each model) and ball elasticity 356 

(p(expected) for the lower level of each model). Plots to the right are total model free energy (means 357 

and 95% confidence intervals) over trials at the higher and lower levels for stable contexts (note: 358 

more negative indicates greater free energy). Plots indicate group. ***p<.001, ns=non-significant.  359 

3.2. Behavioural results 360 

To investigate whether agents adjust visuomotor control in a Bayes-optimal fashion, we 361 

extracted key prediction-related gaze variables from the racquetball dataset. According to the 362 

simulated models above, Bayes-optimal agents should place less weight on top-down predictions 363 

when forming their beliefs under volatile conditions. When extended to the behaviour of real 364 

participants, this could manifest in a later onset of the pre-bounce saccades and/or smaller 365 

distinctions in post bounce tracking between expected and unexpected balls (i.e., lower UE-E 366 

difference scores). Furthermore, greater prior to posterior shifts in the volatile context (i.e., greater 367 

weighting of recent context) should be reflected in higher pre-bounce fixation positions (pitch 368 

angles), which are more frequently adjusted (i.e., highly variable) over time.  369 

A Wilcoxon signed-rank test indicated no difference in the timing of the onset of the 370 

predictive saccade (W = 606, p = .32, rrb = 0.17), with the Bayes factor favouring the null (BF10 = 0.27). 371 

However, analysis of the pre-bounce fixation showed that the pitch angle of gaze was different 372 

between stable and volatile conditions, in spite of their equivalent cue-outcome probabilities (Fig 4). 373 

Specifically, a paired Student’s t-test indicated significantly higher pitch averages in the volatile 374 

condition (M = -26.6, SD = 5.5) compared to the stable condition (M = -27.5, SD = 4.95; t(49) = 2.52, p 375 
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= .02, d = 0.36), although the Bayes Factor was only weakly supportive (BF10 = 2.67). This tendency to 376 

predictively position gaze at a higher location (under more volatile trials) seemingly affected post-377 

bounce ball tracking responses. Here, Student’s t-tests indicated a marginally significantly reduction 378 

in E-UE difference for the volatile condition (M = -0.30, SD = 1.32) compared to the stable condition 379 

(M = -0.56, SD = 1.05; t(47) = 2.02, p = .049, d = 0.29), but the Bayes factor was inconclusive (BF10 = 380 

1.01). Supplementary Analysis showed that swing kinematics were also adapted between conditions, 381 

with participants generally restricting their range of motion in more volatile trials (Supplementary 382 

Fig 1). Therefore, participants appeared to adjust both their weighting and updating of predictions in 383 

a dynamic, Bayes-optimal manner.   384 

 385 

Fig 4. Interceptive gaze Behaviours. Dot plots (with mean and standard error) comparing eye 386 

movement variables between stable and volatile conditions. Note: *p<.05. 387 

However, the degree to which these visuomotor patterns are Bayes-optimal required further 388 

scrutiny. It is possible that participants may be responding to environmental volatility using non-389 

linear behavioural strategies, as opposed to context-sensitive modulations predicted by active 390 

inference. An example of this could be ‘centring’ strategies, where gaze is positioned mid-way 391 

between two outcome possibilities (e.g., see Heinen et al., 2005). Crucially, such a strategy is 392 

characterised by a rapid step-change in behaviour, as opposed to a more gradual prior-driven 393 

adjustment over time. Hence, in stark contrast to dynamic Bayesian updating (which should be 394 

highly variable under volatile conditions), stimulus ordering should have little effect on non-linear 395 

behavioural strategies. To rule out a centring strategy, we therefore analysed pitch angle variability. 396 

A paired t-test indicated significantly lower within-subject standard deviations in position for stable 397 

(M=3.67, SD=1.00) compared to volatile conditions (M=4.09, SD=1.39; t(49)=2.31, p=.025, d=0.33), 398 

although the Bayes Factor provided only weak support (BF10=1.72). Therefore, under volatile 399 
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conditions, it appears that participants may have made more variable and dynamic adjustments to 400 

pitch angle, rather than just maintaining a generic, non-linear behavioural strategy.  401 

3.3. Learning rate analysis 402 

Finally, the POMDP model developed during simulations was fitted to the real participant 403 

data to estimate parameters for participants’ learning rate, prediction errors, and beliefs about ball 404 

elasticity. The model was based on gaze pitch angle; a previous indicator of bounciness expectations 405 

(Diaz, Cooper, Rothkopf, et al., 2013). This estimation was achieved using variational Bayes (Friston 406 

et al., 2007), whereby model parameters are optimised for the behaviour of each individual using 407 

gradient descent. A best fitting POMDP model was subsequently identified, which contained free 408 

parameters for an overall learning rate estimate (), an action precision parameter (), and a 409 

parameter encoding loss aversion. This model predicted behaviour to a high degree – the probability 410 

of the true action being the one predicted by the model was 0.83. Parameter recoverability (i.e., the 411 

ability of the model to accurately estimate, or recover, artificially imputed values) was assessed by 412 

simulating data based on known parameters, then re-estimating those parameters from the data. 413 

Recoverability was found to be moderate to good, with correlations of r = 0.4, 0.5, and 0.7 between 414 

true and estimated parameters for alpha, eta, and loss aversion (for further details on model 415 

selection and checks of fit see https://osf.io/h5nu7/). 416 

Firstly, we examined the blocks of stable and volatile trials (excluding the 9 order-matched 417 

trials at the end) which varied in order predictability but had equivalent cue-outcome contingencies. 418 

Paired t-tests showed that there was no difference in the overall learning rate parameter () 419 

between stable (M = 0.52, SD = 0.18) and volatile blocks (M = 0.53, SD = 0.15; t(41) = -0.36, p = .72, d 420 

= 0.06), and the Bayes factor supported the null (BF10 = 0.18). Nor was there a difference in free 421 

energy over likelihood beliefs between stable (M = 0.03, SD = 0.01) and volatile blocks (M = 0.03, SD 422 

= 0.01; t(41) = -0.43, p = .67, d = 0.07, BF10 = 0.18). There was also no difference in free energy over 423 

transition beliefs between stable (M = 0.01, SD = 0.001) and volatile blocks (M = 0.01, SD = 0.001; 424 

t(41) = -0.02, p = .98, d = 0.004), with the Bayes factor again supporting the null (BF10 = 0.17).  425 

Next, we modelled the nine order-matched trials that followed stable and volatile blocks. 426 

These ‘matched’ trials were essentially a continuation of the volatile block (i.e., unknown order), but 427 

represented a sudden shift from the predictable serial order of the stable condition. Hence they 428 

provided a comparison of volatility and unexpected uncertainty (Bland & Schaefer, 2012). Paired t-429 

tests indicated that the estimated learning rate parameter () was significantly higher following the 430 

stable condition (M = 0.55, SD = 0.05) than the volatile condition (M = 0.55, SD = 0.04; W(41) = 507, p 431 

= .02, rrb = 0.44), but with a weakly supportive Bayes Factor (BF10 = 1.20). Free energy over the 432 

https://osf.io/h5nu7/
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likelihood was also higher for post-stable (M = 0.036, SD = 0.001) compared to post-volatile blocks 433 

(M = 0.035, SD = 0.001; t(41) = 3.33, p = .002, d = 0.51, BF10 = 17.44). Likewise, free energy over 434 

transition beliefs was significantly higher for post-stable (M = 1.10*10-2, SD = 2.6*10-4) compared to 435 

post-volatile blocks (M = 1.04*10-2, SD = 5.03*10-4; W(41) = 645, p=.02, rrb = 0.43, BF10 = 18.38), 436 

indicating a larger updating of beliefs about likely sequences. Therefore, though we did not identify 437 

any overall differences in learning rate between stable and volatile conditions, there appeared to be 438 

significant between-condition differences in how gaze responses are updated in response to 439 

unexpected probability shifts (see Fig 5).   440 

 441 

 442 

 443 

 444 

 445 

 446 

 447 

 448 

 449 

 450 

 451 

 452 

 453 

 454 

 455 

 456 

Fig 5. Gaze traces from stable and volatile conditions (top), with dot plots of POMDP parameter 457 

estimates showing the differences for post-stable (unexpected uncertainty) and post-volatile 458 

(continuing volatility) order-matched trials indicative of reduced surprisal and learning rate. Note: 459 

*p<.05, **p<.01  460 

P
os

t-S
ta

bl
e 

P
os

t-V
ol

at
ile

0.4

0.5

0.6

0.7

h

Learning rate

*

P
os

t-S
ta

bl
e 

P
os

t-V
ol
at

ile

0.030

0.035

0.040

F
re

e
 e

n
e
rg

y

      Likelihood

**

P
os

t-S
ta

bl
e 

P
os

t-V
ol

at
ile

0.008

0.010

0.012

F
re

e
 e

n
e
rg

y

    Transitions

*



 19 

4. Discussion 461 

Predictive coding theories propose the minimisation of prediction error as a biologically 462 

plausible governing principle for perception (Friston, 2005; Rao & Ballard, 1999). Active inference 463 

extends free energy minimisation to action planning and selection as a mechanism to minimise 464 

Bayesian surprisal (Friston et al., 2016; Parr & Friston, 2019). This scheme generates a number of 465 

predictions about how the visual guidance of action should be affected by the uncertainty which 466 

arises from noisy sensory feedback, imperfect knowledge of the world, and changing environmental 467 

states. We examined these predictions of active inference theories in relation to visual guidance and 468 

motor execution in a volatile environment. Our findings extend the active inference framework 469 

beyond simple tasks and support it as a theoretical foundation for studying unconstrained 470 

visuomotor skills.  471 

 Hierarchical POMDP simulations of the racquetball task indicated that, for a Bayes-optimal 472 

agent, the volatile context should induce elevated prediction errors and a greater reliance on recent 473 

context, with posterior beliefs (p(expected)) that were more weighted towards new observations. 474 

No change was observed in the onset of predictive saccades, suggesting that additional uncertainty 475 

arising from the volatile context did not affect temporal aspects of anticipatory gaze shifts. However, 476 

results showed that subsequent pre-bounce visual fixations were directed to a higher spatial 477 

position in the volatile context. This led to a reduction in post-bounce E-UE tracking difference (i.e., 478 

dampened surprisal), in a manner that is indicative of weaker prior expectations about ‘normal’ 479 

bounce trajectories. Together, these results suggests that participants used dynamic adjustments to 480 

predictive gaze behaviour to minimise tracking error from unexpected balls when they felt less 481 

certain about predicting likely outcomes.  482 

In contrast to our predictions, our POMDP model indicated no overall difference in learning 483 

rate (indexed by shifts in gaze pitch angle) between the stable and volatile conditions. There was, 484 

however, increased variance in the pitch angle of the bounce fixation during the volatile condition, 485 

suggesting larger and more frequent adjustments of gaze position in the more uncertain context. 486 

The POMDP model did reveal differences in learning rate for the nine order-matched trials that 487 

followed the stable and volatile block sequences. Specifically, computationally ‘surprising’ trial order 488 

changes in the stable condition led to an increased learning rate and exaggerated updating of beliefs 489 

about ball transitions probabilities. Here, recent context was weighted more heavily following an 490 

unexpected shift in environmental probabilities (i.e., post-stable), compared to order matched trials 491 

that followed a period of already high volatility. These findings further support active inference 492 

accounts, and show an important difference in the response to unexpected uncertainty compared to 493 

volatility, as proposed by Bland and Schaefer (2012).  494 
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Active inference schemes suggest that optimal learning under unexpected uncertainty is 495 

achieved through a hierarchical generative model which estimates shifting probabilities (Friston et 496 

al., 2016; Meyniel et al., 2015). Our simulations (Fig. 3), for instance, encode dynamic beliefs about 497 

environmental volatility (level 2) as well as marginal probabilities of ball bounce outcomes (level 1). 498 

However, the exact nature of these context-sensitive higher-level mechanisms, and how they 499 

influence learning rate, is unclear. Indeed, there have been proposals that volatility estimations are 500 

also hierarchical in nature and that agents encode beliefs about the stability of this parameter 501 

(Mathys et al., 2014). This raises the possibility that environmental volatility could itself be 502 

considered more or less stable (see supplementary analyses). Moreover, while environmental 503 

volatility has been conceptualised as a dynamic modulator of learning (Behrens et al., 2007), 504 

changes in learning rate could be achieved through multiple hierarchical beliefs about higher level 505 

encoding of volatility, or simple single-level (flat) learning models (Bell et al., 2016; Heilbron & 506 

Meyniel, 2019; Meyniel et al., 2016; Wyart & Koechlin, 2016). Although our design did not allow us 507 

to disambiguate hierarchical and flat model origins of learning rate changes (although see Heilbron 508 

& Meyniel, 2019), the effect of the preceding sequence on learning rate (post-stable versus post-509 

volatile) suggests an awareness of a change point, and therefore appears to support a hierarchical 510 

model of learning. Additional simulations using our hierarchical model predicted higher learning 511 

rates following a volatile sequence, in contrast to our behavioural results (see supplementary 512 

analyses for further discussion). Therefore, future research must establish precisely which higher-513 

level computations underpin active inference behaviours and how these estimates are encoded 514 

across dynamic and hierarchical sensorimotor systems.  515 

Our results suggest that not only did people update their expectations about likely ball 516 

trajectories in a Bayes-optimal fashion, but that those predictions were reflected in adjusted 517 

visuomotor coordination (see supplementary analyses). In addition to the gaze changes discussed 518 

above, supplementary analyses highlighted clear changes in swing kinematics between stable and 519 

volatile conditions. Specifically, ROM was significantly reduced in more volatile conditions, in a 520 

manner that is suggestive of a ‘freezing’ of degrees of freedom. These kinematic changes seem to 521 

reveal a regression towards a simpler movement pattern, whereby joint angles are ‘fixed’ as an 522 

active attempt to minimise movement uncertainty (O’Sullivan et al., 2009). However, findings are 523 

incompatible with ‘step-changes’ in visuomotor behaviour that would suggest deliberate strategic 524 

policies. Instead, adjustments in gaze, motor, and learning profiles appeared to follow Bayesian 525 

updating principles, whereby actions were progressively adapted in line with environmental 526 

probabilities and the frequency with which these statistics changed.  527 
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It should be noted that the statistically significant gaze and kinematic effects we report are 528 

relatively small (Cohen’s d=0.3-0.4), particularly when contrasted with the large changes in prior 529 

belief predicted by the POMDP simulations. However, visuomotor processes are inherently noisy 530 

and impaired by imperfect sensory information (Körding & Wolpert, 2004), unlike the simulations. 531 

That Bayes-optimal changes were detected across relatively few trials in noisy visual and motor 532 

variables indicates that probabilistic context exerts an important influence on prediction in complex 533 

visuomotor behaviours. Consequently, these relatively modest statistical effects could have 534 

important theoretical and practical implications. In particular, the ability to make predictions from 535 

prior models is fundamental to various high-performance domains, such as elite sport or military 536 

combat. While theories of skilled anticipation in interceptive tasks have begun to identify the 537 

importance of probabilistic context for action planning (Gray & Cañal-Bruland, 2018; Gredin et al., 538 

2018, 2020; Harris et al., 2021; Loffing & Cañal-Bruland, 2017; Runswick et al., 2020), the present 539 

work illustrates how an active inference framework can extend this understanding. Specifically, our 540 

findings demonstrate that unexpectedly changing probabilistic contexts will alter anticipatory 541 

behaviours and result in greater weighting of recent context. Indeed, strong predictions can become 542 

maladaptive in uncertain environments. Of note here then, is evidence that task experts (e.g., in 543 

sport) might use prior probabilistic information to greater effect than novices (Gredin et al., 2020; 544 

Runswick et al., 2020). Within an active inference framework, extensive task knowledge will 545 

inevitably generate stronger priors leading to prediction-driven behaviour. However, future work 546 

may wish to investigate whether the use of probabilistic context in real-world anticipation is entirely 547 

driven by volume of experience (i.e., more precise prior) or if ‘skill’ somehow relates to more 548 

judicious application of this prior knowledge.  549 

4.1. Conclusions 550 

The present work illustrated that predictive gaze behaviours, such as those made to 551 

intercept a bouncing ball, are adjusted in a Bayes-optimal fashion in response to unexpectedly 552 

changing or volatile conditions. This result extends our neurocomputational understanding of 553 

dynamic motor tasks and highlights the potential of an active inference framework for studying 554 

visually guided actions. In essence, when faced with unpredictably changing environmental 555 

conditions, such as the tennis court becoming rough or a between-set change of balls, agents will 556 

adjust their predictions in a statistically optimal fashion. This has important implications for theories 557 

of skilled action (Gredin et al., 2020; Runswick et al., 2020), which have considered the influence of 558 

probabilistic context (expected uncertainty) but are yet to outline the impact of unexpectedly 559 

changing environments (volatility) on predictive visual behaviours.    560 
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Supplementary Materials 750 

Motor Kinematics Analysis 751 

In our main analyses, we observed that participants’ gaze responses were adjusted in a 752 

Bayes-optimal fashion. Yet, active inference mechanisms not only relate to how an individual 753 

samples the world, they are also said to underpin how an agent acts upon their surrounding 754 

environment (e.g., through motor initiation, movement adjustments). Accordingly, we extracted 755 

several additional swing kinematic variables from our interceptive racquetball data (collected in the 756 

context of examining sensorimotor control in Autism, available at: https://osf.io/ewnh9/), to 757 

illustrate whether participants’ motor responses were consistent with Bayes-optimal control. 758 

As decision times are modulated according to uncertainty (Lawson et al., 2021), swing onset 759 

(the first frame in which forward motion of the racket began) and time to peak swing velocity (the 760 

square root of the sum of squared vector differentials) were calculated during the fore swing phase 761 

of movement. Here, attenuations in the use of prior knowledge might be reflected in later 762 

movement onsets and/or disrupted velocity profiles. Furthermore, swing range of motion (ROM; °) 763 

was calculated from the angular deviation of the hand controller in the transverse plane during the 764 

foreswing. Reductions in swing ROM values indicate greater ‘fixing’ or ‘freezing’ of movement 765 

degrees of freedom that are associated with poorer motor control (Bernstein, 1967; Gray, 2020). 766 

Under uncertain conditions joint stiffness can be increased and multi-effector redundancy can be 767 

restricted to reduce uncertainty (i.e., from signal-dependent noise; O’Sullivan et al., 2009)). 768 

Consequently, we hypothesised that ROM would be sensitive to changes in environmental stability, 769 

and that performers would show restricted degrees of freedom under more volatile conditions.  770 

Paired t-tests indicated no differences between stable and volatile conditions, for either 771 

swing onset times (t(51) = 0.86, p = .39, d = 0.12, BF10 = 0.22) or time of peak swing velocity (t(51) = 772 

0.18, p = .86, d = 0.02, BF10 = 0.15). This suggests that the volatile context did not delay the motor 773 

action or disrupt hand velocity profiles over time. There were, however, differences in ROM 774 

(Supplementary Fig 1). Specifically, paired t-tests indicated a significantly reduced ROM in the 775 

volatile (M = 79.9, SD = 27.2) compared to the stable condition (M = 83.1, SD = 25.6; t(51) = 2.74, p = 776 

.008, d = 0.38), with moderate Bayesian support for our alternative hypotheses (BF10 = 4.32). These 777 

motor patterns are indicative of more novice-like swing kinematics(Bernstein, 1967; Reid et al., 778 

2013), highlighting that a regression towards simpler movement patterns (i.e., ‘fixing’ of joint angles) 779 

may serve as an active attempt for minimising movement uncertainty (O’Sullivan et al., 2009). 780 

https://osf.io/ewnh9/
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Overall, these results support our main observations, that not only did people adjust their 781 

expectations about likely ball trajectories in a Bayes-optimal fashion, but that those predictions 782 

influenced gaze behaviours and motor responses. 783 

 784 

Supplementary Fig 1. Movement variables. Dot plots (with mean and standard error) comparing 785 

kinematic variables between stable and volatile conditions. Note: *p<.05, **p<.01. 786 

 787 
Simulations of model free energy during order-matched trials 788 

Within an active inference framework, the optimal learning strategy when faced with 789 

environmental volatility is to track not only trial-to-trial probabilities but also wider shifts in 790 

probabilistic relationships (Meyniel et al., 2015). These dynamic computations generally assume a 791 

hierarchical generative model of the world, whereby higher-level beliefs about hidden 792 

environmental states modulate lower-level prediction errors (Behrens et al., 2007). However, 793 

previous work has found that single-level models, or flat approximations of hierarchical models, can 794 

better explain learning in some instances (Bell et al., 2016; Heilbron & Meyniel, 2019; Wyart & 795 

Koechlin, 2016). Although a ‘flat’ model could potentially account for changes in learning rate during 796 

volatile trial periods (e.g., due to down-weighting of predictions relative to sensory information 797 

when trial to trial contingencies are more uncertain), single-level explanations cannot easily explain 798 

why learning rate varies when there is an awareness of change (Heilbron & Meyniel, 2019). 799 

Consequently, the increase in learning rate for the post-stable trials in our data is generally 800 

suggestive of hierarchical rather than single-level learning. 801 

While our design did not allow us to fully disambiguate hierarchical and flat model origins of 802 

learning rate (but see Heilbron & Meyniel, 2019), we ran additional simulations using the POMDP 803 
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model in Fig. 2 to determine what effect our hierarchical model would predict for the order matched 804 

trials that followed stable or volatile periods. This supplementary analysis specifically focused on the 805 

size of prediction errors (VFE) in the post-stable and post-volatile order-matched trials. By studying 806 

these parameters after a change point in our ball bounciness trial sequences, we could understand 807 

how volatility computations affect prediction error (and learning rate) in this particular hierarchical 808 

system. Simulations showed that prediction error was markedly influenced by the preceding 809 

environmental volatility, with VFE profiles clearly contrasting between post-stable and post-volatile 810 

blocks (see Supplementary Fig 2).  811 

 812 

Supplementary Fig 2. Dot plots (with mean) of model VFE for the 9 order-matched trials following 813 

periods of stable and volatile trial sequences. ***p<.001 814 

Interestingly, and in contrast to our behavioural data, these simulations indicated higher 815 

prediction errors for the post-volatile (M=-4.86, SD=0.04), as opposed to post-stable (M=-4.82, 816 

SD=0.03), trials (t(49)=7.55, p<.001, d=1.07) (see Supplementary Fig 2). The reason for this is that the 817 

higher level of our model encoded beliefs about stability/volatility, meaning that agents were 818 

encoding the wider unpredictability of their environment in the subsequent order-matched trials. 819 

Our behavioural observations of higher learning rates in post-stable conditions (Fig.5) may indicate 820 

that participants were actually more sensitive to the abrupt change that followed a period of 821 

stability, compared to the persistent changeability of the volatile condition. While often used 822 

interchangeably, Bland and Schaefer (2012) distinguish between the concepts of volatility and 823 

unexpected uncertainty, where unexpected uncertainty refers to rare unpredicted environmental 824 

shifts whereas high volatility is a more frequent fundamental change. Similarly, Mathys et al. (2014) 825 

outline how multi-level representations of volatility in the Hierarchical Gaussian Filter model are 826 
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themselves controlled by volatility parameters, such that the volatility of the environment can be 827 

more or less changeable (and so on). The implication of these descriptions is that unpredictable 828 

shifts can almost come to be expected. Our behavioural results might, then, be explained by 829 

participants’ beliefs that the volatile condition was highly unpredictable, and would continue to be 830 

so, whereas the shift after the post-stable condition was less expected and worth adapting to. 831 

However, this kind of expectation about the persistence of the volatility was not captured in our 832 

hierarchical model. As such, it must be stressed that these interpretations remain speculative at this 833 

stage and further work should seek to decipher how higher-level expectations of volatility are 834 

encoded. 835 


