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## Abstract

In higher education institutions, particularly universities, the task of scheduling examinations is a heavily constrained problem involving the allocation of exams, and corresponding enrolled students, to examination rooms over a limited number of periods. This is commonly performed by heuristic optimisers, as the task is NP-complete. The research work presented in this thesis focuses on examination timetabling with the aim of investigating three main areas: (i) initialising efficient seeded solutions for starting examination timetabling heuristics, (ii) developing a novel genetic algorithm-based examination timetabling optimiser, and (iii) analysing and comparing published works from the literature.

The new iterative initialisation algorithm presented here attempts to generate legal and high-quality solutions, to feed into a heuristic optimiser. Subject to satisfying hard constraints, it schedules as many conflicting examinations as possible in the early and late periods of a timetable, whilst managing the soft constraints. The proposed initialisation strategy is empirically verified on problem instances from two different benchmark sets: ITC 2007 and Yeditepe, and compared to a number of popular initialisation approaches. The effectiveness of this approach is also evaluated via incorporation in an exemplar evolutionary algorithm.

This thesis also investigates a novel genetic algorithm that incorporates new operators to avoid various types of violations that occur in the exam timetable optimisation task. It utilises the initialisation approach developed earlier in the thesis, as well as specialised operators for search. It is validated on a range of problems and is seen to produce results that place its performance amongst the state-of-the-art.

The third area of investigation of this thesis is concerned with issues in the comparison between published works on examination timetabling in the literature. Such comparison is often difficult and can be misleading because results obtained differ significantly in runtimes - even when variations in computational power are accounted for. Consequently, a multi-objective comparison scheme based on (uncertain) Pareto dominance is presented and utilised with the aim of comparing published exam timetabling approaches on the Toronto benchmark sets to identify the (probabilistic) Pareto set of optimisers.
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| $w$ | weight associated with soft constraint (p.22) |
| $w^{2 D}$ | weight for "Two Exams in a Day" (p.21) |
| $w^{2 R}$ | weight for "Two Exams in a Row" (p.21) |
| $w^{F L}$ | weight for "Front Load penalty" (p.21) |
| $w^{N M D}$ | weight for "No Mixed Duration" (p.21) |
| $w^{P S}$ | weight for "Period Spread" (p.21) |
| $w_{i}$ | an attached weight ( $p$.125) |
| $X_{i j}$ | one if exam $i$ clashes with exam $j$ (i.e. exam $i$ and $j$ have common students), and zero otherwise (p.14) |
| $X_{p}$ | the maximum number of exams that can be scheduled at period $p$ ( $p .15$ ) |
| $Y_{i p}$ | one if exam $i$ is allocated to period $p$; otherwise $Y_{i p}$ equals zero ( $p$ 14) |
| $Y_{j p}$ | one if exam $j$ is allocated to period $p$; otherwise $Y_{j p}$ equals zero ( $p .14$ ) |
| $Z_{i p}$ | the cost of scheduling exam $i$ in period $p$ ( $p .14$ ) |
| Max | maximum number reached by random ( $p .121$ ) |
| offs | new solutions (offspring) (p.121) |
| TBList | tabu list (p.40) |
| $U P$ | parameter that represents the rain speed (p.46) |
| LEVEL | the water level ( $p .46$ ) |

## Chapter 1

## Introduction

### 1.1 Background and Motivation

When solving a problem, people usually search for the best possible solution from those available, using background information and choosing between candidate solutions from a search space (i.e. the number of possible solutions to the problem). This work is concerned particularly with solving timetabling problems. Timetabling problems occur in various fields, including in healthcare (e.g. Burke et al. (2004c)), education (e.g Kristiansen and Stidsen (2013)), sports (e.g. Easton et al. (2004) and Trick (2011)), and transportation (e.g. Leake (1996)). Timetabling problems have become a research area in Operations Research (OR) and Artificial Intelligence (AI), with a number of conferences having been dedicated to the topic. Within the education domain, educational timetabling can be classified into three categories (Schaerf, 1999): School timetabling (Abdullah et al., 2005), Course timetabling (Abdullah et al., 2005), and Exam timetabling (Qu et al., 2009b). The similarities and differences between these categories are discussed in Chapter 2.

In the field of higher education, the problems are known as University Timetable Problems. These consist of allocating meetings between teachers and students within a given period of time while satisfying various constraints. University timetabling problems are often large as there are more programmes, classes, and resources than in secondary or primary education scenarios. There are also more interactions because students have more choices, while different programmes require similar teaching. Higher education timetabling has therefore been proven to be difficult tasks faced by educational institutions (Bardadym, 1995). The need for automated scheduling to build a feasible timetable that satisfies the requirements of all students and teachers has become increasingly difficult in recent years due to the increasing proliferation in the number of students and courses as universities expand, and as the options available within degree programmes increase. Matched with this, there are limitations in some other facilities like rooms and periods, etc., which tend to lag in their corresponding increase (if they increase at all). This has motivated many researchers and commercial software providers to use artificial intelligence, mathematical models, meta-heuristic algorithms, and other algorithms to assist staff in building highquality solutions to their timetabling problems.

In this thesis, the focus is the university examination scheduling problem. This problem involves an administratively taxing task, which is frequently repeated in various academic institutions for each course session. Furthermore, in recent years, this problem has become increasingly challenging because of the rise in the number and complexity of students' examination enrolments (i.e. students are given the flexibility to enrol in different modular courses across faculties) (Burke et al., 1994a; McCollum, 2007).

Recently, evolutionary algorithms and meta-heuristic approaches have attracted a lot of attention as potential solutions to such examination timetabling problems. Such problems involve many constraints that must be satisfied simultaneously, such as meeting regulations, using resources properly, and meeting people's requirements to which evolutionary algorithms are particularly well-suited (Silva et al., 2004). The efficiency of these approaches is often dependent on the initial population, which is optimised from, however. An initial solution in examination timetabling problem is normally constructed using an appropriate heuristic (or set of initial solutions), then evolutionary algorithms or metaheuristics are employed to improve this initial solution. Generally speaking, therefore, high quality and diverse initial solutions will improve the performance within an evolutionary timetabling algorithm. In the current state-of-the-art timetabling solutions, however, while a lot of work has been directed towards developing effective search heuristics, there has been less consideration of the task of generating the initial solutions (therefore identifying more promising solutions in the space search to start from) for the timetabling problem, in a way that meets as many constraints as possible.

Common approaches to solving examination timetabling problems typically include two phases: a construction phase and an improvement phase (Hertz, 1991). The basis of the construction phase are approaches such as Graph-Colouring (Carter and Laporte, 1996; Burke et al., 2007), Fuzzy Logic (Asmuni et al., 2005b) and Neural Networks (Corr et al., 2006a) that start with an empty solution and then attempts to construct a complete (final) solution. In contrast, in the improvement phase, the focus is on repeatedly improving the complete solution until an optimal solution is produced. Some examples of improvement approaches are: Tabu Search (Di Gaspero and Schaerf, 2000; White and Xie, 2000; Kendall and Hussin, 2005b), Simulated Annealing (Burke and Newall, 2003; Thompson and Dowsland, 1998) Memetic Algorithms (Burke et al., 1995c; Burke and Silva, 2005), Genetic Algorithms (Burke et al., 1995b), Ant Colony Optimisation (Dowsland and Thompson, 2005; Eley, 2007), Particle Swarm Optimisation (Chu et al., 2006), the Great Deluge Algorithm (Burke et al., 2004a), as well as hybridisations of distinct heuristic methods (Caramia et al., 2001; Merlot et al., 2003).

The other well-known objective of examination timetabling in the literature is to solve this problem and obtain high-quality timetables. To this end, many meta-heuristic approaches have been proposed and applied by researchers (Burke et al., 1996; Carter et al., 1996; Qu et al., 2009b). These research have been devoted to investigate various approaches, develop new methods in order to solve the problem effectively and produce promising findings. However, due to the inherent complexity of the problem, there are still opportunities for improvements in the current state-of-the-art.

Some of these approaches are population-based. In these approaches, an algorithm works on several solutions, attempting to enhance them. The population-based approaches can be characterised into Swarm Intelligence (SI)-based algorithms and Evolutionary Algorithms (EAs) (Yang, 2010; Dréo et al., 2006).

SI depends on mimicking the cooperative problem-solving behaviour exhibited in social colonies' collective intelligence within a self-organised system (Burke and Newall, 2004; Kirkpatrick et al., 1983; Clerc and Kennedy, 2002), which arises from the local communication between individuals and the environment (Burke and Bykov, 2008). These characteristics of SI motivated researchers to use such behaviour to tackle optimisation problems (Blickle and Thiele, 1995). SI-based algorithms, which include the Ant Colony Optimisation algorithm (Dowsland and Thompson, 2005), Fish Swarm Optimisation algorithm (Turabieh and Abdullah, 2011a), and Artificial Bee Colony algorithm (Alzaqebah and Abdullah, 2011), have been widely employed to solve the examination timetabling problems in the existing literature.

Evolutionary algorithms, meanwhile, comprise several heuristics that can solve optimisation problems through the imitation of some natural evolutionary aspects. An example of an evolutionary algorithm is the Genetic Algorithm (GAs) (Holland, 1992). Genetic algorithms have been the evolutionary algorithms most commonly used by researchers to solve combinatorial optimisation problems (Mohammed et al., 2017). Several researchers have used GAs to solve examination timetabling problems (Corne et al., 1993, 1994b; Paechter et al., 1994; Burke et al., 1994a; Pillay and Banzhaf, 2010). They concluded that conventional GAs had not generated good results compared to a number of approaches developed for the examination timetabling problem. However, modified basic genetic operators have been seen to enhance the algorithm's performance (Zhong et al., 2013). This observation, therefore, motivated us to establish a further goal for this research, to focus on enhancing conventional genetic algorithms to improve initial solutions obtained during the construction phase.

The construction of an examination timetabling problem is a challenging task and quite often time-consuming. It is concerned with assigning exams to a specific number of periods so as to satisfy a given set of constraints (Balakrishnan, 1991; Schaerf, 1999; Qu et al., 2009a). Many approaches have been investigated in an attempt to solve examination timetabling problems (as we shall see later in Chapter 2). These approaches often employed ordering strategies (i.e. different graph colouring heuristics) in order to construct examination timetables in the construction phase. Since none of the ordering strategies provides a guarantee of successful scheduling, there have been extensive studies on constructive approaches reported in scientific literature. Most of these incorporated graph colouring heuristics have employed some adaptive strategies (Rahman et al., 2009; Burke and Newall, 2004), fuzzy techniques (Asmuni et al., 2009; Pais and Burke, 2010), decomposition (Abdul-Rahman et al., 2014a; Qu and Burke, 2007), and neural networks (Corr et al., 2006b). As a result, approaches related to these ordering strategies are used to construct a feasible timetable before proceeding to improve the solution quality. Furthermore, several studies have shown that a high quality initial solution influenced the performance of the search algorithm e.g. Burke and Newall (2003); Gogos et al. (2012). However, most
previous researches published that have been surveyed do not emphasise the importance of generating good quality solutions where administration requirements are considered in the construction phase without taking into account markers' and students' preferences. Therefore, this has motivated this research to investigate whether the use of a new initialisation method could be of benefit in the construction phase and the influence of this method on the solution quality when an improvement approach is employed, as it is an under-explored area.

In addition, an observation of the recent examination timetabling literature shows that there are a number of issues encountered in comparison between approaches proposed to solve examination timetabling problems. Research published in this area often proposes new optimisers, which are evaluated against common test problems but run for very different durations (and thus potentially computation times) than the prior work they are compared to. Additionally, a variable range of repeats is also used (with the best found across repeats taken as a measure of quality). Such issues mean it is difficult to interpret and rank optimisers fairly based on previously published results alone. Therefore, this observation also motivated us to address some of these concerns, through developing a comparison framework.

### 1.2 Research Objectives

As mentioned above, this thesis focuses on the examination timetabling problem. As such, besides aiming to propose a strategy that could be used to establish a good starting point for subsequent exam timetabling optimisation heuristics, we are aiming to produce feasible solutions for all instances, with better quality and diversity while also being competitive with other algorithms specially developed for solving examination timetabling problems.

To be specific, the research aims at proposing a new initialisation approach, whose main novelty stems from the way it manages allocation among three interacting lists of exams. These lists are arranged and processed in a step-wise fashion in order to provide a good satisfaction of hard and soft constraints. In addition to the development of a new initialisation approach (as mentioned earlier), we aim to investigate a meta-heuristics approach to minimise the total cost of soft constraints. An improvement methodology involves an exam specialised genetic algorithm which incorporates novel operators for this problem. The exam specialised genetic algorithm employs our developed initialisation method in order to take advantage of good initial search populations. Furthermore, it is designed with the aim of effectively exploring and efficiently exploiting the solution space. Moreover, the crossover operator is eliminated in order to produce a high-quality examination timetable in a shorter time compared to the conventional genetic algorithms. The study also aims to address a number of issues identified with the common comparison between published works on examination timetabling in the literature and derive an uncertain Pareto analysis to mitigate uncertainties in effective computation capabilities between published works.

The objectives listed below sum up the scientific aim of the work reported in this thesis. The first objective concentrates on the construction of high quality solutions while the second objective seeks to further improve the quality of these solutions. The third ob-
jective analyses results from the last 25 years of exam timetable optimisation, comparing and contrasting these using a specially developed framework. Each of the objectives is discussed fully in the corresponding chapters.

- To propose a novel initialisation algorithm to seed the initial population in order to provide a good starting point for subsequent optimisation of the exam timetabling solution by means of a meta-heuristic algorithm.
- To propose an optimisation method that incorporates novel operators (directed and undirected mutations and an enhanced selection strategy) which are applied to examinations or periods to improve the quality of the final solution.
- To develop a framework to compare the published exam timetabling results on the Toronto benchmark sets to identify optimal approaches whilst explicitly accounting for the uncertainly in timing due to potential differences in effective computing power used across studies.


### 1.3 Research Contributions

The main contributions of the research reported in this thesis are that it proposes a novel heuristic for constructing examination timetabling and that it is the first study to investigate an uncertain multi-objective analysis of published examination timetabling approaches. The specific contributions are described below:

- The presentation of a new initialisation method for constructing examination timetables. This shows an improvement in terms of the quality and diversity of the solution when compared with other initialisation methods from the literature (i.e. different graph colouring heuristics and random scheduling).
- Application of an exam specialised genetic algorithm adapted with novel operators to solve capacitated and uncapacitated examination timetabling problems. The approach is incorporated with the new initialisation method to improve the solutions obtained within reasonable computational times. Notably, the study introduces a number of novel mutation operators as well as an enhanced roulette wheel selection strategy. It is concluded that the combination of the novel initialisation method proposed in this thesis with the proposed algorithm adapted with the new operators can significantly improve solutions and avoid various types of violation. Moreover, the finding of this research is that the proposed algorithm is competitive with many state-of-the-art schedulers from the literature (after comparison with 16 algorithms in respect to an uncapacitated problem (the Toronto dataset), and 27 algorithms in respect to capacitated problems (both the ITC 2007 and Yeditepe datasets).
- The investigation, for the first time, of a bi-objective comparison scheme based on (uncertain) Pareto dominance in order to identify the uncertain Pareto front, and dominated algorithms, for published approaches designed to solve the Toronto benchmark sets. Although many approaches have been developed and proposed in the last few decades, this analysis suggests that among the top-ranked approaches
are our proposed initialisation approach and an approach from Burke and Bykov (2008).


### 1.4 List of Publications

The following publications have been conducted as a result of this research. The chapter in this thesis which describes the content of the publication, is also presented.

- Amjad. A. Alsuwaylimi and Jonathan. E. Fieldsend, "A New Initialisation Method for Examination Timetabling Heuristics", 2019 IEEE Symposium Series on Computational Intelligence (SSCI), Xiamen, China, 2019, pp.1636-1643 (Chapter 3).
- Amjad. A. Alsuwaylimi and Jonathan. E. Fieldsend, "An uncertain multi-objective analysis of 25 years of exam timetable optimisation". Submitted to the Journal of Information Sciences (Chapter 5).


### 1.5 Overview of the Thesis

This thesis is organised into six chapters. This chapter has presented the introduction, objectives, and the contribution claimed for the research and an outline of the dissemination of the research work. The remainder of this thesis is structured as follows:

Chapter 2 provides details of the fundamental aspects of the research area that will be tackled, introduces various educational timetabling problems and concentrates upon particular research issues concerned with university examination timetabling problems. It describes the benchmark datasets widely used in the examination timetabling community and reviews the different algorithms and approaches investigated in respect to examination timetabling problems, with a focus on the recent approaches applied to the benchmarks.

Chapter 3 elaborates on the initialisation approach proposed in this research. In the course of this chapter, popular initialisation approaches from the literature and all the main producers involved in constructing initial examination timetables are described. Furthermore, this chapter presents comparisons between our proposed initialisation and other popular initialisation strategies in the initialisation phase, as well as when they are incorporated within a simple Evolutionary Algorithm. The implementation and experimental analysis of these strategies are discussed in respect to two well-known capacitated benchmark datasets.

Chapter 4 presents an exam specialised genetic algorithm that can utilise the higher quality seed solutions that have been generated by our proposed initialisation method (see Chapter 3) to optimise a problem more effectively. The proposed approach and mutation operators are presented in this chapter. A comparison is undertaken between the proposed approach and a basic Genetic Algorithm for both capacitated and uncapacitated benchmark datasets. In addition, a comparison is made with state-of-the-art approaches.

Chapter 5 presents practical issues in examination timetabling and performance assessment. It outlines the fundamental problems that arise when comparing the algorithm
performances published in the literature. It also summarises the performance of popular exam timetabling optimisation approaches in respect to common exam timetabling benchmarks. The popular capacitated and uncapacitated benchmarks used in this study are briefly described. This chapter also describes a multi-objective analysis of the results that can address some of the issues that have been identified, and presents a comparison of 16 different approaches using the uncapacitated benchmark.

Finally, the overall conclusions of the work presented in this thesis, and opportunities for possible future research are presented in Chapter 6.

## Chapter 2

## Background and Literature Review

### 2.1 Introduction

This chapter provides details of the fundamental aspects of the research area. First, it describes the general timetabling problem, specifically the university timetabling problem and the related constraints that need to be considered in the problem. Next, it provides an overview of examination timetabling and identifies methods used in it. Then, it describes the literature relevant to the university examination timetabling problems, focusing on automated solutions to these problems and the most influential works for the scope of the current study.

Broadly, the remaining sections of the chapter fall into two parts. The first part, in Sections 2.2 through to 2.3 , describes the timetabling problem, moving from the general articulation of what timetabling involves through to the specific issue of university examination timetabling. The second part, in Sections 2.4 to 2.5, introduces the various techniques that have been applied to the examination timetabling problem, moving from the distinction between exact, constructive, and improvement techniques with advantages and disadvantages of each of these techniques in Subsections 2.4.1, 2.4.2, and 2.4.3, through to the detail of specific meta-heuristic algorithms in Subsection 2.4.3, and the specific research in relation to hybrid meta-heuristics, hyper-heuristics and multi-objective approaches in Subsections 2.4.4 to 2.4.6. Section 2.5 discusses which of these various approaches are the current state-of-the-art in university examination timetabling. Section 2.6 presents the insights and motivations obtained by this background study and literature review. Finally, section 2.7 summarises the chapter.

### 2.2 Overview of Educational Timetabling Problems

Timetabling problem is considered to be a highly constrained scheduling problem. It is a challenging and complex problem in the AI and OR and has been actively researched
since the 1960s. During that time, many conferences have been held to discuss the best possible ways to tackle this kind of problem, such as Practice and Theory of Automated Timetabling (PATAT), which specifically addressed the topic at the centre of this thesis. Other conferences explore timetabling in theory and practice, such as the Multidisciplinary International Conference on Scheduling: Theory and Applications (MISTA). In general, timetabling can be classified into many different categories, such as educational timetabling, transportation timetabling, nurse rostering, and sports timetabling. Educational timetabling is the problem that has been most extensively explored among those interested in artificial intelligence (Lewis, 2008; Qu et al., 2009b). Figure 2.1 shows a diagram of the university timetabling problem.


Figure 2.1 Diagram of the university timetabling problem (Babaei et al., 2015a).

There are some conflicting views related to the terms timetabling and scheduling that can be found in the literature. For instance, Wren (1996) defined the term timetabling as the process of assigning given resources into a limited number of available periods and locations in order to achieve the highest potential satisfaction of a set of stated objectives, while the term scheduling is referred to the process of assignment of certain resources into periods and places with the aim of decreasing the total cost of resources employed. On the contrary, Carter (2001) emphasised that the term timetabling determines when events will occur but does not usually entail allocating resources as scheduling does. For instance, the process of creating a university course calendar typically does not include identifying which professors will be assigned to which specific course. This information is usually determined upon well before creating the course timetable. However, we believe that minor distinctions between various perspectives on what is meant by the terms timetabling and scheduling are not significant. The critical point is that scientific progress undertaken in addressing and understanding timetabling problems from many application domains will be made by depending on the state-of-the-art in other scheduling problems and vice versa. Hence, both terms are considered equivalent in this work and will be used interchangeably in the text.

In general, Burke et al. (2004d) defined the timetabling problem as the problem that consists of a limited number of periods, a set of resources, a given number of meetings, and a set of pre-defined schedule requirements (i.e. constraints). The main objective is that periods and resources are assigned to the meetings while constraints should be satisfied as much as possible. The following terms are commonly used in the timetabling problem:

- Event: the activity that will be scheduling.
- Period: the duration of time during which the event can be allocated.
- Resources: the distinct resources that the event needs, such as rooms.
- Constraints: restriction of an event in terms of where and when it must be scheduled. There are two types of constraints: soft (which are preferred to be satisfied) and hard (which must be satisfied).
- Individual: a person who must be present at an event.
- Conflict: the scheduling of two events that have at least one individual in common in the same period.
- Instance: the problem that will be solved - it often includes number of exams, total number of students enrolled, number and capacity of available rooms, and number of periods.
- Examination session: this term involves a fixed length of examination timetable (i.e. number of periods over a specified length of time) where all exams should be scheduled into those periods. Universities often organise two examination sessions throughout the year, which often last for two or three weeks.

As mentioned above, timetable constraints are identified as hard and soft. Hard constraints are those that must be achieved under any situation; soft constraints, however, can be broken when necessary. The fitness of a solution to hard constraints is specified by the degree of complete fulfilment. While in soft constraints, the degree of satisfaction is used to determine the number of satisfied soft constraints. Based on a survey ( Qu et al., 2009b), the most studied area for the timetabling problem is educational timetabling, which includes school timetabling and university timetabling (course and examination). Schaerf (1999) and Melício et al. (2004) also categorised educational timetabling problems into three types:

1. School timetabling: the classes are distributed across the week, ensuring that no teacher has two classes at the same time and that no class has two teachers.
2. University examination timetabling: the university exams are scheduled in a manner that avoids a conflict between exams for courses sharing some students while trying to expand the time between students' exams as much as possible.
3. University course timetabling: the scheduling of lectures across the week while minimising overlaps between lectures for courses that share some students.

There are, however, distinctions in the three kinds of timetabling addressed; for example, the duration of examination sessions differs based on the institution. Whereas the course and school timetable are usually organised based on weekly rules. A more detailed description of the differences between these types can be found in (Carter and Laporte, 1996). For a full description of the differences between university examination and course timetabling problems, see (McCollum, 2007)

### 2.2.1 University Timetabling Problems

The timetabling problems in universities are known to be highly constrained optimisation problems. Finding a feasible and optimal timetable is a challenging task due to the extreme constraints imposed by limited rooms and periods, alongside the complex mix of course options available to students. In recent years, the need for automated timetabling has become very important at universities due to the increase in the number of students, courses, and also teachers, and the limitation of some other facilities like rooms, labs, etc. This combination makes it impractical to construct a timetable manually, and this has motivated many researchers to attempt to apply artificial intelligence, mathematical models, meta-heuristic algorithms and other algorithms to build high-quality models to solve university timetabling problems.

In itself, the task of optimising timetabling problems is not a new one, with research stretching back at least five decades. Gotlieb (1962) provided the earliest research in this field. The author tried to address curriculum-based course timetabling and considered that each class could be processed by only one teacher at a time for a group of students, while the number of periods was freely chosen.

The general timetabling problem can be expressed as follows: numerous events must be timetabled by allocating them to specific periods. Such problems occur in a variety of domains such as universities and schools. In a university timetabling problem: a set of events, courses or exams are scheduled within a fixed number of rooms and periods within a week or semester. University timetabling problems involve the allocation of courses or exams, students, teachers and rooms within a fixed number of periods while accounting for specific constraints.

A solution is either feasible or valid if it satisfies all of the hard constraints, and a feasible solution is the best solution if it satisfies all of the soft constraints as well (Silva et al., 2004). It is very difficult, or may even be impossible to satisfy all of the soft constraints, however. This complexity requires scheduling of a class or exam timetable to be treated as a solution over hard constraints and for optimisation over soft constraints (Rudová and Murray, 2002). Because the number of variables differ between different universities, however, according to their specific class or exam structures and constraints, it is difficult to form a general solution that can meet the requirements of all universities.

Many researchers have attempted to simplify the problem by considering only simple
exam structures. A general technique, however, should consider different aspects to users when simplified. Instead, it should include all possibilities that can be simplified based on individual user requirements. Because the numbers and types of constraints differ between universities, they should be classified carefully to generalise the problem.

Rather than considering a particular university with only specific constraints, other constraints should be considered, which would satisfy most universities. These should fall under the category of hard constraints. All other constraints can be explicitly categorised as soft constraints. In other words, soft constraints should not be a part of the problem so that adding or deleting them should not affect the main problem or solution.

| University examination timetabling | University course timetabling |
| :---: | :---: |
| A number of exams may be scheduled <br> in one room or an exam may be divided <br> between several rooms. | One course should normally be <br> scheduled within one room. |
| Aims to decrease the number of student <br> who have exams within adjacent periods. | Usually, it is preferred that students have <br> two or more consecutive courses. |

Table 2.1 The key differences between examination and course timetable problems.

As shown earlier in Figure 2.1, university timetabling problems can be classified into two main categories: university examination and course timetabling. Each category has its own requirements, constraints, and timetabling structure (Schaerf, 1999; Schaerf and Di Gaspero, 2001). The main significant differences between them are briefly summarised in Table 2.1. The main focus of this thesis is on the university examination timetabling problem. Therefore, the following sections will discuss the university examination timetabling problems in greater detail.

### 2.2.2 University Examination Timetabling Problems

Examination timetabling is a time-consuming, recurring and important administrative task in academic institutions (Qu et al., 2009b). It is often difficult and demanding, and it affects many people (administrators, academic staff, and students) (Prida Romero, 1982). The process of finding a feasible or optimal timetable for exams is often a challenging task due to the extremely constrained nature of these problems. This calls for the use of heuristic and meta-heuristic algorithms that do not guarantee an optimal examination timetable but are in many cases able to obtain a "good enough" timetable for practical purposes. Thus, it is impossible to carry out an exhaustive search for the examination timetable in a reasonable time (i.e. polynomial-time) because of the exponential growth of this problem. This, in turn, has been proved to lie in the set of NP-complete problems, according to some researchers, e.g. Karp (1972), de Werra (1985), de Werra (1997), Cooper and Kingston (1995), and Schaerf (1999).

Before defining an NP-complete problem, it is crucial first to introduce some notions related to computational complexity theory in order to understand the NP-complete problem. In computational complexity (which is a sub-field of theoretical computer science and
mathematics), a finite size problem that can be solved by an algorithm in "polynomial time" and can be tracked belongs to the P problems that are said to be "easy problems". In contrast, a problem is called NP (which stands for Non-deterministic Polynomial) when its solution can be guessed and verified in non-deterministic polynomial time. In the NP problem, the execution times of the latter grow much more rapidly as the problem size increases. NP-Hard is the set where problems are at least as hard as NP. This means NPHard problems are equally or more complex than any problem in NP set. NP-Complete is the intersection set of NP and NP-Hard. A problem in the NP-Complete set can be reduced to any other NP-Complete problem. That means if any of the NP-Complete problems would have an efficient solution, then all of the NP-Complete problems could be solved with the same solution (Cook, 1971; Karp, 1972).

Examination timetabling is essentially the problem of scheduling the exams of courses avoiding conflicts between exams that have common students and ensuring that, as far as possible, individual students' exams are spread through the examination period (Schaerf, 1999). Additional factors that have to be taken into account are the availability of rooms, and the preferences of lecturers or markers of the exams (e.g., do they expect to have enough time for marking, especially for exams with a large number of students). As with the course timetabling problem, the exams timetabling problem, therefore, has both hard and soft constraints, and the quality of the timetable is defined by the extent to which soft constraints are met ( Qu et al., 2009b). This feeds through to two "qualities" of solution: a feasible solution, where the hard constraints are achieved, and an optimised solution where there is an attempt to build on the feasible solution by meeting as many of the soft constraints as possible (Schaerf, 1999).

Many universities are witnessing a growing number of student enrolments in a wide variety of courses with more combined degree courses. This adds to the challenge of developing examination timetabling software. Burke et al. (1996) researched examination timetabling problems in universities in more than fifty universities. They found that the constraints vary significantly from one university to another. Some examples of hard constraints for examination timetabling are:

- Certain examinations have to be successive or take place in a specific sequence (after/before each other).
- Exams having the largest number of students should be scheduled first and earlier in the timetable to allow more time for marking.
- Examinations which are given by the same instructor, if scheduled in the same periods, must be assigned to neighbouring classrooms.
- No student should have two exams at the same time.
- Certain examinations have to take place in a specific room.
- There has to be enough seating capacity in the room for the number of students scheduled for it.

In general, the accepted hard constraints for examination timetabling problems are:

1. There must be enough seating capacity.
2. No student should have two exams at the same time (simultaneously).

Examination timetabling problems have the following characteristics (different from course timetabling problems) (Schaerf, 1999):

- There is only one exam for each subject.
- The conflicts condition is strict. It is acceptable that a student is forced to skip a lecture due to time clashes but not an exam.
- There are various types of constraints such as no more than one exam should take place per day for each student, or there should not be too many consecutive exams for each student.
- The number of periods may vary, unlike course timetabling where it is fixed.
- There can be more than one exam per room.

Various academic institutions impose a variety of constraints (Burke et al., 1996). Such variations make the examination timetabling problem more complex and challenging, since the variety of constraints may require different formulations of objective functions or evaluation functions. Hence, several models and formulations for examination timetabling problems have been presented by various researchers (as described later). For instance, de Werra (1985) provided a formal approach to the examination timetabling problem, which is based on a mathematical programming model. To clarify this approach, let us consider the following notations:

- $E$ is a set of exams, $E=\left\{e_{1}, e_{2}, \ldots, e_{|E|}\right\}$.
- $|E|$ is the number of exams.
- $P$ is a set of periods available, $P=\left\{p_{1}, p_{2}, \ldots, p_{|P|}\right\}$.
- $|P|$ is the number of periods available.
- $Z_{i p}$ is the cost of scheduling exam $i$ in period $p$.
- $Y_{i p}$ is one if exam $i$ is allocated to period $p$; otherwise $Y_{i p}$ equals zero.
- $Y_{j p}$ is one if exam $j$ is allocated to period $p$; otherwise $Y_{j p}$ equals zero.
- $X_{i j}$ is one if exam $i$ clashes with exam $j$ (i.e. exam $i$ and $j$ have common students), and zero otherwise.

An examination timetable is considered feasible if the following hard constraints are fulfilled: (i) each exam must be assigned once, and (ii) any conflicting exams must not be assigned in the same period. The problem aims to produce an exam timetable using $P$
periods without violating these hard constraints. The objective is to minimise the cost of scheduling examination $i$ in period $p$. This examination timetabling problem can be represented as adopted from Terashima-Marín (1998).

$$
\begin{equation*}
\min \sum_{i=1}^{|E|} \sum_{p=1}^{|P|} Z_{i p} Y_{i p} \tag{2.1}
\end{equation*}
$$

Subject to:

$$
\begin{gather*}
\sum_{p=1}^{|P|} Y_{i p}=1, \quad \forall i \in\{1, \ldots,|E|\}  \tag{2.2}\\
\sum_{i=1}^{|E|-1} \sum_{j=i+1}^{|E|} \sum_{p=1}^{|P|} Y_{i p} Y_{j p} X_{i j}=0
\end{gather*}
$$

Equations (2.2) and (2.3) illustrate the hard constraints that must be satisfied. Equation (2.2) denotes that the timetable must be feasible where all examinations must be scheduled, and each examination must be scheduled only once. Equation (2.3) denotes that no student should sit for more than one examination in the same period. If examination $i$ and examination $j$ are scheduled in period $p$, the number of students sitting both examination $i$ and $j\left(X_{i j}\right)$ must be equal to zero, and this should be true for all examinations already scheduled. The other hard constraint to consider is room capacity. If $X_{p}$ is the maximum number (capacity) of examinations that can be scheduled in period $p$, then the hard constraints can be represented as:

$$
\begin{equation*}
\sum_{i=1}^{|E|} Y_{i p} \leq X_{p} \quad p \in P=\left\{p_{1}, p_{2}, \ldots, p_{|P|}\right\} \tag{2.4}
\end{equation*}
$$

It can be said that the ultimate aim of the solution to the examination timetabling problem is to guarantee that all students can take any exams they are required to take. In addition, however, it is also desirable to use resources (such as rooms, periods and more) effectively. In order to achieve this, certain types of constraints must be satisfied, and this level of satisfaction gives an indication of quality for the timetable.

In the examination timetabling research community, some previously published works have shared benchmark datasets. Two extensively used benchmark datasets that many researchers have used, and continue to use, are the Toronto (Carter et al., 1996), and International Timetabling Competition 2007 (ITC 2007) benchmark datasets (McCollum et al., 2007, 2012a). The details of the most popular benchmark datasets are discussed in the following section.

### 2.3 Benchmark Examination Timetabling Datasets

This section introduces the benchmark datasets most widely used to evaluate the efficiency and effectiveness of proposed algorithms. These are from Toronto (Carter et al., 1996), Nottingham (Burke et al., 1995c), Melbourne (Merlot et al., 2003), and Yeditepe (Parkes and Ozcan, 2010). The Toronto dataset, among these four datasets, has been the most widely used by the examination timetabling community, for instance, it is used in many papers that can be found in the PATAT conference, such as Burke and Carter (1998), Burke and Erben (2003), Burke and Erben (2001), Burke and Trick (2005), and Özcan et al. (2019). More recently, the Second International Timetabling Competition (ITC 2007) dataset has gained prominence. This test suite is taken from anonymised institutions for the purpose of competition use (McCollum et al., 2007). It adds additional real-world constraints to the problem, as well as new forms of evaluation and data. The introduction of these datasets has encouraged researchers to develop many approaches.

Examination timetabling constraints vary from institution to institution because each one has different requirements and constraints to suit its business model. Moreover, the stakeholders of the examination timetable can be affected due to them having different preferences in terms of a high-quality timetable. For instance, an administrator might require scheduling all the exams avoiding conflicts (i.e. no student should be assigned to sit two exams at the same day); students prefer exams to be spread as much as possible to allow for revision time between exam papers. Commonly-used constraints in the examination timetabling problem are considered in this section.

Examination timetabling problems can be categorised as Capacitated or Uncapacitated (Kahar and Kendall, 2010; Aldeeb et al., 2019). With regard to the capacitated problem, room capacity is considered as a hard constraint. On the other hand, room capacities are not considered in the uncapacitated problem. The Toronto dataset is uncapacitated problems whilst the Nottingham, Melbourne, Yeditepe, and ITC 2007 datasets are capacitated problems.

In the examination scheduling literature, the characteristics of all the benchmark problems are presented as data for each problem (i.e. instance or problem instance) involved in tables which are organised based on the name of institution, followed by the name of each instance, the total number of students enrolled for the examination session, a number of exams exists in the instance, a number of total enrolments of students for the courses, the density of conflict, and required number of periods for each instance.

The Conflict Density (CD) of each problem instance demonstrates the difficulty with respect to exams in conflict. In order to calculate the density of the conflicting exams in each of the instances, a Conflict Matrix, $C=|E| \times|E|$ where exams $i, j \in\left\{e_{1}, e_{2}, \ldots, e_{|E|}\right\}(|E|$ is the number of exams). Element $c_{i j}$ indicates the number of students registered for both exam $i$ and exam $j$. In the matrix, each element $c_{i j}=1$ if exam $i$ has at least one common student with exam $j$ (i.e. conflicting exams); $c_{i j}=0$ otherwise (Broder, 1964). The CD represents the ratio between the number of elements of value " 1 " to the total number of elements in the conflict matrix. Formally, CD is presented by the formulation (Carter
et al., 1996):

$$
\begin{equation*}
C D=\frac{\sum_{i=1}^{|E|-1} \sum_{j=i+1}^{|E|}\left(\frac{\beta_{i j}}{|E|}\right)}{|E|} \tag{2.5}
\end{equation*}
$$

As shown in Equation above, $|E|$ denotes the number of exams and $\beta_{i j}$ is a decision variable assuming value one if exam $i$ and exam $j$ have at least one student in common while taking value zero otherwise. We now detail each benchmark dataset in turn.

### 2.3.1 University of Toronto Dataset

## Problem Description

The Toronto benchmark set is one of the most widely used datasets in the literature for testing examination timetable optimisation algorithms. The dataset consists of 13 realworld exam timetabling problems introduced by Carter et al. (1996) that are collected from different academic institutions. Three instances are from Canadian highs schools, five instances from Canadian institutions, one instance from the London School of Economics, one instance from King Fahd University (in Dhahran) and the last instance from Purdue University. Table 2.2 shows the specifications for the Toronto datasets (Carter et al., 1996).

## Hard Constraints

The dataset enforces only one hard constraint that prevents any student from taking two exams in the same period.

## Soft Constraints

It has only one soft constraint that requires expanding the students' exams by five periods at least.

| University | Problem | No. of | No. of | No. of | No. of | Conflict |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Instance | Exams | Students | Enrolments <br> Periods | Density |  |
| Carleton University, Ottawa | car91 | 682 | 16,925 | 56,877 | 35 | 0.13 |
| Carleton University, Ottawa | car92 | 543 | 18,419 | 55,522 | 32 | 0.14 |
| Earl Haig Collegiate, Toronto | ear83 | 190 | 1125 | 8109 | 24 | 0.27 |
| Ecole des Hautes Etudes Commercials, Montreal | hec92 | 81 | 2823 | 10,634 | 18 | 0.20 |
| King Fahd University, Dharan | kfu93 | 461 | 5349 | 25,113 | 20 | 0.06 |
| London School of Economics | lse91 | 381 | 2726 | 10,918 | 18 | 0.06 |
| Purdue University, Indiana | pur93 | 2419 | 30,029 | 120,681 | 42 | 0.03 |
| Ryerson University, Toronto | rye92 | 486 | 11,483 | 45,051 | 23 | 0.07 |
| St. Andrews High School, Toronto | sta83 | 139 | 611 | 5751 | 13 | 0.14 |
| Trent University, Peterborough | tre92 | 261 | 4360 | 14,901 | 23 | 0.18 |
| University of Toronto, Arts \& Science | uta92 | 622 | 21,266 | 58,979 | 35 | 0.13 |
| University of Toronto, Engineering | ute92 | 184 | 2749 | 11,793 | 10 | 0.08 |
| York Mills Collegiate Institute, Toronto | yor83 | 181 | 941 | 6034 | 21 | 0.29 |

Table 2.2 The characteristics of problem instances from the Toronto benchmark dataset.

## Problem Formulation

The formulation of the Toronto problem is defined by Carter et al. (1996). This formulation is simplified as the only hard constraint taken into account is the exam conflict and one soft constraint (as discussed above). In order to clarify this formulation, several notations are considered as follows:

- $E=\left\{e_{1}, e_{2}, \ldots, e_{|E|}\right\}$, the exams set.
- $P=\left\{p_{1}, p_{2}, \ldots, p_{|P|}\right\}$, the set of predefined periods.
- $C=|E| \times|E|$, the conflict matrix, where each element, in the matrix, $c_{i j}$ denotes the number of common students in exam $i$ and exam $j$, where exams $i, j \in E$.
- $|S|$, the total number of students in a given problem instance.
- $c_{i j}$, the total number of students enrolled for both exam $i$ and $j . c_{i j}=1$ if exam $i$ conflict, i.e. have at least one common student, with exam $j$ or $c_{i j}=0$, otherwise.
- $p_{i}$, the period scheduled to exam $i(i \in\{1, \ldots,|E|\})$ within the set of predefined periods $\left(1 \leq p_{i} \leq|P|\right)$.

The soft constraint is defined by the function $f_{c}$ as shown in Equation (2.6).

$$
\begin{equation*}
f_{c}=\frac{1}{|S|} \sum_{i=1}^{|E|-1} \sum_{j=i+1}^{|E|} c_{i j} \times \operatorname{proximity}(i, j) \tag{2.6}
\end{equation*}
$$

where:

$$
\operatorname{proximity}(i, j)=\left\{\begin{array}{cl}
\frac{2^{5}}{2^{p_{i}-p_{j}}} & \text { if } 1 \leq\left|p_{i}-p_{j}\right| \leq 5,  \tag{2.7}\\
0 & \text { otherwise }
\end{array}\right.
$$

subject to:

$$
\sum_{i=1}^{|E|-1} \sum_{j=i+1}^{|E|} c_{i j} \times \delta_{\left(p_{i}, p_{j}\right)}=0, \quad \delta_{\left(p_{i}, p_{j}\right)}= \begin{cases}0, & p_{i} \neq p_{j}  \tag{2.8}\\ 1, & p_{i}=p_{j}\end{cases}
$$

Equation (2.6) represents the soft constraint that aims to reduce the number of exams allocated in adjacent periods in such a way as to minimise the number of students sitting exams in close proximity. Equation (2.7) determines the penalty that can be incurred by scheduling the exams $i$ and $j$ in periods $p_{i}$ and $p_{j}$, respectively. The weight of the penalty is $16,8,4,2$, and 1 , for exams scheduled within one, two, three, four, and five periods, respectively. If the period spread is more than five, the penalty weight is equal to zero. Equation (2.8) defines the only hard constraint, requiring that there can be no conflicts between exams that are scheduled in the same period.

### 2.3.2 International Timetabling Competition 2007 Dataset

## Problem Description

The second international timetabling competition (ITC 2007) included three tracks, namely Track 1 - examination timetabling, Track 2 - post-enrolment-based course timetabling, and Track 3 - curriculum-based course timetabling (Mccollum et al., 2010). Here we concentrate on its examination datasets, which are derived from real-world timetabling problems. The exam timetabling track involves eight publicly available instances and four hidden instances. Each instance has distinct characteristics and constraints (i.e. soft and hard constraints) that are similar to those constraints encountered in practice. Table 2.3 illustrates the characteristics of these problem instances.

| Problem | No. of | No. of <br> Instance | No. of <br> Exams | No. of <br> Students | Conflict | Tot.Room <br> capacity |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Exam1 | 607 | 7891 | 32,380 | 54 | 0.05 | 802 |
| Exam2 | 870 | 12,743 | 37379 | 40 | 0.01 | 4076 |
| Exam3 | 934 | 16,439 | 61,150 | 36 | 0.03 | 5212 |
| Exam4 | 273 | 5045 | 21,740 | 21 | 0.15 | 1200 |
| Exam5 | 1018 | 9253 | 34,196 | 42 | 0.009 | 2395 |
| Exam6 | 242 | 7909 | 18,466 | 16 | 0.06 | 2050 |
| Exam7 | 1096 | 14,676 | 45,493 | 80 | 0.02 | 2530 |
| Exam8 | 598 | 7718 | 31,374 | 80 | 0.05 | 922 |
| Exam9 | 169 | 655 | 2532 | 25 | 0.08 | 170 |
| Exam10 | 214 | 1577 | 7853 | 32 | 0.05 | 1914 |
| Exam11 | 934 | 16,439 | 61,150 | 26 | 0.03 | 4924 |
| Exam12 | 78 | 1653 | 3685 | 12 | 0.18 | 1525 |

Table 2.3 The characteristics of problem instances from the ITC 2007 benchmark dataset.

All exams have to be scheduled (a complete solution), and exams cannot be divided between rooms and periods. A feasible solution must satisfy all the hard constraints, whereas the quality of an examination timetable is determined by the soft constraint violations subject to this. The examination timetabling problem specified in ITC 2007 is an extension to the previous model, which is formulated in Toronto specification (Leite et al., 2018), in which novel hard constraints, as well as soft constraints, are introduced. The following is the extended set of hard constraints, as well as soft constraints (McCollum et al., 2012b).

## Hard Constraints

The hard constraints are listed below (Mccollum et al., 2010):
H1: No Conflicts - A conflict can exist between a pair of exams, which are attended by a specified student when these exams are scheduled in a same period, or in the same period. The hard constraint necessitates that such conflicts do not exist within the scheduled exams of students.

H2 : Room Occupancy - For each specified room and each specified time slot, the number of the allocated seats must be less than or equal to the number of the available seats in the specified room.

H3: Period Utilisation - For each of the exams, the exam duration must be less than or equal to the duration of the period. Period-related constraints, which are a group of time-ordering requirements between exams' pairs must be observed, particularly for any pair $\left(\right.$ exam $_{1}$, exam $\left._{2}\right)$ of exams, these constraints are specified as follows:

H4: After Constraint - exam must occur firmly after exam $_{2}$.
H5: Exam Coincidence - exam $_{1}$ must occur simultaneously to exam $_{2}$.
H6: Period Exclusion - exam must not occur simultaneously to exam ${ }_{2}$.
H7: Room Related - Satisfaction-of-room-related hard constraints (e.g. exam $_{A}$ must be completely arranged in room $_{X}$ ).

In addition, all the specified exams must be arranged, and must not be divided between specified periods or specified rooms. Therefore, an examination timetable could be obtained, which satisfies the entire hard constraints.

## Soft Constraints

The soft constraints for the ITC 2007 examination track are (Mccollum et al., 2010):
S1: Two Exams in a Row - The number of times, whereby examinations are consecutively arranged for a student, must be minimised.

S2: Two Exams in a Day - This the case, where there are three periods or more on a specified day. This involves the number of occurrences of a student, who has two exams on a specified day that are not adjacent directly, which means that students must have at least a free period between exams; such a case must be minimised.

S3: Period Spread - This soft constraint necessitates that the examinations' set taken by students is spread over a fixed number of time slots.

S4: Mixed Durations - A penalty should be incurred when there are exams in the same room and in the same period with the existence of mixed durations.

S5: Front Load - It is necessary to distribute exams with the largest number of students, and distribution should be performed at the commencement of the examination session.

S6 \& S7: Room and Period Penalties - A utilisation penalty for the rooms, as well as the periods are specified so that the utilisation of given rooms or some periods is reduced to a minimum.

## Problem Formulation

The key objective of tackling the problem of these datasets involves satisfying the entire set of hard constraints and minimising the total soft constraint violation (or penalty value) (Mccollum et al., 2010). In other words, the number of hard constraint violations must equal zero, whereas the quality of an examination timetable is determined by the soft constraint violations subject to this. The best quality solution is that with the lowest weighted sum of soft constraint violations. Formally, subject to all hard constraints are satisfied, the objective function is to minimise the total penalty as result of soft constraint violations defined by as given in Equation (2.9) for ITC 2007, where the total penalty for the soft constraint violations is calculated for each student $s$.

$$
\begin{equation*}
f_{c}(x)=w^{N M D} C^{N M D}+w^{F L} C^{F L}+C^{P}+C^{R}+\sum_{s \in S}\left(w^{2 R} C_{s}^{2 R}+w^{2 D} C_{s}^{2 D}+w^{P S} C_{s}^{P S}\right) \tag{2.9}
\end{equation*}
$$

Where ' $x$ ' represents a complete timetabling solution. ' $S$ ' refers to students' set. ' $w$ ' represents the weighting applied to each of the individual penalties. These weights are defined in the 'institutional model index' file. Each problem instance has its own weight, and each associate weight is described as follows:

- $w^{2 R}$ : weight for "Two Exams in a Row". $w^{2 R}$ corresponds to the number of students that take two exams, that are scheduled back to back on the same day, multiplied by this weight.
- $w^{2 D}$ : weight for "Two Exams in a Day". $w^{2 D}$ corresponds to the number of students sitting two exams that are allocated not back to back but on the same day, multiplied by this weight.
- $w^{P S}$ : weight for "Period Spread". $w^{P S}$ corresponds to the sum of occurrences of students who are sitting exams within a fixed period spread defined in the problem instance.
- $w^{N M D}$ : weight for "No Mixed Duration". $w^{N M D}$ corresponds to all the exams that have the same duration we count 0 . Otherwise we count the number of different durations minus " 1 " multiplied by this weight.
- $w^{F L}$ : weight for "Front Load penalty". $w^{F L}$ corresponds to the number of large exams allocated in the latter periods multiplied by this weight. The number of periods considered as latter periods and the number of students constituted "large examinations" are given.

Table 2.4 summaries the weights associated with soft constraints for the ITC2007 dataset. Weights are not included with the period $C^{P}$ as well as the room-related soft constraint $C^{R}$ in the objective function because they were already covered in their definition found in McCollum et al. (2012b). Table 2.5 illustrates the detailed penalties of Equation (2.9) where some penalties $\left(C_{s}^{2 R}, C_{s}^{2 D}\right.$, and $\left.C_{s}^{P S}\right)$ are directly associated to each student $s$ and
other penalties $\left(C^{N M D}, C^{F L}, C^{P}\right.$, and $C^{R}$ ) are not directly associated to each student.

| Problem |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Instance | $w^{2 D}$ | $w^{2 R}$ | $w^{P S}$ | $w^{N M D}$ | $w^{F L}$ | $w^{P}$ | $w^{R}$ |
| Exam1 | 5 | 7 | 5 | 10 | 100 | 30 | 5 |
| Exam2 | 5 | 15 | 1 | 25 | 250 | 30 | 5 |
| Exam3 | 10 | 15 | 4 | 20 | 200 | 20 | 10 |
| Exam4 | 5 | 9 | 2 | 10 | 50 | 10 | 5 |
| Exam5 | 15 | 40 | 5 | 0 | 250 | 30 | 10 |
| Exam6 | 5 | 20 | 20 | 25 | 25 | 30 | 15 |
| Exam7 | 5 | 25 | 10 | 15 | 250 | 30 | 10 |
| Exam8 | 0 | 150 | 15 | 25 | 250 | 30 | 5 |
| Exam9 | 10 | 25 | 5 | 25 | 100 | 10 | 5 |
| Exam10 | 0 | 50 | 20 | 25 | 100 | 10 | 5 |
| Exam11 | 50 | 10 | 4 | 35 | 400 | 20 | 10 |
| Exam12 | 10 | 35 | 5 | 5 | 25 | 5 | 10 |

Table 2.4 The weight of ITC 2007 examination benchmark sets.

| Soft <br> Constraint | Mathematical <br> Symbol | Description |
| :---: | :---: | :--- |
| S 1 | $C_{s}^{2 R}$ | "Two Exams in a Row" penalty for student $s$. |
| S 2 | $C_{s}^{2 D}$ | "Two Exams in a Day" penalty for student $s$. |
| S 3 | $C_{s}^{P S}$ | "Period Spread" penalty for student $s$. |
| S 4 | $C^{N M D}$ | "No Mixed Duration" penalty. |
| S 5 | $C^{F L}$ | "Front Load" penalty. |
| S 6 | $C^{P}$ | "Period" penalty. |
| S 7 | $C^{R}$ | "Room" penalty. |

Table 2.5 A list of penalties in relation to ITC 2007 soft constraints.

### 2.3.3 University of Yeditepe Dataset

## Problem Description

The Yeditepe dataset is comprised of a number of datasets from the Faculty of Engineering and Architecture of Yeditepe University (Parkes and Ozcan, 2010). In general, they are smaller than the ITC 2007 problems with regards to a number of exams, students, and periods. Also, this dataset is less constrained compared with the ITC 2007 as it contains two hard constraints and only one soft constraint (in ITC 2007, there are seven hard constraints and seven soft constraints). The characteristics of the Yeditepe dataset are given in Table 2.6.

## Hard Constraints

The Yeditepe examination timetabling problems' hard constraints are:

- Examination conflict: Any student must not have more than one exam at any given time period.
- Capacity: It is not possible to exceed the number of seats in any given room at any given time period.


## Soft Constraints

Two exams in a row $\left(C_{s}^{2 R}\right)$ : Two exams should not be scheduled in two adjacent periods on the same day.

| Problem <br> Instance | No. of <br> Exams | No. of <br> Students | No. of <br> Rooms | Days | No. of <br> Periods | Conflict <br> Density |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| YUE20011 | 126 | 559 | 2 | 6 | 18 | 0.18 |
| YUE20012 | 141 | 591 | 2 | 6 | 18 | 0.18 |
| YUE20013 | 26 | 234 | 2 | 2 | 6 | 0.25 |
| YUE20021 | 162 | 826 | 2 | 7 | 21 | 0.18 |
| YUE20022 | 182 | 869 | 2 | 7 | 21 | 0.17 |
| YUE20023 | 38 | 420 | 1 | 2 | 6 | 0.2 |
| YUE20031 | 174 | 1125 | 2 | 6 | 18 | 0.15 |
| YUE20032 | 210 | 1185 | 2 | 6 | 18 | 0.14 |

Table 2.6 The characteristics of problem instances from Yeditepe dataset.

## Problem Formulation

The objective function of Yeditepe is given below in Equation (2.10):

$$
\begin{equation*}
\text { (Minimise) } \sum_{s \in S} w^{2 R} C_{s}^{2 R} \tag{2.10}
\end{equation*}
$$

Two exams in a row $\left(C_{s}^{2 R}\right)$ is a penalty given whenever a student $s$ has to attend two distinct exams scheduled in two consecutive periods on the same day. The weight $\left(w^{2 R}\right)$ for this penalty is " 1 " for all problem instances of Yeditepe (Parkes and Ozcan, 2010).

### 2.3.4 Other Benchmark Examination Timetabling Datasets

Other examination timetabling problems datasets in the literature include those of the University of Nottingham, University of Melbourne, Suleyman Dermirel University, MARA University Malaysia dataset (Kendall and Hussin, 2005b), Universiti Kebangsaan Malaysia (UKM) (Ayob et al., 2007a), Universiti Malaysia Pahang dataset (UMP) (Kahar and Kendall, 2010), KAHO Sint-Lieven (Demeester et al., 2012), Middle East Technical University (METU) (Ergül, 1995), École de Technologie Supérieure (ETS) (Wong et al., 2002),

Hubei University of Technology (HUT) (OuYang and Chen, 2010), University of the Thai Chamber of Commerce (Innet, 2013), Universiti Utara Malaysia (UUM) (Abdul-Rahman et al., 2014), Universiti Sains Islamic Malaysia (USIM) (Aldeeb et al., 2015). The properties of these datasets are summarised in Table 2.7.

| Dataset | No. of <br> Students | No. of <br> Exams | No. of <br> Rooms | No. of <br> Periods |  | No. of <br> Days | Conflict <br> Enrolments |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Density |  |  |  |  |  |  |  |

Table 2.7 The characteristics of the examination timetabling problems benchmark datasets from different universities.

Burke et al. (1995c) introduced the Nottingham dataset which included 800 exams with 10,034 student conflicts among them, 7,896 students and 33,997 distinct enrolments. The exams have to be distributed into 26 periods or less. The following constraints have to be achieved:

1. No student should have two exams at the same period.
2. Occupancy of exam rooms cannot exceeded 1550 students because the maximum number of seats is specified as 1550 seats.
3. If any student has two exams on the same day, there must be at least one complete period between them.

Any examination timetable must meet the first two constraints to be at least feasible. The scale of the problem is considered a challenge for finding a complete solution within a feasible number of trials. The problem is made more complex by the size and the number of the rooms available for each period. Table 2.8 presents a description of Nottingham dataset (Burke et al., 1995c).

| Problem <br> Instance | No. of <br> Exams | No. of <br> Students | Tot.Room <br> Capacity | No. of <br> Enrolments | No. of <br> Periods | Conflict <br> Density |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NOTT | 800 | 7896 | 1550 | 33997 | 23 | 0.03 |

Objective: minimise consecutive exams on the same day.
Table 2.8 The characteristics of University of Nottingham benchmark dataset.

Merlot et al. (2003) provided two datasets for the exam timetabling problem that were gathered from Melbourne University at the PATAT conference in 2002. The first dataset included 521 exams, 28 sessions, 20656 students and 62248 enrolments. The second dataset included 562 exams, 31 sessions, 19816 students and 60637 enrolments. In the Melbourne datasets, there are two exam sessions on each of five workdays, and the sessions' capacities varied. This dataset aims to minimise the occasions in which two exams are scheduled consecutively for a given student, either overnight or on the same day. Some exams were restricted to particular sessions. In one problem instance, this denied all feasible solutions. The characteristics of each these datasets are given in Table 2.9 (Merlot et al., 2003).

| Problem <br> Instance | No. of <br> Exams | No. of <br> Periods | No. of <br> Students | No. of <br> Enrolments | Objective |
| :---: | :---: | :---: | :---: | :---: | :---: |
| I | 521 | 28 | 20656 | 62248 | Minimise adjacent exams on <br> the same day or overnight |
| II | 562 | 31 | 19816 | 60637 | Minimise adjacent exams on <br> the same day or overnight |

Table 2.9 The characteristics of the Melbourne benchmark datasets.

The SDU dataset is from Suleyman Demirel University and was first introduced by Altntas et al. (2014). The SDU examination timetabling problem here is a capacitated problem which means room capacities are considered as a hard constraint. During exams in each period, there is a maximum capacity of seating available. So, the number of students taking any exam should not exceed the capacity of the room (i.e. the number of students taking an exam in a particular room cannot exceed the capacity of that room). The SDU dataset consists of a set of five real-world exam timetabling problem instances and has been formulated in the same way as the ITC 2007 benchmark instances. The characteristics of the SDU instances are concisely given in Table 2.10, where Density indicates the percentage of conflict density whilst HC shows the number of hard constraints.

| Problem | No. of <br> Instance | Exams | No. of <br> Students | No. of <br> Rooms | No. of <br> Periods | Conflict <br> Density |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PDeriod HC |  |  |  |  |  |  |
| SDU01 | 212 | 10953 | 17 | 50 | 3.24 | 142 |
| SDU02 | 236 | 11012 | 26 | 61 | 5.08 | 123 |
| SDU03 | 430 | 24867 | 29 | 80 | 1.37 | 317 |
| SDU04 | 166 | 8028 | 18 | 59 | 12.60 | 61 |
| SDU05 | 269 | 12091 | 33 | 46 | 3.59 | 173 |

Table 2.10 The characteristics of problem instances from Suleyman Demirel University dataset.

From the literature survey, we observe that most of the current studies over examination timetabling problems concentrate on benchmark problems. Using the same examination benchmark datasets in different studies conducted is crucial to assess the efficiency and efficacy of a particular approach accurately. Depending on the reported results, it can
also provide a quick understanding and generalisation of the strength or capability of a particular approach for solving this problem effectively. Thus, three different examination benchmark datasets (i.e. the Toronto, ITC 2007, and Yeditepe) are used in this thesis to test the proposed approaches and compare the results against existing literature on these benchmark datasets. These benchmark problems chosen have been in use for a number of years now. However, from the recently published works, it is clear that these benchmark datasets are still used extensively (Aldeeb et al., 2019). Researchers are still interested in finding (near) optimal solutions for them (Bellio et al., 2021).

The organisation of international timetabling competitions has highly influenced the research in educational timetabling (Müller et al., 2018). The overall aim of this organisation was to provide a better understanding between researchers and practitioners by enabling emerging approaches to be trailed and tested on real-world models of timetabling problems (Mccollum et al., 2010). The success of this organisation is definitive evidence of the importance and complexity of the timetabling problem. In 2002, the first International Timetabling Competition (ITC 2002) was prepared by the European Metaheuristics Network (Paechter et al., 2002), which concentrated on a simplified version of the university course timetabling problem. The next (i.e. second) competition was in 2007, where the ITC 2007 consists of three tracks on curriculum-based timetabling (Di Gaspero et al., 2007; Bonutti et al., 2012), post-enrollment timetabling (Lewis et al., 2007), and examination timetabling (McCollum et al., 2007). The ITC 2007 competition aimed to narrow the gap between practice and research by providing a significant degree of complexity in the tracks by adding more hard and soft constraints so that the employed formulations are closer to the real world needs (Mccollum et al., 2010). In 2011, research in another area of educational timetabling was encouraged by the ITC 2011 competition (Post et al., 2016), where the focus was on the important area of High School Timetabling. This is a complex common problem faced by thousands of educational institutions around the world. The fourth competition was in 2019, aiming to motivate further research on complex university course timetabling problems (Müller et al., 2018). The most recent competition is ITC 2021, which focuses on sport timetabling (Van Bulck et al., 2021).

Because the focus of this thesis is on solving university examination problems, a particular track of the ITC 2007 has been chosen, which is dedicated to examination timetabling problems for universities. This track was developed to reflect the challenges of tackling real-world examination timetabling problems. It is complex and rich with many considerations related to hard and soft constraints. This provided us with valuable test data and insight into our proposed approaches. We believe that the problem model, as described in ITC 2007, can capture most of the requirements usually encountered in reality. It is interesting to note that competitors' ITC 2007 examination track results are still maintained at the competition website, where all problem instances are available. Many researchers are still interested in investigating their approaches using this track in a similar manner as the Toronto datasets did a decade ago, as demonstrated in (Bellio et al., 2021).

For the Yedtiepe dataset, although few prior works use this dataset, there is more clarity, consistency, and standard format than other datasets. Thus, this is the reason why this dataset is chosen for testing in this thesis. Furthermore, this dataset is in the same format
as ITC 2007 format, allowing testing this dataset by the same optimiser Muklason et al. (2017). The following section presents different algorithmic techniques that have been successfully applied to the university examination timetabling problem.

### 2.4 Algorithmic Techniques for the University Examination Timetabling

Since the 1990s, the examination timetable problem has been extensively investigated by the optimisation community. Surveys conducted by Carter et al. (1996) and Schaerf (1999) reviewed early approaches used to tackle the examination timetabling problem. From the more recent surveys by Qu et al. (2009b) and Gashgari et al. (2018), the timetabling solution methods can be typically classified into these categories: exact algorithms, graph colouring techniques, single-solution based meta-heuristics, population-based algorithms, hyper-heuristics, and techniques of decomposition or clustering. Hybrid algorithms, which combine the features of several algorithms, are generally viewed as the state-of-the-art in the application domain (Caramia et al., 2001; Merlot et al., 2003). Because of the complexity of the examination timetabling problem, precise methods (i.e. exact techniques) can be applied only on small-sized problem instances. Since the real problem instances that exist in practice are typically large scale, precise methods are often impractical in the time available. As a result, heuristic and meta-heuristic algorithms are used to tackle this problem.

Most of the existing algorithmic techniques utilised to tackle examination timetabling problems are based on single objective models. There are, however, a few studies that focus on the multi-objective approaches in the literature. Other approaches related to constructing exam timetables are graph colouring heuristics, fuzzy-based, decomposition, and neural networks.

### 2.4.1 Exact Techniques

Heuristics and meta-heuristics are approximation algorithms that only enumerate the search space partially and therefore do not guarantee an optimal solution. Exact techniques, however, can perform an implicit enumeration of the search space. Hence, these techniques are named complete techniques (i.e. algorithms) since they guarantee their optimality where the encountered solution is optimal (Talbi, 2009). These techniques can have an excessive time overhead, however, which is prohibitive for larger practical problems (Chen and Bushnell, 1996). Examples of these techniques involve Constraint Programming (CP) (Boizumault et al., 1996; Freuder and Wallace, 2005) and Integer Programming (IP) (Bosch and Trick, 2005).

Boufflet and Nègre (1996) applied exact approaches to tackle exam timetabling problem. In this work, three approaches were proposed (i.e. Tree Search, Tabu Search, and Computer-Aided Design System) and then an exact method based on the GC method was employed to explore the path in the tree. The tree search method was capable of tackling this problem. The proposed approach has only been applied to solve the examination timetabling problem of the University of Technology of Compiègne, however.

CP permits direct programming with constraints (Boizumault et al., 1996). This makes it possible to solve problems like the timetabling problem easily and flexibly. Two important characteristics of the technique include using backtracking, as well as logical variables. CP varies from other kinds of programming in that it stipulates the steps necessary for execution. In CP, however, only the properties which should or should not be in the solution can be stipulated (i.e. the hard constraints) ( Qu et al., 2009b).

Merlot et al. (2003) proposed a hybrid three-phase approach involving CP, Simulated Annealing, and Hill-Climbing. The CP implemented in this study was similar to that proposed in Boizumault et al. (1996). In the first phase, CP was performed in order to generate an initial feasible solution within a short time. In the second and third phases, Simulated Annealing and Hill-Climbing methods were employed to improve the quality of the solution. Kempe-chain neighbourhood structures were used to encourage the diversification of the search space (Thompson and Dowsland, 1996b). The aim also is that chains of conflicting examinations are swapped between two or more feasible periods. This hybridisation approach was tested over three different datasets (i.e. Melbourne, Toronto, and Nottingham).

IP involves a mathematical programming technique (Al-Yakoob et al., 2010). In this technique, the optimisation problem that should be solved must be created as an Integer Problem. When the objective function, as well as the constraints, are linear, and the entire problem variables are integer-valued, the IP problem is referred to as an Integer Linear Problem (ILP) . When both integer and continuous variables are present, however, the problem is referred to as a Mixed-Integer Linear Programming (MILP) (Feng et al., 2017). Schaerf (1999) surveyed a number of approaches utilising the MILP technique to school, course, and examination timetabling problems.

It is worth noting that the major advantages of the exact techniques are that they have a good performance in many problems. They can provide an appropriate solution to simple optimisation problems (Jansson and Knüppel, 1995). Furthermore, these techniques are easy to design and implement (Festa, 2014). Furthermore, they can easily incorporate assumptions to solve problems (Beheshti and Shamsuddin, 2013; Aladağ and Hocaoğlu, 2007). On the other hand, the significant disadvantage is that these techniques are inefficient when addressing large-scale and complex combinatorial optimisation problems such as examination timetabling problems (Beheshti and Shamsuddin, 2013). This is due to the techniques' inability to search exhaustively in search spaces that grow exponentially with the given problem size.

### 2.4.2 Constructive Heuristic Techniques

In the literature the most successful approaches exclusively dedicated to solving timetabling problems consist of two phases: the construction phase and improvement phase (Hertz, 1991). In the construction phase, an empty solution is constructed by an iterative approach, and this construction process is repeated until a final solution is completed. This process is often performed by utilising some heuristics (Burke et al., 2010c). In contrast, in the improvement phase, an improvement approach is employed to improve the quality
of the solution initially constructed in the construction phase until an optimal solution is obtained.

The next subsections describe the most widely-used approaches in the construction phase. Improvement heuristic techniques, meanwhile, are discussed in Section 2.4.3.

### 2.4.2.1 Graph Colouring Heuristics

Graph colouring (GC) heuristics are the most commonly used method in the construction phase. It is defined as the problem of colouring vertices of a graph with the fewest number of colours possible while ensuring that no two neighbouring vertices have the same colour (Carter et al., 1996). Examination timetabling problem, in its simplest form (without soft constraints), can be represented as a graph colouring problem where the vertices represent the examinations, and the edges represent the conflict between pair examinations, and the colour of the vertices represent different periods that are available in the exam timetable (Carter, 1986). A definition of the concepts and terms related to a graph can be found in (Burke et al., 2004b). An undirected graph $G=(V, E)$ is a representation that comprises a set of vertices, $V=v_{1}, v_{2}, \ldots v_{n}$ (representing the events) and a set of edges $E$ where every edge connects two distinct vertices (Garey and Johnson, 1979). If ( $v_{i}, v_{j}$ ) is an edge in a graph $G=(V, E)$, then vertex $v_{i}$ is adjacent to vertex $v_{j}$ (Burke et al., 2004b). In such a way, every vertex in the graph represents a distinct exam, and every edge represents a conflict between the two exams (connected vertices). The rule is that every adjacent vertex is coloured with a different colour where every colour represents a period in the timetable, and the number of colours used should be minimal (Garey et al., 1974).

To convert a simple graph colouring solution to a valid examination timetable, Figures 2.2 (a) and (b) show an example of a graph model for a simple examination timetabling problem. Figure 2.2 (a) presents a simple timetable which is converted to equivalent undirected graph colouring, i.e. in this example we attempt to schedule ten exams (denoted as $e_{1}$ to $e_{10}$ ). Figure 2.2 (b), represents the solution found using an optimal number of colours (periods), which is four periods (denoted as $p_{1}, p_{2}, p_{3}$ and $p_{4}$ ). Table 2.11 represents the solution (in timetable form) converted from Figure 2.2 (b). This figure shows that events $e_{1}, e_{9}$ and $e_{5}$ are scheduled in period $p_{1}$ events $e_{2}, e_{3}$ and $e_{10}$ are scheduled in period $p_{2}$ and so on.

| $p_{1}$ | $p_{2}$ | $p_{3}$ | $p_{4}$ |
| :---: | :---: | :---: | :---: |
| $e_{1}$ | $e_{2}$ | $e_{6}$ | $e_{4}$ |
| $e_{9}$ | $e_{3}$ | $e_{7}$ |  |
| $e_{5}$ | $e_{10}$ | $e_{8}$ |  |

Table 2.11 The graph colouring solution as a timetable.

Several graph colouring heuristics (i.e. Largest Degree, Weighted Largest Degree, Largest Enrollment, and Saturation Degree) have been proposed in order to construct a conflictfree timetable. These heuristics prioritise events according to the level of difficulty in the


Figure 2.2 A graph model for a simple university timetabling problem (a) An undirected graph; (b) A solution for the university timetable problem.
scheduling process. The rationale behind this is to ensure that the most difficult exam is scheduled first (Burke et al., 2004b). Examples of common graph colouring heuristics are in Asmuni et al. (2005a) and Burke et al. (2007). For more details on these heuristics (see chapter 3 ). Table 2.12 shows a brief description of the most common GC based heuristic orderings applied to examination timetabling problems.

| Ordering heuristic | Description |
| :---: | :--- |
| Largest Degree | Exams with a higher degree of conflicts are scheduled first. |
| Least Saturation Degree | Exams with least number of available periods are scheduled first. |
| Largest Enrollment | Exams with a higher degree of students' enrollment are scheduled <br> first. |
| Weighted Largest Degree | Exams with a higher degree of conflicts and a higher number of <br> students involved in the conflict are scheduled first. |
| Random Ordering | Exams are scheduled randomly. |

Table 2.12 The graph colouring heuristics in examination timetabling.

The graph colouring heuristics mentioned above were extensively studied in early scheduling research and are still in use today as an initialisation approach for meta-heuristics, or by completely integrating them with meta-heuristics in various ways. For instance, Appleby et al. (1961) applied graph colouring heuristic to create school timetables. Since that time, it has been extendedly used graph-based heuristic orderings to solve other types of scheduling problems. Largest Degree was the most commonly heuristic ordering employed in the earlier examination timetabling research (Broder, 1964; Cole, 1964; Welsh and Powell, 1967). The heuristic orderings Largest Enrollment and Largest Degree were used by Wood (1968), where exams that require the room with the largest capacity were chosen first. Thus, these exams were then ordered decreasingly by the number of exams in conflict. The same procedure was used for the second largest room and so on. Johnson (1990) also combined heuristic orderings Largest Enrollment, and Largest Degree, where it
has been considered them simultaneously through the simple linear combination of Largest Degree, with Largest Enrollment, multiplied by a varied weighted factor $w_{L E}$.

A study on the performance of these four heuristic orderings (i.e. Largest Degree, Saturation Degree, Weighted Largest Degree, and Largest Enrolment) was presented by Casey and Thompson (2002). The heuristic orderings were utilised to produce the initial solutions in the construction phase of a Greedy Randomised Adaptive Search Procedure (GRASP) algorithm. Roulette wheel selection was then used to select the next exam to be allocated from the top $n$ exams in the exam ordering. The appropriate value for $n$ was experimentally chosen depending on the total number of exams in the problem instance. The selected exam was then allocated into the first period that met all the hard constraints.

Foxley and Lockyer (1968) used a priority formula to order exams. This formula used all information concerning the exams extracted from the problem. Furthermore, a manual special priority setting was used in order to override other soft constraints. For example, final exams were given special priority and were timetabled first.

One of the main advantages of graph-based heuristics is they are capable of producing initial solutions in a shorter time and are easy to apply (Carter, 1986). Scheduling exams are conducted smoothly in a sequential manner by considering certain criteria to ensure that the scheduling process ends by allocating all the exams in the first (i.e. construction) phase. In some cases, however, it is difficult to assign the exams in the first attempt. This can have a significant effect on the initialisation process. Thus, the main disadvantage of graph-based heuristics is that a feasible examination timetable is not always achievable during the first phase. Furthermore, these heuristics are not sufficient to produce high quality initial solutions (Burke et al., 2007; Ayob et al., 2007b; Qu et al., 2009b). In the literature, different heuristic orderings have been examined. It has been demonstrated that determining which heuristic ordering would be most appropriate for any given problem is challenging (Carter et al., 1996). In addition, the investigation presented in Burke and Newall (2004) indicated that better solutions could be obtained during the initialisation phase by adaptively changing the heuristic ordering. A common observation in many approaches indicates that constructing high quality solutions in the construction phase should not be precluded from consideration. A study by Burke et al. (1998a) suggested that the use of an appropriate initialisation method for generating the initial solutions of an evolutionary algorithm for timetabling problems could substantially improve performance. Therefore, this observation led to the conjecture that this thesis concentrates on studying a new initialisation method that can simultaneously consider hard and soft constraints during the construction phase, which might improve the quality of the solutions obtained.

### 2.4.2.2 Fuzzy-based Techniques

The concept of fuzzy logic was first presented in 1965 by Zadeh based on the fuzzy set theory (Zadeh, 1965). Fuzzy logic is not logic that is fuzzy (i.e. not clear or vague), but it is the logic that aims to describe fuzziness by using fuzzy techniques. Basically, fuzzy techniques are utilised to represent and employ knowledge that is uncertain, ambiguous,
or imprecise and relates reasoning with linguistic terms.
In the more traditional propositional logic, each proposition or fact in real-life situations is represented by two values of the truth. These values are true or false. However, there is still some degrees of uncertainty that is not involved. The limitations of the traditional (i.e. crisp) logic are in describing uncertainties. On the other hand, the power of fuzzy logic is in handling such the limitations where it can measures the degree to which the proposition is correct. In fuzzy logic, numeric values between 0 and 1 are defined to each proposition or fact in order to present uncertainty where 0 is equated with completely false value and 1 is equated with completely true. Values between $(0,1)$ indicate partially false and partially true, and are described by linguistic expressions.

Zadeh (1975) proposed the term 'linguistic variable' to refer to a variable whose values are in the form of "linguistic expressions" instead of numerical values. For example, 'speed' is a linguistic variable with linguistic value 'fast'. 'medium' and 'slow' are other possible linguistic values for the linguistic variable 'speed'. These linguistic values are characterised by a fuzzy set (membership function) in a universe of discourse $U=[0,120]$, they might be interpreted as:

- 'slow' to be a speed below about 30 mph .
- 'medium' to be a speed around 65 mph .
- 'fast' to a speed above about 85 mph .

These linguistic values would be associated with fuzzy sets whose membership functions are are shown in Figure 2.3.


Figure 2.3 Membership functions for the linguistic variable 'speed'.

Fuzzy methodologies have been investigated for other timetabling problems such as aircrew rostering by Teodorović and Lučić (1998), driver scheduling by Li and Kwan (2003) and nurse rostering by Auf'm Hofe (2001). Fuzzy-based techniques have been applied successfully to timetabling problems (i.e. examination and course timetabling problems). In the specific context of examination timetabling, Asmuni et al. (2005b) used a fuzzy technique to solve the examination timetabling problem. In their work, several sets of two graph colouring heuristics were combined, and the examinations were ordered based on the difficulty of timetabling them. The approach is based on three ordering heuristics
derived from GC strategies (i.e. largest enrolment, saturation degree, and largest degree) and three combinations of two heuristics. The fuzzy approach is used in Asmuni et al. (2005b) to evaluate input variables, which are the knowledge obtained from the heuristics, and these then help to generate an exam weight as an input variable. In order to obtain a feasible examination timetable, the examinations were ordered based on decreasing examination weight values and allocated in the exam timetable in such a way as to satisfy all hard constraints. The approach used a strategy named 'bumped back'. This strategy is used to 'unschedule' ('bump back') any exams that were already assigned earlier in order to maintain feasibility and avoid an infinite loop. In this work, conflicting exams are moved from the selected period (i.e. a period that has been selected randomly from the list of periods) into another valid period and inserting the current unscheduled exam (i.e. skipped exam) into the selected period or the need to use the bump back strategy where it 'bumps' the scheduled exams (exams which cause conflict) back to the unscheduled exam list in order to make periods available for the skipped exams (i.e. exams that could not be assigned in the first attempt and are recorded on a 'skipped list' due to no valid free-conflict period was available). The work showed that a tuning procedure needed to be employed to improve the quality of solutions.

Petrovic et al. (2005) applied a fuzzy technique to meet two hard constraints. The first constraint was the front-load constraint, where examinations with the largest number of students must be timetabled earlier. The second constraint was that students should have a sufficient break time between two adjacent exams. Fuzzy sets and fuzzy rules were employed for determining the degree of constraint satisfaction and acquiring the satisfaction degree for each constraint. The approach was verified on the Toronto benchmark sets.

Asmuni et al. (2009) also implemented a fuzzy technique to construct solutions for examination timetabling problems. Three criteria were presented in this work in order to show the performance of the approach. The first criterion was the penalty weight compared with other construction heuristics. The second criterion was the number of bump-back strategies required for each dataset. The last criterion was the processing time for a static and dynamic heuristic for each combination. The results showed that the approach was capable of obtaining a better result than other approaches on the Toronto benchmark set.

Generally, researchers who have applied fuzzy-based techniques have frequently enumerated the many advantages and disadvantages that these techniques offer Behrooz et al. (2018). Most studied examination timetabling problems revealed that these techniques have the ability to mimic how human timetabling experts (i.e. (timetabling officers) construct real-world exam timetables (Asmuni et al., 2005a). When soft constraints are considered during the construction phase, the satisfaction of a soft constraint is often satisfied or not satisfied when binary logic is applied. Thus, another advantage of fuzzy techniques is that the degree of satisfaction of these constraints can be measured (Petrovic et al., 2005). Each soft constraint is satisfied to a certain degree. In addition, these techniques also help to maximise the satisfaction degree of any constraints where the quality of constructed solutions is considered higher if all the soft constraints have a high degree of satisfaction. As stated in Zimmermann (1996), fuzzy techniques are advantageous of combining multiple sources of information, Asmuni (2008) successfully combined multi-
ple heuristics simultaneously in the construction process by using fuzzy methodologies in order to provide a measure of the difficulty of allocating exams.

Fuzzy techniques do have some disadvantages, however. The main disadvantage of applying the fuzzy methodologies is that producing initial solutions take more computational time. Moreover, tuning the best fuzzy model (i.e. best set of membership functions for the given set of rules) requires more time to guide the constructive algorithm used. Furthermore, the membership functions are not fixed where they differ in each problem (i.e. there is no generic fuzzy model that suits all problem instances) (Asmuni et al., 2009).

### 2.4.2.3 Decomposition Techniques

The basic idea behind decomposition is to "divide and conquer", as as an optimal solution could be achieved more easily and quickly for smaller sub-problems utilising relatively simple approaches (Carter, 1983). Decomposition techniques are another way to resolve complex problems, especially those with a large search space. The technique works by dividing the problem into sub-problems that can be solved more easily and then provide opportunities to improve the quality of the obtained solutions. The early assignment of certain sub-problems can affect the feasibility, however (Qu et al., 2009b).

A few studies have attempted to apply decomposition techniques to the examination timetabling problem. Burke and Newall (1999) incorporated the memetic algorithm with a decomposition method for solving the examination timetabling problem. The approach in this work is a multi-stage approach that divides problems into sub-components, effectively meaning that scheduling takes place on one group at once. The backtracking and forward-checking strategies are employed in order to verify the feasibility of solutions. Experimental results showed that the approach considerably enhanced the quality of the solutions and reduced the amount of time taken to find those solutions when tested on three instances (i.e. car92, kfu93 and pur93) of the Toronto dataset and one large instance (i.e. Nott) of the Nottingham dataset.

Qu and Burke (2007) investigated the potential of an adaptive decomposition approach for producing an initial solution for the examination timetabling problem. Their approach involved two stages. In the first stage, the aim was to generate a complete solution. First, the problem was split into two groups, with the first group consisting of difficult exams (determined based on the feasibility of the exams in the prior iteration). The size of this group is always changed based on an assessment of the examinations at the end of each iteration. After the first stage (i.e. the constructive stage) an adaptive decomposition was applied. At this point, the approach proceeded to the improvement phase where the exams in the second group (the 'easy' exams) were then reordered so as to improve the quality of the generated solutions. This work also introduced the concept of a set of 'boundary examinations' between the difficult and easy sets. The approach was tested on the Toronto benchmark datasets and found to be an effective and simple technique compared with other techniques.

In Kendall and Li (2008), the decomposition technique combined a number of examinations that had common features into one examination in order to simplify the problem. This
combining of examinations was based on a criterion of compatibility that measures the viability of the combination and this helped to decrease the size of the search space when constructing the examination timetable. The study demonstrated that the approach can improve the solution quality, although it requires high computation time, particularly for large-sized problem instances. This approach, so far, has been tested on only one instance (i.e. the sta83) of the Toronto benchmark datasets where it has shown competitive results.

Abdul-Rahman et al. (2014b) extended the study presented by Qu and Burke (2007). The approach separated the exam timetabling problem into two sets (i.e. a difficult set and an easy set). Initially, the scheduling process assumed that all exams could be placed easily, but the difficult set was gradually increased as infeasibility became evident during the process. The difficult set therefore consisted of those exams that can cause hard constraint violations in order to schedule them in different ways. The approach also presented a boundary set which is located between the two sets (i.e. the difficult and easy sets), with all exams in this set considered as difficult exams. Roulette wheel selection was performed within a prefixed size in order to shuffle the best exam ordering.

Many advantages can be enumerated for using the decomposition techniques. Many authors stated that the decomposition techniques require less computational work than traditional methods (Bulut et al., 2004; Momani and Odibat, 2006; Wazwaz, 2005). Other advantages include splitting up a problem into smaller sub-problems helps solve the problem more efficiently where the decomposition techniques are employed where the number of variables and constraints is often significantly reduced in the individual models and becomes less difficult to solve (Stefansson et al., 2011).

There are, however, some evident disadvantages of the decomposition algorithm. In the examination timetabling problems often have a high number of exams that have to be timetabled. Decomposition technique for timetabling might be more efficient if they consider subsets of exams, rather than the whole set of exams (Carter, 1983). The technique allocates subsets of exams sequentially, adding the exams from the current subset into an already created timetable. Each subset is small enough to be tackled by other approaches. However, The major disadvantage of such a decomposition is that feasibility often could not be achieved due to early assignment of certain sub-problems (Qu et al., 2009b).

### 2.4.2.4 Neural Networks

The basic idea behind neural networks is derived from systems of neurons in the human brain. Researchers were aiming to understand human behaviour and the thinking process by modelling human brain development (Porto-Pazos et al., 2011). Even now, many prominent researchers in the neural networks field have a background in psychology. In a neural network algorithm, interconnected 'brain cells' (i.e. input, hidden and output layers) inside a computer can manipulate data to allow the computer to understand patterns, learn things, and make decisions in a human-like manner (Haykin, 1999). The input layer includes neurons that transmit information to the hidden layer in the same way as sensory neurons do in biological neural networks. The hidden layers are made up of neurons that link to other neurons on a neighboring hidden layer or the last layer (i.e.
the output layer), and they are where the majority of the processing occurs. In addition, there are neurons responsible for showing the output in response to the provided inputs in the output layer (Haykin, 1999). Neural networks are capable of learning from their experiences and adapting to changes in the environment. The learning begins using two approaches, supervised learning and unsupervised learning (Ansari and Bakar, 2014).

Corr et al. (2006a) implemented a neural network for constructing an examination timetable. GC heuristics, as well as the Kohonen self-organising neural network, were employed in this approach in order to train the regularities of the defined input feature vector. In the construction process, a measure of the difficulty of scheduling examinations is determined before proceeding to ordering and assigning the examinations. The most difficult examinations must be scheduled first to a period. During the construction process, therefore, three groups of examination (i.e. early, middle, late) were categorised by the neural network using three graph heuristics. Toronto's collection of benchmark examination datasets was used to verify this approach. The work illustrated that neural networks could be used to generate feasible solutions to the examination timetabling problem.

The advantage of the neural network is that it can be self-learning, learning decision making like a human, and easy to implement by a computer (Dong et al., 2019). On the other hand, The disadvantage is that it is arduous to understand its reasoning process and reasoning basis. Moreover, when the information is insufficient, it loses the ability to work (Ansari and Bakar, 2014). Another disadvantage is that the computional time taken to obtain the solutions depends on the neural network size. High computational time are required if the size of the neural networks are large. In addition, training the large neural network are often not conducted in shorter time (Whitley et al., 1995).

### 2.4.3 Meta-heuristics and Improvement Heuristic Techniques

Classical search methodologies such as dynamic programming, integer linear programming (Kanit et al., 2009) and Graph Colouring (Burke et al., 1994b, 1995b) are usually ineffective and inefficient for tackling resource-constrained problems. Accordingly, metaheuristic algorithms such as Simulated Annealing, Tabu Search, Hill-Climbing, Ant colony, and Evolutionary Algorithms have become widespread in the optimisation area in recent years because of their robustness, ability to satisfy a large number of constraints, modelling capability and effective solutions to many real-world problems such as airline crew scheduling, round-robin sports scheduling, nurse scheduling, etc. (Burke and Petrovic, 2002; Petrovic and Burke, 2004; Lewis, 2008; Babaei et al., 2015b; Kochetov, 2016; Tein and Ramli, 2010; Lewis and Thompson, 2011; Deng and Lin, 2011).

The 'meta-heuristic' term was presented for the first time by Glover in 1986 by joining the Greek prefix "meta" that means beyond or of high-level with heuristic which is from the Greek heuriskein and means "to search". A meta-heuristic is formally defined, however, as "an iterative generation process which guides a subordinate heuristic by combining intelligently different concepts for exploring and exploiting the search space, learning strategies are used to structure information in order to find efficiently near-optimal solutions" (Osman and Laporte, 1996). Many additional, similar definitions have been provided, e.g. by

Voß et al. (2012), Glover and Laguna (1993), and Glover and Laguna (1997).
Blum and Roli $(2003,2008)$ summarised the principal characteristics of meta-heuristics as follows:

- Meta-heuristics are considered as strategies to direct the search process.
- The objective is to explore the search space as efficiently as much as possible in order to find near optimal solutions.
- The complexity degree of meta-heuristics algorithms ranges from simple procedures to complex learning processes.
- They are considered approximate and often non-deterministic.
- Meta-heuristics can be combined with intelligent mechanisms to avoid getting trapped in confined areas of the search space.
- Meta-heuristics are problem-independent techniques.
- Nowadays, the advanced meta-heuristic techniques utilise search experience (adding memory for saving the properties of the best solution reached until that moment) in order to guide the search toward "good" regions of the search space.

In the context of the present survey, meta-heuristic techniques can be categorised into onephase optimisation algorithms, two-phase optimisation algorithms, and algorithms which allow relaxation (Teoh et al., 2015). With regard to one-phase optimisation algorithms, both the hard and soft constraints are satisfied at the same time, whereas in the twophase optimisation algorithms, all hard constraints are satisfied first to obtain a feasible solution (timetable) before satisfying the soft constraints. With respect to algorithms allowing relaxation, the first stage will produce a population of high-quality feasible solutions (timetables) by concentrating on a particular main criterion and relaxing the other criteria. In the second stage, the algorithm starts searching for a compromise solution that satisfies as many of the soft constraints as possible without violating the solution obtained from the first stage. Obtaining high-quality feasible timetables requires computation time, however, and this can make it very difficult to obtain an optimal or even near-optimal solution within a short time period without violating any of constraints.

Problem instances can be tackled by algorithms that utilise both heuristics, as well as meta-heuristics. Heuristic algorithms are problem-dependent. This means that they can be adapted to a specified problem, whereby an advantage of the details can be taken. GC heuristics are, for instance, utilised to generate solutions for a specified timetable problem instance, but only the hard constraints are typically employed in the improvement phase (Carter and Laporte, 1996; Burke et al., 2007). Meta-heuristics, however, are problemindependent, meaning that they can be utilised to optimise any type of problem, and this in turn means that they can typically consider both the hard and the soft constraints simultaneously.

Meta-heuristic algorithms can be divided into two sub-types: single-solution meta-heuristics
and population-based meta-heuristics (Talbi, 2009). Single-solution meta-heuristics mainly aim at modifying and optimising one single solution; they maintain the search focused on the local regions. This type of meta-heuristic is, therefore, exploitation oriented. Examples include Hill-Climbing, Tabu Search, Simulated Annealing, Variable Neighbourhood Search, Great Deluge (Talbi, 2009), each of which is discussed in the following subsections. On the other hand, population-based meta-heuristics mainly aim at modifying and optimising multiple candidate solutions in parallel; they maintain the search focus on the whole space. This type of meta-heuristic is, therefore, exploration oriented. Examples include Genetic Algorithms, Ant Colony Optimisation, Memetic Algorithm, and Hybrid (Talbi, 2009). The next subsection discusses the categories of meta-heuristic approaches.

Many papers have described the advantages of the usage of meta-heuristic algorithms and how they can address the educational timetabling problems, such as Genetic Algorithm (Pongcharoen et al., 2008; Alves et al., 2017), Tabu Search (De Causmaecker et al., 2009; Islam et al., 2016), Simulated Annealing (Aycan and Ayav, 2009; Cheraitia and Haddadi, 2016), Ant Colony Optimisation (Lutuksin and Pongcharoen, 2010; Khair et al., 2018), the Great Deluge (Turabieh and Abdullah, 2011b; Burke and Bykov, 2016), Hyper-heuristics (Burke et al., 2007; Epitropakis and Burke, 2018), Evolutionary Algorithm (Sultan et al., 2008; Leite et al., 2016) and many more. In general, these algorithms show very promising results and have many advantages (Blum and Roli, 2003; Beheshti and Shamsuddin, 2013):

- They are robust and adaptive to changes in the environment and conditions.
- They can be used in tackling complex problems.
- They can incorporate other techniques to prevent becoming stuck in local optima.
- These algorithms can find promising areas of the search space in a reasonable computational time due to their ability to explore and exploit.
- They are easily applicable in parallel processing.

Although these algorithms have achieved satisfactory results in many domains, including in examination timetabling problems, they cannot provide a guarantee that optimal solutions will be found, and they have some unavoidable disadvantages. The following subsections discuss the most popular algorithms applied to the examination timetabling problems, moving from definitions and methodologies to advantages and disadvantages for each algorithm.

### 2.4.3.1 Hill-Climbing

Hill-Climbing (HC) is one of the simplest meta-heuristic local search methods, also called iterative improvement. The algorithm iteratively chooses the current solution and produces a neighbouring solution, If this is better than the preceding one, the method will move to that solution (Burke et al., 2005a). The termination condition for HC is applied when it is unable to find a better solution (Hansen and Mladenović, 2001). The fundamental pseudo-code of a HC for a minimisation problem is described in Algorithm 2.1 below (Hoos and Stützle, 2004) where $S o l$ is an initial solution, $S o l^{*}$ is any solution that
can be reached by modifying one element in the initial solution (a neighbour solution of the initial solution). $f(S o l)$ and $f\left(S o l^{*}\right)$ indicate the fitness value of the initial solution and the neighbouring solution, respectively.

```
Algorithm 2.1 Pseudo-code for a Hill-Climbing (HC) algorithm.
    Sol \(\leftarrow\) an initial candidate solution
    evaluate( Sol )
    while \(S o l \neq\) a local optimum do
        Choose an unevaluated neighbour Sol \(^{*}\) of Sol
        evaluate(Sol*)
        if \(f\left(\right.\) Sol \(\left.^{*}\right)<f(S o l)\) then
            Sol \(:=S o l^{*}\)
        end if
    end while
    Return Sol
        \(\Delta\) the best solution found.
```

Because HC is usually trapped in local optima, its performance is somewhat poor. In order to enhance its performance, therefore many researchers have hybridised HC with another method. For example, Tam and Ting (2003), Burke et al. (2003a), Abuhamdah and Ayob (2010a), and Abuhamdah and Ayob (2010b) successfully applied an enhanced version of HC with other methods to solve course timetabling problems.

Merlot et al. (2003) presented a hybrid algorithm for solving examination timetabling problems. The hybridisation included three phases: Constraint Programming, Simulated Annealing, and HC, where HC was employed to further improve solutions obtained. Their approach was tested on the Toronto, the University of Melbourne, and Nottingham benchmark datasets. In another study, Kendall and Hussin (2005b) investigated implementing a hyper-heuristic with HC to tackle examination timetabling problems from the MARA University of Technology. They found that their approach generated good quality solutions with respect to proximity cost.

Bykov and Petrovic (2016) successfully applied HC for the examination timetabling problem. Moreover, HC is a basis for some other meta-heuristic methods such as Simulated Annealing, Tabu Search, and Memetic Algorithms (see below). Other studies that have discussed HC with respect to the examination timetabling problem can be found in Mandal and Kahar (2015).

The main advantage of HC is that it is a simple method and easy to implement and hybridise with other algorithms. However, the disadvantage is that it is easily led to fall into local optima as it only accepts better solutions within a certain neighbourhood, without exploring other neighbourhoods.

### 2.4.3.2 Tabu Search

The Tabu Search (TS) method was introduced by Glover (1986). Glover and Laguna (1997) defined TS as: "A meta-heuristic that guides a local heuristic search procedure to explore the solution space beyond local optimality". TS has overcome the drawback of the HC method (stuck in local optima) by using a memory referred to as the "tabu list" that
is used to store the visited solutions in order to prevent the same solution being revisited in the future.

Algorithm 2.2 shows the pseudo-code of a TS for a minimisation problem (Martins and Ribeiro, 2006). $S o l_{0}$ is an initial solution and a neighbourhood of a solution $S o l$ is a set $N(S o l)$. Each solution $S o l^{\prime} \in N(S o l)$ is reached from Sol by an operation called a move. TBList means the tabu list (Glover, 1989). Procedure Select_Best_Neighbour returns the best non-forbidden neighbour solution Sol. If the TBList list is full, the oldest forbidden solution is removed from it (i.e. the TBList). The incumbent solution is inserted into the TBList and is replaced by the best neighbour Sol'.

```
Algorithm 2.2 Pseudo-code for a Tabu Search (TS) algorithm.
    Generate an initial solution Sol \(_{0}\) and set \(S o l \leftarrow S o l_{0}\)
    Sol \({ }^{*} \leftarrow\) Sol
    TBList \(\leftarrow \emptyset\)
    while stopping criterion is not reached do
        Sol' \(\leftarrow\) Select_Best_Neighbour \((N(\) Sol \() \backslash\) TBList \()\)
        if \(f\left(S o l^{\prime}\right)<f\left(S o l^{*}\right)\) then
            \(S o l^{*} \leftarrow S o l^{\prime}\)
        end if
        if \(\mid\) TBList \(\mid=\) Tabu List Size then
            remove the oldest solution from the tabu list (TBList)
        end if
        TBList \(\leftarrow\) TBList \(\cup\) Sol
        Sol \(\leftarrow S o l '\)
    end while
    return Sol*
```

Many researchers have applied the TS method to tackle university timetabling problems. The TS algorithm was first applied by Costa (1994) to university course timetabling problems, while Alvarez-Valdes et al. (2002) applied TS in the academic scheduling problem. The authors used two successive phases that consist of a main method employed to produce a clash-free feasible timetable and then a TS method to enhance the produced timetable. Because the TS behaviour depends on the neighbourhood structure to find the global optimum value, De Causmaecker et al. (2009) proposed four different techniques to diversify the neighbourhood structure (Swap move, Time-Swap neighbourhood, Room-Swap neighbourhood, and Time-Room Swap neighbourhood). These techniques were also called the horizontal swap because they involved content swapping within the same candidate solution.

Wilke and Ostler (2008) used TS to solve the problem of school timetabling. TS was compared to several algorithms (i.e. genetic algorithm, simulated annealing, and branch \& bound) with the aim of providing a software framework that can solve various timetabling problems. Simulated annealing generally was capable of obtaining the best result. TS, however, was able to improve the solution in a shorter computational time.

Mushi (2006) developed a TS method that generates course timetables by decreasing penalties over an invalid solution (i.e. timetable). The approach was tested on a dataset from the University of Dar-as-salaam. The results were compared with a manually constructed course timetable. In addition, termination condition was determined if there is no improvement after 1000 iterations. The findings revealed that their proposed system outperformed the manual system. A set of examples of the implementation of TS methods to solve examination timetabling problems can be found in Amaral and Pais (2016).

The TS method is considered a robust local search ability of the global iterative optimisation method. The advantage of using the TS method is that it uses a flexible memory of search history to avoid roundabout and escape the trap of local optima (Abido, 2002). However, the deficiency (i.e. disadvantage) is that sometimes the TS needs to reach a previously visited solution, so that roundabout is unavoidable and a better diversification strategy is required (Fouskakis and Draper, 2002). Other advantages are that a longer tabu list may cause longer computational time. In addition, the TS depends strongly on the initial solution and serial iterative search process (Zhang, 2011).

### 2.4.3.3 Simulated Annealing

Another HC-based method that attempts to avoid being trapped in local optima is Simulated Annealing (SA). The origins of the method are in statistical mechanics (the Metropolis Algorithm), and it was first introduced as a search algorithm for combinatorial optimisation problems in Kirkpatrick et al. (1983) and Černỳ (1985). It simulates energy levels in cooling solids to achieve a stable crystal lattice structure with a minimum energy state (Dong et al., 2019). The main idea is to accept uphill moves that lead to worse quality solutions than the current solution in order to escape from local minima while, during the search, the size of such uphill moves deemed acceptable effectively decreases.

The pseudo-code for a SA for a minimisation problem is described in Algorithm 2.3 (Aarts and Korst, 1989), where $K_{B}$ indicates to the Boltzmann constant and $T E$ are the temperature values (i.e. the temperature of the heat bath), which are selected depending on the cooling approach. Generally, the temperature remains fixed for the first generations before it is decreased by the annealing scheduler (Kirkpatrick et al., 1983; Skiundefinedcim and Golden, 1983; Luke, 2009). For minimisation problems, the algorithm starts from an initial solution $S o l_{0}$ and sets the temperature at $T E_{0}$ and then randomly searches different neighbourhoods gradually decreasing the value of improvement which can help to escape from local optima. For each $T E$, the inner loop is performed until thermal equilibrium is reached. At each iteration, a neighbour solution $S o l^{*}$ and the variation $\Delta E$ in the objective value are computed. The new solution $S o l^{*}$ replaces the incumbent if $\Delta E$ is less than zero, (i.e. if the new solution is better). The state transition is performed with probability $e^{-\Delta E /\left(K_{B} T E\right)}$ when the new solution is worse than the current solution. Once thermal equilibrium is met, the $T E$ is decreased depending on the annealing schedule. In most implementations, the new $T E$ is geometrically decreased, by the multiplication of the current $T E$ by a constant smaller than 1 .

```
Algorithm 2.3 Pseudo-code for a Simulated Annealing (SA) algorithm.
    Generate an initial solution \(S o l_{0}\) and set \(S o l \leftarrow S_{o l}\)
    Compute the initial temperature \(T E_{0}\)
    \(T E \leftarrow T E_{0}\)
    while stopping criterion is not reached do
        while thermal equilibrium is not reached do
            Obtain a neighbour solution \(S o l^{*} \in N(S o l)\) at random
            Compute \(\Delta E=f\left(\right.\) Sol \(\left.^{*}\right)-f(\) Sol \()\)
            if \(\Delta E<0\) then
                Sol \(\leftarrow\) Sol \(^{*}\)
            else
                if \(e^{-\Delta E /\left(K_{B} T E\right)}>\operatorname{random}[0,1)\) then
                    \(S o l \leftarrow S o l^{*}\)
                end if
            end if
        end while
        decrease \(T E\) according with the annealing schedule
    end while
    return Sol
```

SA has been extensively investigated and successfully applied to many areas, among them being examination timetabling. Johnson (1990) applied SA to a real-world examination timetabling problem. The SA was capable of producing a high-quality solution compared to manual techniques. Also, Thompson and Dowsland (1998) applied SA to the examination timetabling problem in order to reduce soft constraint violations. The approach solved the problem in two phases: in the first, it successfully obtained an initial feasible timetable, and then in the second optimised the generated timetable. An adaptive cooling schedule was also implemented.

Thompson and Dowsland (1998) and Dowsland and Thompson (2012) also applied SA to solve the exam timetable problem. They compared three neighbourhood operators (standard, in which the neighbourhood includes solutions produced by altering the colour of S-Chains, single vertex, and Kempe chains). They showed that the Kempe chains neighbourhood operator is the most efficient as this operator provided more flexibility to allow large and difficult exams to move within the timetable. For measuring the algorithm performance, eight examination timetable problem instances collected from various universities were used as tasted. Mühlenthaler (2015) explored the structure of the search space in the examination timetable problem and set up suitable conditions for the connectedness of clash-free timetables under the operation of Kempe-exchange.

The Kempe-chain move has been successfully employed in examination timetabling problems in order to escape from a local optimum during the search process, presented in studies by Casey and Thompson (2002), Merlot et al. (2003), Burke and Bykov (2006), Burke et al. (2010a), Shaker and Abdullah (2009), and Gogos et al. (2010). Generally, the Kempe-chain neighbourhood works over two subsets of exams, in which it selects


Figure 2.4 The one-pair Kempe-chain (a) before and (b) after the move.


Figure 2.5 The two-pair Kempe-chain (a) before and (b) after the move.
exams randomly and attempts to swap these exams between another two valid periods. Each subset of exams is linked by edges in order to represent the clashes between the exams (Thompson and Dowsland, 1996a). Figure 2.4 illustrates an example of the standard Kempe-chain (i.e. one-pair or one-move kempe-chain). In addition, two-pair Kempe-chain is another variant of Kempe-chain that have been employed in examination timetabling where includes exams connected within $k$ different periods (Thompson and Dowsland, 1996a; Tuga et al., 2007). Figure 2.5 presents an example of a two-pair Kempe-chain.

Frausto-Solís and Alonso-Pecina (2008) hybridised TS and SA algorithms to tackle the

ITC 2007 course timetabling problem. The method included two phases; a construction and an improvement phase. In the construction phase, SA was employed to construct a feasible course timetable. While in the improvement phase, SA was utilised to obtain a solution as close to the optimal solution as possible, within a determined time limit. The TS algorithm is employed whenever there is no improvement in the solution quality. The approach was capable of producing feasible solutions, although overall solutions quality was lacking. Further, the hybridisation of SA with other approaches in examination timetabling showed promising results. Other recent examples of the application of SA in examination timetabling problem can be found in Battistutta et al. (2017), Leite et al. (2019a), and June et al. (2019a).

The advantages of the SA algorithm are as follows (Selim and Alsultan, 1991). First, the SA algorithm could easily be hybridised as well as modified. Second, the SA does not "stick" to a local optimum solution. Third, it is also a high-performance algorithm, robust, and is relatively easy to code, even for complex problems (Zhang, 2011). On the other hand, it has some advantages. Application of the SA may require large amounts of computation time. Another disadvantage of SA is that more iterations are required to obtain the best solution. Moreover, it does not have a memory compared to the TS. Hence, previously visited solutions are possibly revisited (Zolfaghari and Liang, 1999).

### 2.4.3.4 Variable Neighbourhood Search

Variable neighbourhood search (VNS) is a local search meta-heuristic originally introduced by Mladenović and Hansen (1997) and Hansen and Mladenović (2001) for solving a set of combinatorial and global optimisation problems. During the local search, this approach changes more than one neighbourhood structure dynamically. The aim is to avoid getting trapped in local optima. This helps VNS explore the search space more effectively, jumping from the current solution to a new neighbourhood once a better new neighbourhood is found (Abdullah et al., 2005; Burke et al., 2010b). Furthermore, VNS is considered to be a descent-ascent approach that requires implementation of a shaking method and local search iteratively to obtain a high quality solution to a problem. Algorithm 2.4 below shows pseudo-code for a VNS algorithm for minimisation problem adopted by Mladenović and Hansen (1997).

A set of neighbourhood structure $N_{k}$ is determined first during the initialisation process where $k=1, \ldots, k_{\max }$ indicates the total number of neighbourhood structures used in the local search. $f(S o l)$ means the quality of the solution Sol. The VNS begins from an initial solution $S o l$ that is initialised randomly from the $k^{t h}$ neighbourhood. There are three steps in the VNS procedure (i.e. shaking, local search, and move) that are repeated until some stopping criterion is reached, such as a maximum number of iterations, a set number of non-improving iterations or a pre-set CPU time. Intensification and diversification often work together, so the main aim of VNS is to balance between them when it explores the search space. The local search step has an intensification purpose to converge to a good solution, whilst the shaking step is considered as a diversification method that helps to prevent cycling during the search process. In the shaking step, a solution $S o l^{\prime \prime}$ in the $k^{t h}$ neighbourhood of the current solution $S o l$ is chosen at random, where $\mathrm{Sol}^{\prime \prime}$ is considered

```
Algorithm 2.4 Pseudo-code for a Variable Neighbourhood Search (VNS) algorithm.
    Initial a set of neighbourhood structures \(N_{k}, k=1, \ldots, k_{\max }\)
    Generate the initial solution \(S o l_{0}\) and set \(S o l \leftarrow S_{0}\)
    while termination conditions not met do
        Set \(k \leftarrow 1\)
        while \(k \leq k_{\max }\) do
            Obtain a neighbour solution Sol \(^{\prime} \in N_{k}(\) Sol \()\) at random \(\triangleright\) Shaking step
            Sol \({ }^{\prime \prime} \leftarrow\) Local_Search \(\left(S o l^{\prime}\right) \quad \triangleright\) Local search step
            if \(f\left(S o l^{\prime \prime}\right)<f(S o l)\) then
                Sol \(\leftarrow\) Sol \(^{\prime \prime} \quad \triangleright\) Move step
                \(k \leftarrow 1\)
            else
                \(k \leftarrow k+1\)
            end if
        end while
    end while
    return Sol
```

as the starting point for the local search. Then the process continues by visiting the $k^{\text {th }}$ neighbourhood of the current solution $S o l$ sequentially until a local optimum $S o l^{\prime \prime}$ is found. The solution $S o l^{\prime \prime}$ is accepted if $f\left(S o l^{\prime \prime}\right)$ is better than $f(S o l)$. Note once a neighbourhood structure produces a better solution, the local search process restarts from the first neighbourhood $(k=1)$. Otherwise, $k$ is incremented (i.e. $k:=k+1$ ) and a different neighbourhood is used.

The VNS approach have been widely used in many optimisation areas. For instance, VNS was implemented to tackle a nurse scheduling problem (Burke et al., 2003b), a graph colouring problem (Avanthay et al., 2003), a median cycle problem (Pérez et al., 2003), and project scheduling problem (Fleszar and Hindi, 2004). The VNS approach has also been applied successfully to solve examination timetabling problems (Wong et al., 2005; McCollum et al., 2003).

A variable neighbourhood descent employing multiple neighbourhood structures was proposed by Wong et al. (2005) to solve an uncapacitated examination problem. Exploration and exploitation of the search space of solutions are considered when a different local search operator integrates for each neighbourhood structure. This approach was tested over 16 uncapacitated examination timetabling problem datasets from the Toronto, Nottingham, and Melbourne datasets. Experimental results showed that the approach performed well compared with other published approaches that related to these benchmark datasets.

A study by Burke et al. (2010b) has proposed hybridisation of a VNS with a genetic algorithm. The genetic algorithm in this approach was considered as a neighbourhood selector within a VNS approach, which means it worked at a high-level rather than being directly applied to solve the problem. The genetic algorithm intelligently carried out the search process by choosing the list of neighbourhoods from the variable neighbourhood Search framework. The aim was to prove that the solution quality was based on the selection of a neighbourhood. The approach was capable of solving the examination timetabling problem and obtaining high-quality solutions to the Toronto benchmark problems.

One significant advantage of the VNS is that it requires relatively few parameters that must be tuned (Burke et al., 2010a; Pérez-Peló et al., 2019). However, the major disadvantage is that the VNS implementation requires more execution time of solving large and complex problems (Burke et al., 2010a).

### 2.4.3.5 Great Deluge Algorithm

The Great Deluge algorithm (GDA) was first proposed by Dueck (1993). The GDA is considered to be a type of local search similar to SA. The GDA is much simpler than SA, however, since it allows worse solutions to be accepted based on some given conditions. It also requires only one parameter to be tuned, which is the " $U P$ " parameter. This parameter represents the 'rain speed' which influences the estimation of the quality of the obtained solution and the amount of computation time. This algorithm is simulated based on the analogy of a rising water level. Algorithm 2.5 shows a GDA algorithm pseudocode for a minimisation problem (Talbi, 2009). In minimisation problems, solutions are accepted by the " $U P$ " parameter if the cost value (objective value) is less than or equal to the current solution, which is always low in every iteration based on the decay rate. In a typical implementation of the GDA, the algorithm essentially begins with an initial water level as the quality of the initial solution, which is based on cost value. Then the level of water is decreased by an amount of decrease of the " $U P$ " parameter. The best value for this parameter is between 0 and 1 (Dueck, 1993), unless the algorithm needs a long computation time to explore the uncovered area of the landscape to reach good solutions. There are many variants form of GD in the literature such as Extended Great Deluge (EGD), Flex-Deluge (FD), and Non-Linear Great Deluge (NLGD). A detail discussion of these variants can be found in Sin and Kham (2012).

```
Algorithm 2.5 Pseudo-code for a Great Deluge Algorithm (GDA).
    Input: Level \(L\)
    Sol \(\leftarrow\) Sol \(_{0} \quad \triangleright\) Generation of the initial solution.
    Choose the rain speed \(U P \quad \triangleright U P>0\)
    Choose the initial water level \(L E V E L\)
    Repeat
    Generate a random neighbour Sol \(^{\prime}\)
    if \(f\left(S o l^{\prime}\right)<L E V E L\) then
        Sol \(\leftarrow\) Sol' \({ }^{\prime} \quad \triangleright\) Accept the neighbor solution.
        \(L E V E L=L E V E L-U P \quad \triangleright\) Update the water level.
    end if
    Until Stopping criteria satisfied
    Output: Best solution found.
```

Burke and Newall (2003) applied the GDA to examination timetabling problems to increase the quality of the initial examination timetables that could be obtained. In the initialisation phase, the examination timetables were constructed by an adaptive ordering method that was taken from Burke and Newall (2004). The performance of the GDA was compared with two local search algorithms, namely, HC and SA. In this study, several
termination conditions were specified where the number of iterations for which the algorithm would be run was determined (i.e. two million iterations), stopping prematurely if there is no improvement in the solution quality after a certain number of iterations (i.e. one million iterations). The approach was tested on the Toronto problems. Experimental results showed that the GDA performance outperformed both HC and SA.

Furthermore, in Burke and Bykov (2006), in an extension of their work in Burke et al. (2004a), the flex-deluge algorithm was also proposed and implemented for solving the examination timetabling problems. Some modifications were made to the GDA and HC that helped to propose novel acceptance criteria are based on a flexibility coefficient. Updating the flexibility coefficient helped to explore the landscape effectively and guide the approach to avoid certain moves. Kempe chain neighbourhood (Thompson and Dowsland, 1996b, 1998) was used in order to fulfil all hard constraints. The approach has been verified on the Toronto benchmark datasets, achieving some of the best results in the literature at this time.

McCollum et al. (2009) investigated an extended GDA for solving examination timetabling problems from the Second International Timetabling Competition 2007 (ITC 2007). This approach consisted of two phases. In the first phase, the work was focused on employing the adaptive ordering heuristics proposed by Burke and Newall (2004) where the initial solution was constructed. The solutions were improved in the second phase (i.e. the improvement phase using a reheating mechanism). The approach was capable of returning good solutions compared to other published results.

Turabieh and Abdullah (2011b) incorporated a heuristic operator (i.e. an electromagneticlike mechanism) with the GDA in order to solve capacitated and uncapacitated examination timetabling problems widely studied in the literature. The principle of the electromagnetic-like mechanism was based on Particle Swarm Optimisation (PSO) method first proposed by Birbil and Fang (2003). In this work, the initial solutions were generated by using the GC heuristics (i.e. saturation degree, largest degree and largest enrolment) (Balakrishnan, 1991; Weitz and Lakshminarayanan, 1997; Carter et al., 1996). The aim was to move towards the uncovered area of the search space so as to reach the global optimum where the decay rate of the GDA was frequently decreased. This helped the approach to decrease the probability of being trapped by a local optimum. The approach was competitive compared with other approaches where it obtained the best results on the Toronto and ITC 2007 benchmark datasets.

As aforementioned, the GDA algorithm has been successfully applied to timetabling problems and many optimisation problems. The GDA algorithm has an advantage over other algorithms in that it is simple and needs less effort to implement (Nahas et al., 2008; Jaddi and Abdullah, 2013). In addition, it requires only one input parameter to be tuned (Sin and Kham, 2012). However, the GDA algorithm suffers from the disadvantage of getting trapped quickly in local optimum, most often with low-quality solutions (McMullan, 2007; Ghatei et al., 2012).

### 2.4.3.6 Genetic Algorithms

Genetic Algorithms (GAs) were first developed by Holland (1992) based on the concept of natural selection. Specifically, they apply the principle of evolution through recombination, selection of the fittest and mutation; in nature this principle leads to the enhancement of species that are better adjusted for survival in a given environment, but Evolutionary Algorithms use this to solve computationally hard problems. GAs are repeated population-based approaches; they first search a set of candidate solutions, then a series of genetic operators (selection, recombination, and mutation) are repeatedly applied (Hoos and Stützle, 2004). In every iteration, these genetic operators generate new candidate solutions, which are replaced with the solution in the current population (partially or completely). Every candidate solution has a cost value, which corresponds to the objective function value (Hoos and Stützle, 2004). The pseudo-code of the basic steps of a genetic algorithm are described in Algorithm 2.6 (Talbi, 2009). The following main steps summarise GAs (Davis, 1991; Mitchell, 1998):

Step 1: The problem variable domain is represented as a fixed-length chromosome, which identifies the number of chromosomes in the population (Popsize), the mutation probability is referred to as $(p m)$ and the crossover probability is referred to as $(p c)$.

Step 2: A fitness function is determined to measure the fitness value of each individual chromosome in the problem domain and this then becomes the basis for choosing chromosomes that will be 'mated' during reproduction.

Step 3: The initial population of chromosomes is generated randomly of size Popsize : $x_{1} ; x_{2} ; x_{3} ; \ldots ; x_{\text {Popsize }}$.

Step 4: The fitness value of each chromosome is computed: $f\left(x_{1}\right) ; f\left(x_{2}\right) ; f\left(x_{3}\right) ; \ldots ; f\left(x_{\text {Popsize }}\right)$.
Step 5: A pair of chromosomes is chosen for mating from the current population. The selection of parent chromosomes is associated with a probability that is related to their fitness. The probability of a chromosome being selected for mating increases in line with its fitness value.

Step 6: The genetic operators, mutation and crossover, are applied to the selected pair of chromosomes to create a pair of offspring chromosomes.

Step7: The created offspring chromosomes are placed in the new population.
Step 8: Step 5 will be repeated until the size of the new population becomes equal to the size of the initial population (Popsize).

Step 9: The new (offspring) population will be replaced with the initial (parent) chromosome population.

As we can see, a GA creates an iterative process in which each iteration is called a generation. A typical number of generations for a simple GA can range from 50 to over 500
(Mitchell, 1998). The entire set of generations is called a run. At the end of a run, we expect to find one or more highly fit chromosomes.

```
Algorithm 2.6 Pseudo-code for a Genetic Algorithm (GA).
    Generate the initial population \(P o p\) of solutions
    \(t \leftarrow 0\)
    Evaluate_Fitness(Pop)
    while stopping criterion is not reached do
        Parents \(\leftarrow\) Selection (Pop)
        Offspring \(\leftarrow\) Reproduction(Parents)
        Offspring \(\leftarrow\) Mutation (Offspring)
        Evaluate_Fitness(Offspring)
        Pop \(\leftarrow\) Select_Best (Offspring \(\cup\) Pop)
        \(t \leftarrow t+1\)
    end while
    return the best individual in Pop.
```

GAs can therefore be characterised by the following features:

1. The selection phase: a process for choosing individuals (corresponding to solutions of the optimisation problem) from the population. The selection's primary objective involves emphasising good solutions while eliminating solutions that are bad in the population so that the population's overall fitness becomes better. Also, the selection can copy good chromosomes amongst the current population into the population of the following generation. Roulette Wheel Selection, Rank Selection and Tournament Selection, etc. are among the generally applied selection methods.
2. The crossover phase: a process for creating new offspring individuals by combining the information contained in the parent individuals.
3. The mutation phase: a mechanism for producing a new solution by random disturbance of the previous solutions.
4. A rule for updating the population (solutions from the current population).

Since the GA generally promised successful implementations, it was utilised in many studies of the timetabling problems. For instance, Erben and Keppler (1995) studied a weekly course timetabling problem in which they used GA to allocate teachers, classes, rooms and course modules to a number of periods within a week. They generated random populations of feasible solutions during the initiation stage. The mutation was executed by allocating new rooms and periods at random and a "cycle crossover operator" was used to create feasible offspring. They tested the algorithm using a large data sample and showed that the algorithm was able to achieve positive results.

Blum et al. (2002a) used GAs to deal with university class timetabling problems, seeking to reduce the complexity of those problems by initialising a solution over a set of consecutive heuristic rules. Myszkowski and Norberciak (2003) applied two GAs to solve theoretical and real-world course timetabling problems. They described a hybrid GA system and briefly debated the architecture of the system with two distinct solution representations.

Their hybridisation system involved hyper-heuristics to set up the operating parameters of the algorithm and TS to speed up the solution finding process. They protected $20 \%$ of the population size ( $10 \%$ of most varied solutions and $10 \%$ of the best quality solutions) to produce promising solutions. The most varied solutions were selected according to their greatest distance from the rest of the population, and the best quality solutions were selected based on their best fitness cost from the population. The diversity measurement, i.e. the distance between two timetables, was generated through one of the following methods:

- Number of pairs of events organised with identical resources in the same period in both timetables.
- Number of events organised with identical resources in the same period in both timetables.
- Search space convergence: how often the tuple <period, event, resources> is represented in the whole population.

A number of distinct crossover operators were proposed by Lewis and Paechter (2004) (e.g. conflict-based crossover, sector-based, student-based and day-based). In order maintain feasibility after crossover process, a genetic repair function was applied. They tested their algorithm on TTComp2003 datasets. The results showed that the most effective crossover method was the conflict-based crossover, and that the algorithm was able to produce a great number of different feasible timetables in a sensible amount of time.

Massoodian and Esteki (2008) investigated GA-based approaches to solve the curriculumbased course timetabling in track 3 of the ITC 2007. The approach comprises two stages: construction and improvement. The first stage focuses on obtaining a feasible solution, while the second stage minimises violations of the soft constraints. Furthermore, at each stage, Local search is employed to further refind the best chromosome. The approach was able to obtain good quality solutions quickly compared to employing GA alone.

A genetic algorithm was also applied by Sutar and Bichkar (2012) to find a solution to a real university timetabling problem in India. The initial population was generated randomly and the parents were chosen for crossover according to their fitness values. Mutation was applied to all the generated offspring resulting from crossover. The implementation of mutation and crossover operators was not obvious in their research, however. In respect to soft and hard constraints, learning space capacities were not mentioned, and they did not give priority to lecturers' period availabilities, although maximum and minimum working hours per week were allocated.

Colorni et al. (1991) examined GAs applied to the timetable problem, as did Fang (1994). Wong et al. (2002) also solved the examination timetabling problem with a GA. The authors developed an automation tool for exam timetabling using GA, as well as a repair mechanism to tackle infeasible solutions. They tested their system at the École de Technologie Supérieure of the Université du Québec. Pillay and Banzhaf (2010) introduced a two-phase solution to the examination timetabling problem, where the first phase gen-
erated feasible timetables, and second phase improved these timetables by reducing the violations of soft constraints. The evolutionary process was guided by domain-specific knowledge as a heuristic approach and a crossover operator is not employed, with only a mutation operator applied.

Burke et al. (1995a) applied GAs to minimise the number of periods required for exam timetabling problems. They employed uniform crossover operators, different selection methods, two graph colouring heuristics (i.e. Largest Degree and Largest Colouring Degree), and a random heuristic. They also developed special heuristics in order to address two constraints (i.e. the number of periods and spreading conflicting exams). These heuristic crossover operators were proposed to prevent infeasible timetables from being created during the recombination process. The experimental results revealed that producing good quality timetables depends on integrating heuristics in crossover operators. Burke et al. (1995b) successfully implemented similar heuristic crossover operators for another set of more difficult timetabling problems.

Colorni et al. (1991) investigated applying the GA to the timetable case. Applying a GA to timetabling, as well as scheduling, has also been investigated by Fang (1994). Wong et al. (2002), meanwhile, applied the GA specifically to the examination timetable problem. They are an exam timetable automation tool, which is based on a genetic algorithm. A mechanism for repair has been developed to repair infeasible solutions, which are the results of applying the variation operators. This system has been tested at the École de Technologie Supérieure of the Université du Québec. Caldeira and Rosa (1997) approached the high school timetabling problem by utilising the genetic algorithm. Based on their algorithm, the researchers adopted a problem specific chromosome representation. They used a repair algorithm after the genetic operators to avoid searching through nonfeasible timetables and explored various fitness functions. In addition, Fernandes et al. (1999a,b) employed evolutionary algorithms intending to solve the problem of high school timetabling. Also, Pillay and Banzhaf (2010) applied a two-phase method to the examination timetable problem, where feasible timetables were produced in the first phase, and improvements were made to these in the second phase to reduce the costs of the soft constraints. Domain-specific knowledge in the form of heuristics was utilised to direct the evolutionary process, and only a mutation operator was utilised for the variation operators. Beligiannis et al. (2008) applied an evolutionary algorithm to a related school timetabling problem, and just as in the previous work, no crossover operator was utilised in the algorithm. Through this, the authors revealed that the use of mutation alone was adequate to obtain good new solutions. More research on using GA to solve course timetabling problem and how the diversity control is preserved can be found in Lewis and Paechter (2005), Blum et al. (2002a), Frausto-Solis et al. (2006), and Lewis (2012). In addition, Recent studies applying GAs to examination timetabling problems can be found in Obaid et al. (2012), Jha (2014), Gonsalves and Oishi (2015), Rozaimee et al. (2017), and Mohammed et al. (2017).

There are many advantages of the GA. The GA is robust and well-suited to apply to complex problems such as optimisation problems and in various domains such as Scheduling, Business, and Engineering (Zhang, 2011; Petrovski et al., 2005). Furthermore, the GA
is inherently parallel, where it applies to a population of candidate solutions rather than a single solution Cantu-Paz (1999). Another advantage is the random generation of the initial population which means that the GA is able to sample the whole solution space and not just a small region. Variation-inducing tactics, i.e. mutation and crossover, is advantageous to prohibit the GA from being trapped in one part of the solution space Sumathi et al. (2008). Although GA has been extensively used in various problems, it suffers from some disadvantages. The GA has the inherent disadvantages of premature convergence and unpredictable results (Beheshti and Shamsuddin, 2013). It does not offer guarantees with respect to convergence to the global optimum. Additionally, it utilises complex functions in the selection and crossover operators, and the encoding scheme often is complicated and time-consuming (Beheshti and Shamsuddin, 2013). Moreover, in order to guide the searching to find the global optimum, the GA is governed by several parameters (Zhang, 2011). Thus, the effectiveness of GA highly depends on the tweaks that are made to these parameters. Furthermore, The performance of the GA largely depends upon its operators (i.e. crossover and mutation operators). However, the crossover operators often cause violations of the problem requirements (i.e. hard constraint violations) (Raghavjee and Pillay, 2013; Umbarkar and Sheth, 2015). A repair mechanism usually follows the crossover operator in order to repairs the infeasible solutions. Consequently, a longer computational time is required for the GA to employ this mechanism.

### 2.4.3.7 Ant Colony Optimisation

Ant Colony Optimisation algorithm (ACO) was first proposed by Dorigo et al. (2006). It is inspired by the ability of ants to identify the shortest way to transport their food through their deposit of pheromone. This algorithm simulates the behaviour of ants, and is based on the principle of positive feedback. Every ant relies on pheromone trails that are left by other ants to choose a path in unknown surroundings, adding its own pheromone trails in turn. The probability of future ants choosing that path is increased when more ants pass the same way. This positive feedback in time motivates the ants to choose the shortest path. The algorithm known as the pheromone mode is developed based on a parameterised probabilistic model with different pheromone values. Each trail has a pheromone value, and it is updated during every run-time to get a bias towards high quality solutions (Dorigo and Blum, 2005). Dorigo et al. (1991) employed this principle in a search meta-heuristic. They designed an artificial ant colony, where ants generate solutions. The quality of each solution affects the probability of further solutions being constructed. In choosing solution components, the probability of choosing node $j$ by ant $k$, which is currently at the node, is calculated using the random proportional rule is determined by the following formula:

$$
P_{i j}^{k}=\left\{\begin{array}{cc}
\frac{\tau_{i j}^{\alpha} \times \eta_{i j}^{\beta}}{\sum_{k \in N_{i}^{k}}^{\tau_{i k}^{\alpha} \times \eta_{i k}^{\beta}}} & \forall j \in N_{i}^{k}  \tag{2.11}\\
0 & \text { otherwise }
\end{array}\right.
$$

Where $\tau_{i j}$ is the value of the pheromone path on the edge of connecting node $i$ to node $j$, the heuristic value of that edge is given by $\eta_{i j}$ where it indicates an estimation of the
partial solution constructed until the current step and which will guide the ants' search with problem specific information. $\alpha$ and $\beta$ represent the parameters which determine the effect ratio of the pheromone path (i.e. the pheromone information $\tau_{i j}$ on edge $(i, j)$ ), and the heuristic information $\eta_{i j}$ on edge $(i, j)$. The feasible neighbourhood of ant $k$ from node $i$ is given by $N_{i}^{k}$ (i.e. the set of nodes that have not yet been visited by ant $k$ currently located in node $i$ ).

The pheromone trail between node $i$ and event/student node $j$ marks the desirability of scheduling that event/student in that node. In each algorithm iteration, only one of the ants updates the pheromone trails based on the quality of the constructed solution candidate. The heuristic value $\eta_{i j}$ is controlled by the parameters (i.e. $\alpha$ and $\beta$ ) for each ant. It is important to note that the heuristic value is dynamically modified throughout the algorithm execution (Socha et al., 2003). It is set to zero when it is determined that the constraints of the problem would be violated if the edge $(i, j)$ were included in the tour, and to one otherwise. The pseudo-code of a ACO is illustrated in Algorithm 2.7 (Fidanova et al., 2019). The main pheromone trail update procedure is defined in Equation (2.12) where $\rho$ reduces the value of the pheromone (i.e. the reduction rate of the pheromone), and $\Delta \tau_{i j}$ is a new added pheromone, that is proportional to the quality of the solution. The value of the objective function measures the quality of the solution that is obtained by the ant.

$$
\begin{equation*}
\tau_{i j} \leftarrow \rho \tau_{i j}+\Delta \tau_{i j} \tag{2.12}
\end{equation*}
$$

```
Algorithm 2.7 Pseudo-code of a Ant Colony Optimisation (ACO).
    Initialise number of ants
    Initialise the ACO parameters: \(m, \rho, \alpha, \beta\)
    while stop condition is not reached do
        for \(k=0\) to \(m\) do
            ant \(k\) chooses start node
            while \(S o l\) is not constructed do
                ant \(k\) selects higher probability ( \(P_{i j}^{k}\) ) node
            end while
        end for
        Update pheromone trails
    end while
```

The important ACO parameters revealed in Algorithm 2.7 are: total number of ants $(m)$, local pheromone coefficient (i.e. influence of pheromone) $(\alpha)$, heuristic coefficient (i.e. Influence of heuristic information) ( $\beta$ ), pheromone evaporation (controls the rate at which historical information is lost $)(\rho)$.

The ACO has been applied to solve complex combinatorial optimisation problems, including timetabling, and surveys on the application of the ACO can be found in Dorigo and Blum (2005). The MAX-MIN ant system and the ant colony system (ACS) system were proposed by Socha et al. (2003) for solving university course timetabling. They aimed to minimise the number of violations of soft constraints in feasible timetables, specifically, minimising the probability of a student having more than one class per day and limiting
the number of classes that students have at the end of the day. The two algorithms begin with a population of ants and each ant builds a timetable by assigning all the events to periods. Ants choose periods probabilistically according to a matrix of pheromone values and heuristic information. The difference between the two algorithms lies in the ways in which pheromone values are updated. The ACS uses a special local update rule that is applied to the element which is selected in the pheromone matrix, symmetric to a certain period $(p)$ for an event $(e)$. It aims to decrease the probability of other ants choosing the same period for the same event, and to motivate them to choose other periods. When all events are assigned to periods, rooms are then assigned and a hill-climbing local search heuristic is applied to enhance the solution produced. The numbers of students attending and space capacities were taken into account as hard constraints. In addition to the local update rule, ACS uses a global update rule which sets lower and upper bounds to control the maximum difference between the lowest and highest pheromone levels. On other hand, The MAX-MIN ant system uses only a global update rule.

Dowsland et al. (2002) investigated the advantages of ant colony optimisation in examination timetabling. They attempted to distinguish between exam timetabling problems and random graphs by testing various modifications of the ant colony algorithm, such as assigning candidate exams lists first, as well as the impact of different measures of solution quality on the strength of the pheromone trail, etc. They revealed that these modifications could provide a foundation for extending the ant colony meta-heuristic to incorporate soft constraints.

Costa and Hertz (1997) developed a method called ANTCOL using ACO and a sequential heuristic for addressing graph colouring problems. In successive generations, each ant colours the vertices using dynamic (i.e. recursive largest first, saturation degree) or static (i.e. smallest last, largest first, random) constructive methods. The colour for each vertex is selected based on the probability value of the pheromone. The result of this experiment showed that the dynamic methods performed significantly better than the static methods. The importance of this research is that it highlights the promise of ACO for solving examination timetabling problems.

Dowsland and Thompson (2005) researched the application of ACO to the examination timetabling problem. The objectives of this study were to conduct a comparison between a set of random graphs observed by Costa and Hertz (1997) with the performance of ANTCOL on typical timetabling graphs, and to identify trail calculations, ANTCOL parameter values and promising constructive heuristic combinations. The results showed when ANTCOL was modified for application to the examination timetabling problem it was able to minimise the number of periods required for a feasible timetable comparing to the best published approaches in the literature. More details about ACO applied to exam timetabling problem can be seen in Azimi (2005).

The advantage of the ACO is that it is robust as it is capable of accepting any knowledge transferred by its pheromone trails (Mavrovouniotis, 2013). It is also versatile in dealing with a large range of combinatorial optimisation problems (Selvi and Umarani, 2010). Moreover, It also is inherently parallelised where it can easily search among a population in
parallel (Zhang, 2011). Furthermore, it can quickly adapt to dynamic changes such as new distances as it is inspired from nature, so it has adaptation capabilities due to pheromone evaporation (Bonabeau et al., 1999; Mavrovouniotis and Yang, 2013). ACO is strongly based on positive learning on learning from positive feedback (i.e. positive learning). By means of positive feedback, the ACO attempts to determine which solution components are required to assemble high-quality solutions (Nurcahyadi and Blum, 2021). On the other hand, the significant disadvantage of the ACO is that the probability distribution (i.e. probability rule to choose solutions) can change changed for each generation (Guntsch and Middendorf, 2002). Thus, the ACO does not guarantee the discovery of the optimal solution, although it is a stochastic and multi-directional search algorithm (Lutuksin and Pongcharoen, 2010). Blum et al. (2002b) and Dorigo and Blum (2005) also reported that the original ACO has a deficiency in bias deception known as the first order and second order deception which means that some solution components will be updated on average more frequently than others. This is why an optimum solution is not guaranteed.

### 2.4.3.8 Memetic Algorithms

Memetic algorithms (MAs) are evolutionary-based approaches integrated with local search techniques. MAs are more advanced versions of GAs in that they can improve an individual within a generation. This purpose is often achieved by repairing individuals in the population between generations or using local search methods such as HC. MA begins the search with a random initial population (Hoos and Stützle, 2004). In each iteration, the next generation of candidate solutions is obtained by applying mutation, selection, recombination and perturbative local search, and the search process ends when a number of termination criteria are satisfied (Hoos and Stützle, 2004). Algorithm 2.8 shows the pseudo-code of a simple MA (Hart et al., 2004).

```
Algorithm 2.8 Pseudo-code for a Memetic Algorithm (MA) .
    Initialise population
    Evaluate each candidate solution
    while termination criterion is not satisfied do
        Select parents
        Recombine to produce offspring
        Mutate offspring
        Improve offspring via Local Search
        Evaluate offspring
        Select individuals for next generation
    end while
```

An MA of two local search methods integrated with the GA for solving Socha's datasets was presented by Jat and Yang (2008). The explorative search ability of GAs is improved by the use of the exploitative search ability of these local search methods. Rossi-Doria et al. (2002) mentioned that MA did not perform well in the experiments with only the first local search, while MA is efficient for solving the problem (Naseem and Shengxiang, 2009). Later, Yang and Jat (2011) widened their work into more sophisticated approaches involving GAs with local search techniques and a guided search strategy, which they called EGSGA and GSGA, respectively.

Generally, their GAs were built based on a steady state GA where one offspring is generated in each iteration. The initial population is generated randomly, and they applied two local search routines to lead the search toward the local optimal solution. Six neighbourhood structures were used in those local search routines to allocate courses into periods, and then a matching algorithm was used to allocate periods and rooms to courses. The good solutions were chosen from the population and these were progressed to the rest of the genetic operators. After mutation, the created offspring were improved by the same local search routines as had been applied in the initialisation. Finally, TS was utilised along with three neighbourhood structures to further enhancement the fitness of the best solution achieved from the preceding local search routines. The results of the two algorithms showed that they were effective in creating good quality results, especially the EGSGA for both the TTComp2003 and Socha datasets. Jat and Yang (2011) also used MA (a GA with TS) to solve the ITC 2007 (Track 2) datasets.

The combination of a GA and HC optimisation was proposed by El-Sherbiny et al. (2015) to construct a university course timetable. The authors' objective was to minimise the violation of any soft constraints. A set of hard constraints regarding professors and teachers were assigned: a class must be assigned to just one teacher in a period, and the room cannot be assigned more than once at any specific period. In addition, a specific number of periods were defined per week and a class should attend a specific number of lectures per week. A cost function representing the utilisation of spaces was considered in the set of soft constraints. The cost function aimed to minimise the difference between the capacity of the learning space and the number of students attending.

In recent work presented by Leite et al. (2016) applied the memetic algorithms proposed by Neri and Cotta (2012) in order to solve the examination timetabling problem. The proposed method is based on the Shuffled Complex Evolution algorithm(SCE) (Duan et al., 1993) and is hybridised with the great deluge (GD) algorithm (Dueck, 1993). Thus, the population is arranged to sets, called complexes, which evolve using recombination independently and then local search operators. The crossover operator, which they developed, maintains the diversity of the population, as does the solution update mechanism. SoriaAlcaraz Jorge et al. (2012) used a different approach for tackling the course timetabling problem, namely a parallel model in a meta-heuristic algorithm. The developed parallel approach uses the methodology of a design model for tackling the problem.

The advantage of MAs is that their ability to examine the search space more efficaciously than local search routines or standard EAs (e.g. GAs) (Burke and Newall, 1999; Blum and Roli, 2003, 2008; Burke and Petrovic, 2002), and it is this advantage that has led to their pervasive application in various fields of optimisation. Moreover, so as to utilise the search experience, a memory is used to supply components of elite solutions for the recombination operator, like using within Tabu Search (as in Burke et al. (2003d), and Hertz (1991)). On the other hand, one of the most typical disadvantages of MA is their tendency to converge prematurely after a number of iterations (Črepinšek et al., 2013). Another disadvantage is that the MAs often possess numerous parameters leading to very time-consuming with an unclear tuning (Nalepa and Blocho, 2016).

### 2.4.4 Hybrid Meta-heuristics

Two or more algorithms are collectively and cooperatively hybridised in order to solve a predefined problem (Ting et al., 2015). The idea of hybridisation is to enhance performance by merging other algorithms with a meta-heuristics algorithm. Raidl et al. (2010) argue, however, that it is possible to do the hybridisation among the of meta-heuristic algorithms themselves. In addition, there are other methods to do the hybridisation process that include the hybridisation between meta-heuristics with operation research methods, problem specific algorithms or with any other artificial intelligence algorithms. The authors also discussed human interaction hybridisation. The hybrid method aims to combine the best characteristics of one technique with good or better characteristics available in other techniques. Note that hybrid methods have been represented in some of the methods that have already been described (to a lesser or greater extent). Many researchers have proven the effectiveness of the hybridisation method in examination timetabling.

Caramia et al. (2001) implemented hybridisation on various benchmark instances and they got the best known results. They added improvements steps after applying a greedy scheduler which assigns exams that are arranged based on the degree of conflict in turn to the lowest obtainable period with regard to the conflict free requirement. Also, Merlot et al. (2003) obtained the best known results by applying a hybrid method. Their method involved combining $\mathrm{CP}, \mathrm{HC}$, and SA for capacitated and uncapacitated examination timetabling. They used a CP method to create feasible initial solutions. SA was used to improve the quality of the timetable, where they employed a Kempe chain neighbourhood (Thompson and Dowsland, 1996b,a, 1998). After that, HC was used to further improve the timetable. Based on their experimental results, the hybrid method was found to be preferable to the other methods currently applied by Melbourne University and also obtained better results when used with other standard benchmark instances.

Burke and Newall (2004) applied the hybridisation process on the method used by Burke and Newall (2003) with GD algorithm used by Burke et al. (2004a). Their method presents the best known results on examination benchmark problems. Côté et al. (2005) presented another good approach to the implementation of hybridisation on the examination timetabling problem.

A three-stage hybrid approach was proposed by Merlot et al. (2003). In the first stage, CP method was utilised in order to generate an initial feasible solution. SA algorithm was employed in the second stage to improve the obtained solution. The final stage was also considered as improvement stage where a further enhancement was applied by implementing a HC algorithm.

Duong and Lam (2004) investigated a hybrid approach that can be composed of constraint programming and simulated annealing. This hybridisation has been used to solve the exam timetabling problem at the HoChiMinh City University of Technology. Simulated annealing was employed on the initial solutions constructed by constraint programming. A Kempe Chain neighbourhood was utilised within the Simulated Annealing, whose cooling schedule was empirically determined by using mechanisms and algorithms. Backtracking
and forward checking also were used to minimise the searching effort. The findings revealed that it is crucial to tune the components in hybridisation to solve the specific problems.

Hybridisation offers significant advantages in increasing the diversity in a population and enhancing the search capability of the developed hybrid algorithm (Ting et al., 2015). Hybridisation also provides an efficient behaviour and higher flexibility when suitable meta-heuristics are hybridised (Blum et al., 2011). For instance, the combination of a local search method and an evolutionary algorithm can refine solutions during searching. The evolutionary algorithm has the power of identifying the promising regions of the search space easily, while the local search method is effective to discover the best solutions of high quality in such promising regions, thus promoting efficient behaviour and higher flexibility. However, the disadvantages of these algorithms are the need for proper setting of the algorithm-dependent parameters, and a large number of iterations is required (Pei et al., 2019). Hybridisation increases the complexity of the hybrid algorithm as it is required extra components in the overall architecture of the hybrid algorithm. As a result, there is still some resistance to accept hybrid algorithms by researchers (Ting et al., 2015).

### 2.4.5 Hyper-heuristics

While meta-heuristics techniques are considered to be among the most efficient methods that can be applied to the benchmark data, their use to solve examination timetabling problems is affected by the reliance on parameter tuning, or the method of embedding domain knowledge (in other words, the hard coding of soft and hard constraints). This means that these techniques have to be tailor-made for one specific problem, and produce poor results when applied to different problems. While parameter tuning is a very effective way of enhancing the techniques, the task of tuning parameters to make the used techniques fit a new problem is equivalent to that of developing an entirely new algorithm. This has prompted many researchers to try to develop new methods that will work at a higher level of generality.

Hyper-heuristics (HH) is a promising approach in this regard, and has attracted substantial scholarly attention. The term hyper-heuristics can be represented as heuristics that select heuristics, where the attention is focused on the heuristics' search space instead of the solutions' search space, as is widely used in meta-heuristic-based implementations (Burke and Erben, 2003; Ross et al., 2003). Hyper-heuristics aims to allow the approaches to be more general, overcoming the fine-tuning, and problem-particular methods that often need great effort for a particular problem.

Meta-heuristics such as SA, TS and GA can be employed as a high-level strategy while constructive heuristics, such as graph heuristics and constraint satisfaction can be low-level strategies. Hyper-heuristic methods have been implemented successfully in order to tackle highly constrained optimisation problems such as timetabling (Burke et al., 2007), course timetabling (Burke and Newall, 2003; Soria-Alcaraz et al., 2014), examination timetabling (Bilgin et al., 2006; Burke et al., 2006), sales summit scheduling (Cowling et al., 2000), vehicle routing (Bai et al., 2007), etc. Ross et al. (2004) proposed a general steady state GA approach in order to construct solutions by search within a simplified search space of
problem state descriptions. The GA search was on heuristics instead of actual solutions. Three different fitness functions were tested in order to study the descriptions of the problem state (corresponding to heuristics) experimentally. The study showed that the proposed approach delivered promising results for course and exam timetabling problems and can be applied effectively to a wide range of problems.

The approach proposed by Sabar et al. (2012) involved constructive heuristics selection hyper-heuristics applied to the examination timetabling problem, where the ordering of all exams is dependent on a difficulty index (DI). In the latter, the work difficulty index is calculated using a hierarchical hybridisation of different graph colouring heuristics such as Largest Enrolment, Saturation Degree, Largest Degree and Largest Weighted Degree (as will be discussed in Chapter 3). Also, Roulette Wheel Selection was used to assign exams into periods. The proposed approach was tested on the Toronto and ITC 2007 datasets and showed promising and also competitive results when compared with the previous work in the literature. The most recently-published studies on examination timetabling problems with hyper-heuristics can be found in Soria-Alcaraz et al. (2016), Muklason et al. (2017), and Kusumawardani et al. (2019).

The significant advantage of hyper-heuristics is that they lead to a more general approach that can handle a wide range of problem domains compared to current meta-heuristic algorithms, which tend to be customised to a particular problem (Burke et al., 2013). Another advantage is that hyper-heuristics have the potential of saving a significant amount of effort as they can automate the process of tuning and choosing a heuristic to a given class of problem instances. This process is often the time-consuming and expensive part of the implementation of a heuristic (Burke et al., 2009). However, the major disadvantage of hyper-heuristics is that they are computationally more expensive compared to other heuristics as they often require an iterative process for training (Garza-Santisteban et al., 2020). In addition, designing and implementing hyper-heuristics is excessively expensive and very complicated for users to understand and maintain (Burke et al., 2003c).

### 2.4.6 Multi-objective Techniques

Multi-objective optimisation involves optimising two or more contrasting objectives simultaneously subject to a number of constraints (Deb and Deb, 2014). Multi-objective evolutionary algorithms (MOEAs) are effective to solve real-world and benchmark Multiobjective optimisation problems (MOPs) due to several reasons, which are: flexible and robust, fewer chances to be trapped in local minima, returning more than one optimal solution, and easy to implement (Guliashki et al., 2009). MOEAs are based on population, where the iterations are performed on a set of solutions (i.e. population), and after each generation, it returns a number of solutions. Multi-objective evolutionary algorithms can be divided into two classifications: elitist and non-elitist algorithms (Rudolph, 1994). Regarding elitist MOEA, there is a mechanism that can preserve good solutions in every iteration, while there is no such mechanism in non-elitist MOEA. Therefore, the performance of the non-elitist algorithm is often worst compared to the elitist algorithm.

In MOEA, a solution $a$ can be said to be better than (i.e. dominate) solution $b$, if it returns
equal or better objective functions on all objectives considered, and is strictly better on at least one. Furthermore, a solution is said to be non-dominated if there are no other solutions considered that dominate it. If no feasible solution dominates $a$, then solution $a$ is known as a Pareto optimal solution (Teich, 2001; Coello et al., 2007).

In general, the examination timetabling problem is often implemented just as a singleobjective problem. However, it is inherently a multi-objective optimisation problem (Burke et al., 2001, 2008). Researchers only take into account the number of clashes in an examination timetable. Burke and Newall (2004) declared that when the timetable is allocated a considerable number of periods, it is possible to eliminate the clashes, and Burke et al. (1995a) also declared that a longer timetable is needed to minimise conflicts. But, it is clear that the examination timetabling problem is a two-objective optimisation problem; the two objectives to minimise are the number of periods and the number of clashes. Ideally, such multiple conflicting cost functions should be minimised using multi-objective optimisation (Cheong et al., 2007).

Many studies of MOEAs have been presented recently. Malim et al. (2006), for example, applied three distinct artificial immune systems for both exam and course timetabling problems and claimed that the algorithm is convenient for the two timetabling problems. Later, however, they discovered a mistake in their code, and their research is invalid (Qu et al., 2009b). McCollum et al. (2007) provided a remarkable expansion to the combination of realistic instances of the ITC 2007 competition in the exam timetabling track. Comparing the new model with that used in the examination track with the Toronto one, the new model is used much more extensively since it is a lot of distinct soft constraints that are prepared in order to build timetables that achieve the requirements of the different individual parties. The violations in constraints have penalties, and this can lead to having a multi-objective optimisation problem.

Even though the examination problem has previously been represented as a multi-objective problem, Prida Romero (1982), Burke et al. (2001), McCollum et al. (2007), and McCollum et al. (2012a) have provided a new outstanding formulation that gives rise to new opportunities and obstacles. Each distinct penalty is given a weight in order to appear in the instances as single-objective problems. Although experience informs the weights that express the trade-off between penalties, the consequences of changing them need studying since they are still partially ad hoc.

A lot of previous researches were conducted on multi-objective method for exam timetabling using the Toronto dataset, as an uncapacitated exam timetabling problem. Also, to handle each constraint as a distinct objective function, as in works provided by Paquete and Fonseca (2001), and Petrovic and Bykov (2002), the standard objective function is being minimised by the objectives. For example, decreasing the number of periods and proximity cost. A lot of researches have been conducted for this work as Wong et al. (2004), Mumford (2010), Côté et al. (2005), Cheong et al. (2007), and Cheong et al. (2009).

Paquete and Fonseca (2001) studied bi-objective exams timetabling. In the problem formulation, the objectives are just the soft constraints, specifically between-group and within-
group. In between-group constraint, exams in a group have not to be scheduled at the same time with any exam from other groups, whereas in within-group constraint, exams in the same group have not to be scheduled on the same day. In this research, objective evolutionary algorithms are used to solve the problem. In addition, Petrovic and Bykov (2002) studied a nine-criteria and bi-criteria problem. Based on Burke and Newall (1999), in the bi-criteria problem, the objective function includes the number of conflicts; the students have two exams in adjacent periods, and students have to take exams in adjacent overnight periods, whereas the objective functions in the nine-criteria problem are based on Burke et al. (2001) and includes three groups related to room capacities, the proximity of exams, and finally the time and order of exams.

Wong et al. (2004) presented a study that applied a hybrid multi-objective evolutionary algorithm with two objectives. The first one, decreasing the number of students that must take a successive exam, and the second one minimising the timetable length and the number of periods. They represented a solution as a vector, including exams, and the value of each element represents a period. Two local searches that relied on the tabu search algorithm were applied instead of the crossover operators. The function of the first one is to reform the infeasible solution, and the second one is to decrease proximity cost. A random solution is generated without attention to its feasibility when the algorithm starts. Then the first local search algorithm utilises a one-move neighbourhood structure by moving the exams having a conflict to another period. After that, the second local search starts its work, where a VNS is simplified (Hansen and Mladenović, 2001) with two neighbourhood structures; that is one-move and Kempe chain. In addition, based on the Pareto Strength concept, the solutions are ranked (Knowles and Corne, 2000). The mutation operator is applied by allocating a random period to choose exams. The pre-defined mutation rate is identified for each exam.

Extended the work by Burke et al. (1995c), graph colouring heuristics is utilised by the reinsertion method to arrange the eliminated exams. A Pareto fitness ranking scheme, an expansion of the Pareto fitness ranking scheme, is used to rank the solutions (Fonseca, 1995) by penalising the rank when the length of the timetable is not within the required range of the timetable length. It is comparable to the goal sequence domination scheme (Tan et al., 2003). In order to exploit the optimal solution, hill climber and micro-genetic algorithm, which is GA with short evolution and small population (Dozier et al., 1994) are combined with the single objective function. Five problem instances of the Toronto dataset and one problem instance of the Nottingham dataset were used to test the implemented algorithm. The wanted length of the timetable is identified to three below, and three above the particular periods.

Cheong et al. (2009) declare that the implemented method executed well when they compared it with seven other recently applied optimisation approaches, and the best results for four out of the seven datasets were tested. It must be observed, however, that the objective was amended from the original version over the tested techniques that it compared to. There was also doubt about how they compared their results with prior results because the objectives are distinct.

Mumford (2010) applied for the same work where she optimised two objective functions, which were used to optimise the standard objective function (the spread of examinations for individual students), and at the same time, the proposed approach also minimised the length of the timetable. This approach also employed a greedy algorithm with a memetic algorithm to solve the problem. Although these are initial works for solving exam timetable problems, few recent studies have mentioned a multi-objective method for ITC 2007 dataset, despite the description of multi-objective for this problem being specified by Burke et al. (2008).

The most well-known multi-objective algorithms include NSGA-II (Non-dominated Sorting Genetic Algorithm-II) (Deb et al., 2002), SPEA (Strength Pareto Evolutionary Algorithm) (Zitzler and Thiele, 1998), SPEA2 (Strength Pareto Evolutionary Algorithm2) (Zitzler and Thiele, 1998; Zitzler et al., 2001), PAES (Pareto Archived Evolution Strategy) (Knowles and Corne, 2000), PESA (Pareto Enveloped based Selection Algorithm) (Corne et al., 2000), and PESA-II (Pareto Enveloped based Selection Algorithm-II)(Corne et al., 2001). These approaches have been successfully implemented to solve MOPs. Table 2.13 highlights the advantages and disadvantages of these algorithms (Konak et al., 2006).

| Algorithm | Advantage |
| :---: | :--- |
| NSGA-II | Single parameter tuned algorithm, and efficient. |
| SPEA | No need to define any parameter for clustering. |
| SPEA2 | Improved SPEA and extreme solutions are preserved. |
| PAES | Implementation is simple and computationally efficient. |
| PESA | Implementation is simple and efficient. |
| PESA-II | Extended version of PESA, and good solutions diversity. |
| Algorithm | Disadvantage |
| NSGA-II | Only objective space is considered when the crowding distance is applied. |
| SPEA | Clustering takes more time and extreme solutions may not get preserved. |
| SPEA2 | Rank assignment and diversity preservation methods are more time consuming. |
| PAES | Its performance depends on cell size, and does not belong to population-based <br> approaches. |
| PESA | Its performance depends on size of hyperbox. |
| PESA-II | Its performance depends on size of hyperbox. |

Table 2.13 Advantages and disadvantages of multi-objective evolutionary algorithms (MOEAs).

### 2.5 State-of-the-Art Meta-heuristics for the Examination Timetabling

The examination timetabling problem has become an interesting research area for a lot of researchers from various fields, such as operational research (OR) and artificial intelligence (AI). In spite of the extensive literature, the exam timetabling problem remains an interesting research topic as many emerging meta-heuristic techniques continue to offer promising results. This section provides a review of seminal works combined with state-of-the-art
approaches investigated in the area of research. Three popular examination timetabling problems, namely, The Toronto, ITC 2007, and Yeditepe datasets, are used for evaluating the performance of the proposed approaches in this thesis. As mentioned earlier, examination timetabling problems can be categorised as either capacitated or uncapacitated (Kahar and Kendall, 2010). The Toronto problem is considered a standard uncapacitated examination timetabling problem. Both the ITC 2007 and Yeditepe examination datasets are capacitated problems.

Surveys on state-of-the-art examination timetabling problem algorithms techniques, and formulations have been reported in previous studies, such as those of Carter et al. (1996), Schaerf (1999), McCollum (2007), Lewis (2008), Qu et al. (2009b), and Burke and Petrovic (2002). Furthermore, Tables 2.15 and 2.16 provide a survey of approaches for examination timetabling problems reported between 1967 until recent date. The name of the methods, examination datasets used, and number of examination datasets that have been used are given in these tables. We also extend the literature survey with recently-published literature summarised in Table 2.17.

### 2.5.1 Approaches Applied to the Uncapacitated Examination Timetabling

Yang and Petrovic (2005) apply a hyper-heuristic approach merged with case-based reasoning in order to select graph heuristics to create a feasible initial solution. A great deluge algorithm is then implemented to enhance the initial solution. The authors use hyper-heuristics to explore the search space of heuristics instead of searching for direct solutions. They applied their approach to the Toronto problem and obtained the best results in the literature for several instances at this time.

As mentioned in Section 2.4.3.7, the ant algorithm has been used to solve hard combinatorial optimisation problems, including exam timetabling (Dorigo and Blum, 2005). Eley (2007) implemented an ant algorithm and incorporated the ant systems and the max-min ant systems with two randomised strategies in order to find the pheromone trail and the constructive heuristic. Several parameters need to be considered during the implementation, such as the evaporation rate, the weighting factors, and the number of cycles, in order to make sure that the proposed algorithm worked efficiently. The proposed approach was tested on the Toronto benchmark sets, and obtained results that were competitive with the best published approaches.

Caramia et al. (2008) implemented a hybrid approach to tackle capacitated and uncapacitated examination timetabling problems. This study attempts to generate a high-quality exam timetable with small length (i.e. a minimum number of periods). The scheduling process starts with a greedy scheduler by attempting to assign examinations into the least number of periods as well as conflict-free slots. The approach also allocates exams by placing those with the highest conflicts first in order to identify the number of periods and ensure that all exams can be scheduled. Once the process has been completed, HC is employed as a 'penalty decreaser' to minimise the number of periods and maximise the quality of the timetable. The process continues until there is no more improvement.

At this stage, HC has applied again as a 'penalty trader'. This approach was tested on the Toronto and Nottingham benchmark sets and demonstrated an ability to produce high-quality solutions superior to many best-known approaches in the literature.

A late acceptance strategy was proposed by Burke and Bykov (2008), being a new variant of hill-climbing. They investigated the performance of the proposed method by applying it to uncapacitated exam timetabling problem (i.e. the Toronto benchmark sets). Although it is categorised as an iterative search method, it depends on a more sophisticated move acceptance mechanism. A new candidate solution is compared to solutions obtained from prior iterations. A list $C$ of length $L$ is created to store the cost function values of accepted solutions from each iteration. During the search iterations, a neighbouring solution with a better or equal cost value is accepted in the list.

In addition, Burke et al. (2010b) proposed a variable neighbourhood search (VNS) incorporated within a GA. In this work, different neighbourhood structures such as descentascent, biased VNS, and problem-specific neighbourhoods were investigated. Also, various initialisation strategies (i.e. greedy and a random construction technique) were applied. Although the proposed approach was capable of obtaining a high quality solution for one instance of the Toronto problem, it requires a relatively large amount of computation time.

Pillay and Banzhaf (2010) used a two-phase GA approach to solve the examination timetabling problem. In the first phase, GAs are used to generate feasible solutions for constructing the initial population. During the second phase, GAs are further utilised to generate feasible solutions from the previous phase, while attempting to minimise the cost of the soft constraint. They use domain-specific knowledge in the form of heuristics to guide the evolutionary process. The effectiveness of this approach has been verified on the Toronto benchmark sets.

Abdullah and Alzaqebah (2013) presented a hybridisation approach combining a modified bees algorithms with local search algorithms (i.e. simulated annealing, late acceptance hill-climbing). In order to exploit and fully explore the entire search space, they use three selection strategies (i.e. disruptive, tournament, and raking) and a self-adaptive technique. The aim of the selection strategies is to improve the diversity of the population, while the self-adaptive method is used to monitor the neighbourhood search and prevent the algorithm from getting stuck in a local optimum. The approach has been tested on thirteen instances of the Toronto and eight instances of the ITC 2007 benchmark sets.

In Leite et al. (2016), the proposed approach implements a memetic algorithm so-called "Shuffled Complex Evolution Algorithm" in which the population is organised into complexes (sets) that are evolved individually by using local search operators and recombination. Diversity of population is maintained by using various recombination operators and applying a special mechanism to update the solution. Fong et al. (2015) proposed a hybrid swarm-based algorithm to academic timetabling. The algorithm can be used in different university timetabling problems, namely both examination and course timetabling, and has been tested on the Toronto benchmark dataset and the Socha benchmark set, respectively.

Alzaqebah and Abdullah (2015) conducted two hybridisations using the bee colony optimisation algorithm ( BCO ) in both cases. The first hybrid couples the BCO algorithm with the HC algorithm by using late acceptance strategies, while the second hybrid couples BCO with SA. In comparison with others, the first hybrid achieves the best results for both datasets (Toronto and ITC 2007 problems).

A cellular memetic algorithm is proposed in Leite et al. (2018). It incorporates a cellular evolutionary algorithm with threshold acceptance local search to tackle the examination timetabling problem and is evaluated on the Toronto and ITC 2007 problems. Experimental results showed that the approach is able to improve on four out of thirteen instances of the Toronto set and three out of twelve of the ITC 2007 set.

Khair et al. (2018) developed an approach implementing an ACO, where the ant system (AS) has been used with the aim of obtaining good feasible solutions for university exam timetabling problems. The main purpose of this system is to optimise and discover paths ways based on index updating of the pheromone. The proposed approach was empirically tested over 33 instances of uncapacited examination timetabling problem from the Faculty of Informatics and Computing (FIC), University of Sultan Zainal Abidin (UniSZA). The experimental results showed that the performance of ACO was capable of solving the exam timetable scheduling problems generated from UniSZA and expanding between two or more adjacent exams for each student and obtaining good quality solutions. However, further improvements are needed for the proposed approach in order to solve public benchmark problem datasets and allow for the production of high-quality solutions.

### 2.5.2 Approaches Applied to the Capacitated Examination Timetabling

Müller (2008) sought to solve the three problems that were established by the ITC 2007 competition, winning two of them and being a finalist on the third. To solve the problems, he preferred a hybrid approach, which is organised in a two-phase algorithm. The Iterative Forward Search (IFS) algorithm is used in the first phase (Müller, 2005) so that feasible solutions, as well as Conflict-based Statistics, are obtained (Müller et al., 2004) in order that the IFS is prevented from looping. The second phase involves using multiple optimisation algorithms applied in the following order: HC (Russell and Norvig, 2010), GD (Dueck, 1993), and, optionally, SA (Skiundefinedcim and Golden, 1983).

Gogos et al. (2008) achieved second place in the Examination Timetabling track. Like Müller's approach, this involves two phases. The first phase commences with a preprocessing stage. In this stage, hidden dependencies between the exams are checked in order to accelerate the optimisation phase. The second stage is a construction stage using a meta-heuristic called Greedy Randomised Adaptive Search Procedure (GRASP). In this phase, optimisation methods can be applied in the following order: HC, SA, IP (the Branch and Bound procedure), finishing with the so-called 'Shaking Stage', which can only be applied according to certain conditions. This Shaking Stage 'shakes' the current solution by passing back to the SA phase in order to create a similarly good solution. This stage aims at forcing SA to restart with solutions that are more promising so as to generate better results.

Atsuta et al. (2008) won third place in the ITC 2007 Examination Timetabling track, as well as second place on other tracks, applying a similar approach in each case. The approach involves applying a constraint satisfaction problem-solver that adopts a hybridisation of TS, as well as Iterated Local Search (ILS).

De Smet (2008) differs from other approaches because he did not use a problem-specific heuristic, which is known to find a feasible solution. Instead, he used the Drool's rule engine called the drools-solver (Drools, 2020). The drools-solver involves a combination of optimisation heuristics, in addition to meta-heuristics with a very efficient score calculation. The score of the solution is the sum of the constraints' weight, which is being broken. After a feasible solution is found, he used TS to enhance the solutions obtained from the drools-solver.

A two-phase algorithm variant was proposed by Pillay (2008) using a developmental approach based on cell biology. The goal involves forming a well-developed organism through creating cells and proceeding with the cell division, cell interaction and cell migration processes. In this approach, each of the cells signifies a period. The first phase involves the process of creating the first cell, cell division and cell interaction, while the second phase involves cell migration.

McCollum et al. (2009) applied an adaptive ordering heuristic to construct solutions followed by an extended meta-heuristic version of GD. The approach was tested on the exam timetabling problems from ITC 2007. It was confirmed as an effective approach, obtaining the best results in five out of the eight instances.

Demeester et al. (2012) employed a hyper-heuristic based approach to resolve three timetabling problems: Toronto, ITC 2007, and the KAHO Sint-Lieven (Ghent, Belgium) timetabling problem. The authors applied a construction, as well as an improvement approach. In the event that no feasible solution is obtained in the construction phase, the algorithm continues with the improvement phase. Also, extra correcting actions can be performed to eliminate infeasibilities.

Gogos et al. (2012) proposed an enhanced algorithm version. The authors claimed that the enhanced behaviour is due to more sophisticated process flow, early detection of plateaus, added heuristics, as well as optimised data structures, which achieve the exploration of a much larger number of Kempe Chain moves.

An adaptive BCO was proposed by Alzaqebah and Abdullah (2014) combined with a late-acceptance HC algorithm. This proposed method was applied to the Toronto and ITC 2007 benchmark sets. Also, in a study that was recently conducted by Alzaqebah and Abdullah (2015), the researchers proposed a hybrid BCO to solve the examination timetable problem.

A single-stage procedure was proposed by Battistutta et al. (2017) based on the SA approach for the ITC 2007's examination timetable problem. Based on this method, nonfeasible solutions are included in the search space, dealing with appropriate penalties. A statistically-principled experimental analysis was conducted to investigate the parameter
selection effect. Then, a feature-based parameter tuning is performed. A memetic algorithm, called the cellular memetic algorithm, was proposed by Leite et al. (2018), involving a hybrid-based approach.

Muklason et al. (2017) proposed a multi-phase approach in order to solve the Toronto, ITC 2007, and Yeditepe problems and find good solutions that cloud match student preferences and meet their satisfaction. This approach consists of three phases. In phase 1, an initial feasible solution is produced by an adaptive heuristic ordering approach. Phases 2 and 3, respectively, use a selection of hyper-heuristics to improve the quality of the initial solution, and attempt to achieve fairness in the optimised solutions.

More recently, the structure-based partial solution search (SBPSS) by Rajah and Pillay (2019) improved on the best results of ITC 2007 Examination track. The SBPSS is a multi-point search approach that aims to solve this problem incrementally. Solutions are initialised partially, and at each generation, one solution component is selected randomly and added to each partial solution continuously. This process stops when all solution components are completely added to the solutions. Leite et al. (2019a) introduced the latest version of the Simulated Annealing algorithm, which is called "FastSA". In the approach provided, each chosen exam would only be changed if there were any permitted changes in the immediately preceding temperature bin the stated exam. Ten temperature bins have been developed, and FastSA has verified that an equal number of evaluations are carried out in each bin. If an exam does not have any accepted movement in the preceding temperature bin, the exam possibly would have few or zero accepted future movement. The proposed FastSA and the basic SA have been applied over the ITC 2007 exanimation scheduling problem. The experimental results showed that the proposed approach outperformed the basic SA for four out of twelve problem instances of the ITC 2007 and obtained result beating the best-known result over one problem instance of the ITC 2007. However, the proposed approach needs a large amount of computational time to produce final solutions compared to the with state-of-the-art approaches.

Various hyper-heuristic strategies were proposed by Muklason et al. (2017). They consist of combining several hyper-heuristics strategies, i.e. great deluge (GD), extended great deluge (XGD), and modified extended great deluge (MXGD) and different low-level heuristic selection strategies, including simple random (SR), reinforcement learning (RL), and self-adaptive (SA) learning. Therefore, nine hyper-heuristic strategies, as shown in Table 2.14, are introduced in this work and applied to the Yeditepe Benchmark Set. In addition, the author proposed three methods to construct feasible initial solutions involving adaptive ordering heuristics with hierarchical hybridisation of basic graph colouring heuristics, sequential construction with the maximal clique and saturation degree heuristic, and an adaptive linear combination ordering heuristic with a heuristic modifier based on squeaky wheel optimisation (SWO) (Joslin and Clements, 1999).

| No | Hyper-heuristics | Heuristics Selection Method | Move Acceptance Method |
| :---: | :---: | :---: | :---: |
| 1 | SR-GD-HH | Simple Random | Great Deluge |
| 2 | RL-GD-HH | Self-adaptive | Great Deluge |
| 3 | SA-GD-HH | Reinforcement Learning | Great Deluge |
| 4 | SR-XGD-HH | Simple Random | Extended Great Deluge |
| 5 | RL-XGD-HH | Self-adaptive | Extended Great Deluge |
| 6 | SA-XGD-HH | Reinforcement Learning | Extended Great Deluge |
| 7 | SR-MXGD-HH | Simple Random | Modified Extended Great Deluge |
| 8 | RL-MXGD-HH | Self-adaptive | Modified Extended Great Deluge |
| 9 | SA-MXGD-HH | Reinforcement Learning | Modified Extended Great Deluge |

Table 2.14 The strategy within Hyper-heuristics (HH) framework (Muklason, 2017).

| Approach | Method | Year | Examination Dataset |  |  | No. Examination dataset used | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Toronto | ITC 2007 | Other |  |  |
| Graph based sequential techniques | Reduction to Graph Colouring | 1967 | x | x | x | 0 | (Welsh and Powell, 1967) |
|  |  | 1981 | x | x | $\checkmark$ | 1 | (Mehta, 1981) |
|  |  | 1982 | x | x | $\checkmark$ | 1 | (Mehta, 1982) |
|  | Graph based ordering: saturation degree. | 1979 | x | x | $\checkmark$ | 1 | (Brélaz, 1979) |
|  | Largest weighted degree | 1996 | $\checkmark$ | x | x | 1 | (Carter et al., 1996) |
|  | Largest enrolment | 1968 | x | x | $\checkmark$ | 1 | (Wood, 1968) |
|  |  | 2004 | x | x | x | 0 | (Burke et al., 2004b) |
|  | Extended clique | 1998 | $\checkmark$ | x | x | 1 | (Burke et al., 1998b) |
|  |  | 2001 | $\checkmark$ | x | x | 1 | (Carter and Johnson, 2001) |
|  |  | 2004 | $\checkmark$ | x | x | 1 | (Burke and Newall, 2004) |
|  | Fuzzy system | 2005 | $\checkmark$ | x | x | 1 | (Asmuni et al., 2005a) |
|  |  | 2007 | $\checkmark$ | x | x | 1 | (Asmuni et al., 2006) |
|  | Neural network | 2006 | $\checkmark$ | x | x | 1 | (Corr et al., 2006a) |
|  | Backtracking | 1996 | $\checkmark$ | x | x | 1 | (Carter et al., 1996) |
|  | Look ahead | 2007 | $\checkmark$ | x | x | 1 | (Burke and Newall, 1999) |
| Constraint based techniques |  | 1997 | x | x | $\checkmark$ | 1 | (David, 1998) |
|  |  | 1999 | x | x | x | 0 | (Brailsford et al., 1999) |
|  |  | 1999 | x | x | $\checkmark$ | 1 | (Reis and Oliveira, 1999) |
|  |  | 2003 | $\checkmark$ | x | $\checkmark$ |  | (Merlot et al., 2003) |
|  |  | 2004 | x | x | $\checkmark$ | 1 | (Duong and Lam, 2004) |
|  |  | 2006 | $\checkmark$ | x | x |  | (Le Huédé et al., 2006) |
| Meta-heuristics: <br> 1) Local search based algorithms | Tabu search | 2000 | $\checkmark$ | x | $\checkmark$ | 2 | (Di Gaspero and Schaerf, 2000) |
|  |  | 2001 | $\checkmark$ | x | $\checkmark$ | 2 | (White and Xie, 2000) |
|  |  | 2002 | x | x | $\checkmark$ | 2 | (Paquete and Stützle, 2002) |
|  |  | 2002 | $\checkmark$ | x | x | 1 | (Di Gaspero, 2002) |
|  |  | 2004 | $\checkmark$ | x | x |  | (Di Gaspero, 2002) |
|  | Simulated annealing | 1996 | x | x | $\checkmark$ | 5 | (Thompson and Dowsland, 1996b) |
|  |  | 1998 | x | x | $\checkmark$ |  | (Thompson and Dowsland, 1998) |
|  |  | 1998 | x | x | $\checkmark$ | 1 | (Bullnheimer, 1997) |
|  |  | 2002 | $\checkmark$ | x | $\checkmark$ | 2 | (Merlot et al., 2003) |
|  | Great deluge algorithm | 2003 | $\checkmark$ | x | x | 1 | (Burke and Newall, 2003) |
|  |  | 2004 | $\checkmark$ | x | $\checkmark$ | 2 | (Burke et al., 2004a) |
|  |  | 2004 | $\checkmark$ | x | $\checkmark$ | 2 | (Burke and Newall, 2004) |
|  | Large neighbourhood search | 2007 | $\checkmark$ | x | $\checkmark$ | 2 | (Abdullah et al., 2007b) |
|  |  | 2007 | $\checkmark$ | x | x | 1 | (Abdullah et al., 2007a) |
|  | Variable neighbourhood search (VNS) | 2006 | $\checkmark$ | x | x | 1 | (Burke et al., 2010a) |
|  | Iterated local search | 2000 | $\checkmark$ | x | x | 1 | (Caramia et al., 2001) |
|  |  | 2002 | x | x | $\checkmark$ | 2 | (Paquete and Stützle, 2002) |
|  |  | 2008 | $\checkmark$ | x | $\checkmark$ | 2 | (Caramia et al., 2008) |
|  | Greedy randomised adaptive search procedure (GRASP) | 2002 | $\checkmark$ | x | x | 1 | (Casey and Thompson, 2002) |
| 2) Population based algorithms | Genetic algorithm | 1994 | x | x | $\checkmark$ | 2 | (Corne et al., 1994b) |
|  |  | 1994 | x | x | x | 0 | (Corne et al., 1994a) |
|  |  | 1995 | x | x | $\checkmark$ | 1 | (Ross et al., 1995) |
|  |  | 1997 | $\checkmark$ | x | x | 1 | (Ross et al., 1997) |
|  |  | 1999 | $\checkmark$ | x | x | 1 | (Terashima-Marín et al., 1999b) |
|  |  | 1999 | x | x | x | 0 | (Terashima-Marín et al., 1999a) |
|  |  | 2000 | x | x | $\checkmark$ | 1 | (Erben, 2000) |
|  |  | 2002 | x | x | $\checkmark$ | 1 | (Sheibani, 2002) |
|  |  | 2002 | x | x | $\checkmark$ | 1 | (Wong et al., 2002) |
|  |  | 2003 | $\checkmark$ | x | $\checkmark$ | 2 | (Ross et al., 2003) |
|  |  | 2004 | $\checkmark$ | x | x | 1 | (Côté et al., 2005) |
|  |  | 2006 | $\checkmark$ | x | $\checkmark$ | 2 | (Ülker et al., 2006) |
|  | Memetic algorithm | 1995 | $\checkmark$ | x | x | 1 | (Burke et al., 1995c) |
|  |  | 1998 | $\checkmark$ | x | x | 1 | (Burke et al., 1998a) |
|  |  | 1998 | $\checkmark$ | x | x | 1 | (Burke et al., 1998b) |
|  |  | 1999 | $\checkmark$ | x | x | 1 | (Burke and Newall, 1999) |
|  | Ant algorithm | 2005 | $\checkmark$ | x | x | 1 | (Azimi, 2005) |
|  |  | 2005 | $\checkmark$ | x | x | 1 | (Dowsland and Thompson, 2005) |
|  |  | 2007 | $\checkmark$ | x | x | 1 | (Eley, 2007) |
|  | Artificial immune algorithms | 2006 | $\checkmark$ | x | x | 1 | (Malim et al., 2006) |
| Multi-criteria techniques |  | 1995 | x | x | $\checkmark$ | 1 | (Colijn and Layfield, 1995) |
|  |  | 2000 | x | x | $\checkmark$ | 1 | (Burke et al., 2001) |
|  |  | 2002 | $\checkmark$ | x | $\checkmark$ | 2 | (Petrovic and Bykov, 2002) |
|  |  | -2004 | x | x | x | 0 | (Silva et al., 2004) |
|  |  | 2005 | x | x | $\checkmark$ | 3 | (Burke et al., 2005b) |
|  |  | 2006 | $\checkmark$ | x | $\checkmark$ | 2 | (Le Huédé et al., 2006) |
|  |  | 2007 | $\checkmark$ | x | $\checkmark$ | 2 | (Cheong et al., 2007) |
| Hyper-heuristics | Tabu-search based hyper-heuristic | 2005 | $\checkmark$ | x | x | 1 | (Kendall and Hussin, 2005a) |
|  | Graph-Based hyper-heuristic | 2007 | $\checkmark$ | x | x | 1 | (Burke et al., 2007) |

Table 2.15 Survey of approaches for examination timetabling problems by 2008.

| Approach | Method | Year | Examination Dataset |  |  | No.dataset used | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Toronto | ITC 2007 | Other |  |  |
| Graph based sequential techniques | Standard constructive graph colouring base heuristics | 2009 | x | x | $\checkmark$ | 2 | (Redl, 2009) |
|  |  | 2010 | x | x | $\checkmark$ | 1 | (Kahar and Kendall, 2010) |
|  |  | 2014 | x | x | $\checkmark$ | 1 | (Abdul-Rahman et al., 2014) |
|  | Adaptive hybrid heuristics | 2009 | $\checkmark$ | x | x | 1 | (Qu et al., 2009a) |
|  | Fuzzy multiple heuristic ordering | 2009 | $\checkmark$ | x | x | 1 | (Asmuni et al., 2009) |
|  | Roulette wheel graph colouring | 2009 | $\checkmark$ | x | x | 1 | (Sabar et al., 2009b) |
|  | Construction with grid resources | 2009 | x | $\checkmark$ | x | 1 | (Gogos et al., 2009) |
|  | Clustering and graph colouring heuristics | 2012 | x | x | $\checkmark$ | 2 | (Othman and Mashhod, 2012) |
|  | Rough set approach | 2011 | $\checkmark$ | x | x | 1 | (Thomas et al., 2011) |
|  | Adaptive selection of heuristics | 2014 | $\checkmark$ | $\checkmark$ | x | 2 | (Burke et al., 2014) |
|  | Adaptive decomposition and ordering strategy based on GC heuristics | 2014 | $\checkmark$ | x | x | 1 | (Abdul-Rahman et al., 2014b) |
| Meta-heuristics: | Integrated problem solving steering framework | 2012 | $\checkmark$ | x | x | 1 | (Thomas et al., 2012) |
|  | Rough sets | 2011 | $\checkmark$ | x | x | 1 | (Khader et al., 2011) |
|  | HC combined with neighbourhood structure | 2011 | $\checkmark$ | x | x | 1 | (Ahandani and Vakil-Baghmisheh, 2011) |
|  | Hybrid multi neighbourhood Tabu search | 2011 | $\checkmark$ | x | x | 1 | (Ab Malik et al., 2011) |
|  | Scatter search | 2009 | $\checkmark$ | x | x | 1 | (Sabar and Ayob, 2009) |
|  |  | 2010 | x | $\checkmark$ | x | 1 | (Gogos et al., 2010) |
| 1) Local search based algorithms | Tabu Search (TS) | 2009 | $\checkmark$ | x | x | 1 | (Sabar et al., 2009a) |
|  |  | 2012 | $\checkmark$ | x | x | 1 | (Pais and Amaral, 2012) |
|  | Great Deluge algorithm | 2009 | $\checkmark$ | x | x | 1 | (Abdullah et al., 2009) |
|  |  | 2015 | x | x | $\checkmark$ | 2 | (Mohmad Kahar and Kendall, 2015) |
|  | Integrated hybrid approach | 2011 | $\checkmark$ | $\checkmark$ | x | 2 | (Turabieh and Abdullah, 2011b) |
|  | Iterated two-stage multi-neighbourhood TS | 2009 | $\checkmark$ | x | x | 1 | (Ab Malik et al., 2009) |
|  | Variable Neighbourhood Search | 2009 | $\checkmark$ | x | x | 1 | (Qu and Burke, 2009) |
|  |  | 2010 | $\checkmark$ | x | x | 1 | (Burke et al., 2010b) |
|  | GRASP with hybrid meta-heuristic local search | 2012 | x | $\checkmark$ | x | 1 | (Gogos et al., 2012) |
|  | Intelligent Water Drop algorithm | 2014 | $\checkmark$ | x | x | 1 | (Aldeeb et al., 2014) |
| 2) Population based algorithms | Genetic algorithm | 2010 | x | $\checkmark$ | x | 1 | (Pillay and Banzhaf, 2010) |
|  |  | 2013 | x | x | $\checkmark$ | 1 | (Innet, 2013) |
|  | Memetic algorithm | 2012 | x | $\checkmark$ | x | 1 | (Abdullah and Turabieh, 2012) |
|  |  | 2012 | x | $\checkmark$ | x | 1 | (Özcan et al., 2012) |
|  | Evolutionary ruin and stochastic rebuild | 2015 | $\checkmark$ | x | x | 1 | (Li et al., 2015) |
|  | Hybrid fish swarm | 2011 | x | $\checkmark$ | x | 1 | (Turabieh and Abdullah, 2011a) |
|  |  | 2015 | $\checkmark$ | x | x | 1 | (Fong et al., 2015) |
|  | Hybrid artificial bee colony | 2011 | x | $\checkmark$ | x | 1 | (Alzaqebah and Abdullah, 2011) |
|  |  | 2013 | $\checkmark$ | $\checkmark$ | x | 2 | (Abdullah and Alzaqebah, 2013) |
|  |  | 2015 | $\checkmark$ | $\checkmark$ | x | 2 | (Alzaqebah and Abdullah, 2015) |
|  | An adaptive artificial bee colony and late-acceptance HC algorithm | 2014 | $\checkmark$ | $\checkmark$ | x | 2 | (Alzaqebah and Abdullah, 2014) |
|  | Memetic algorithm with harmony search algorithm | 2014 | $\checkmark$ | x | x | 1 | (Al-Betar et al., 2014) |
|  | Hybrid intelligent Water Drops algorithm(HIWD) | 2015 | x | x | $\checkmark$ | 1 | (Aldeeb et al., 2015) |
| Multi-Objective |  | 2009 | $\checkmark$ | x | x | 1 | (Cheong et al., 2009) |
|  |  | 2010 | $\checkmark$ | x | x | 1 | (Mumford, 2010) |
| Hyper-heuristics | Graph-colouring constructive hyper-heuristics | 2009 | $\checkmark$ | x | x | 1 | (Qu et al., 2009a) |
|  |  | 2012 | $\checkmark$ | x | x | 1 | (Pillay, 2012) |
|  |  | 2012 | $\checkmark$ | $\checkmark$ | x | 2 | (Sabar et al., 2012) |
|  | Monte-carlo hyper-heuristics | 2012 | $\checkmark$ | x | x | 1 | (Burke et al., 2012a) |
|  | Linear combination heuristics hyper-heuristic | 2012 | $\checkmark$ | x | x | 1 | (Burke et al., 2012b) |
|  | Adaptive selection of heuristics | 2014 | $\checkmark$ | $\checkmark$ | x | 2 | (Burke et al., 2014) |
|  | Hyper-heuristics with late acceptance strategy | 2012 | $\checkmark$ | $\checkmark$ | $\checkmark$ | 3 | (Demeester et al., 2012) |
|  | Novel Hyper-heuristic Approaches in Exam Timetabling | 2012 | $\checkmark$ | $\checkmark$ | x | 2 | (Soghier, 2012) |
|  | Scatter search hyper-heuristic | 2009 | $\checkmark$ | x | x | 1 | (Sabar and Ayob, 2009) |

Table 2.16 Survey of approaches for examination timetabling problems reported between 2009-2015.

| Approach | Methods | Year | Examination Dataset |  |  | No. Examination datasets used | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Toronto | ITC 2007 | Other |  |  |
| Graph based sequential techniques | Graph colouring heuristic with Simulated annealing | 2016 | $\checkmark$ | x | x | 1 | (Cheraitia and Haddadi, 2016) |
|  | Graph colouring based optimised algorithm | 2016 | x | x | $\checkmark$ | 1 | (Saharan and Kumar, 2016) |
|  | Nonlinear heuristic modifier of Graph Colouring Heuristics | 2017 | $\checkmark$ | x | x | 1 | (Abdul-Rahman et al., 2017a) |
|  | Web-based examination timetabling system | 2017 | x | x | $\checkmark$ | 1 | Abdul-Rahman et al. (2017b) |
| Meta-heuristics Local search-based algorithms | Simulated annealing | 2016 | $\checkmark$ | x | x | 1 | (Cheraitia and Haddadi, 2016) |
|  |  | 2017 | x | $\checkmark$ | x | 1 | (Battistutta et al., 2017) |
|  |  | 2019 | x | $\checkmark$ | x | 1 | (Leite et al., 2019b) |
|  |  | 2019 | x | x | $\checkmark$ | 2 | (June et al., 2019b) |
|  | Hill-Climbing | 2016 | x | $\checkmark$ | x | 1 | (Bykov and Petrovic, 2016) |
|  |  | 2017 | x | $\checkmark$ | x | 1 | (Burke and Bykov, 2017) |
|  | Great deluge algorithm | 2016 | $\checkmark$ | $\checkmark$ | x | 2 | (Burke and Bykov, 2016) |
|  |  | 2020 | $\checkmark$ | $\checkmark$ | x | 2 | (Mandal et al., 2020) |
| Meta-heuristics population based algorithms | Genetic algorithm | 2016 | $\checkmark$ | x | x | 1 | (Ishak et al., 2016) |
|  | Hybrid particle swarm Optimisation | 2017 | x | x | $\checkmark$ | 1 | (Marie-Sainte, 2017) |
|  | Ant colony algorithm | 2018 | x | x | $\checkmark$ | 1 | (Khair et al., 2018) |
|  |  | 2019 | x | x | $\checkmark$ | 1 | (Khair et al., 2019) |
|  | Memetic algorithm | 2016 | $\checkmark$ | $\checkmark$ | x | 2 | (Leite et al., 2018) |
|  |  | 2018 | $\checkmark$ | $\checkmark$ | x | 2 | (Leite et al., 2018) |
|  | Plant Propagation with local search | 2017 | $\checkmark$ | x | x | 1 | (Cheraitia et al., 2017) |
| Multi-objective Technique | Tabu Search multi-criteria approach | 2016 | $\checkmark$ | x | x | 1 | (Amaral and Pais, 2016) |
|  | Multi-objective approach based on weighted Tchebyceff scalarisation | 2017 | $\checkmark$ | $\checkmark$ | x | 2 | (Muklason et al., 2017) |
|  | Memetic multi-objective optimisation algorithm based on NNIA | 2017 | $\checkmark$ | x | x | 1 | (Lei and Shi, 2017) |
|  | Multi-Objective Based E-constraint method | 2017 | $\checkmark$ | x | x | 1 | (Btissam and Abounacer, 2017) |
|  | Fuzzy Grouping Genetic Algorithm for Multi-Criterion examination timetabling | 2017 | $\checkmark$ | x | x | 1 | (Mutingi and Mbohwa, 2017) |
|  | Memetic algorithm based on MOEA/D for the examination timetabling problem | 2018 | $\checkmark$ | x | x | 1 | (Mutingi and Mbohwa, 2017) |
| Hyper-heuristics | Hyper-heuristics and fairness in examination timetabling problems | 2017 | $\checkmark$ | $\checkmark$ | $\checkmark$ | 3 | (Muklason et al., 2017) |
|  | Great Deluge Based Hyper-heuristics | 2019 | x | x | $\checkmark$ | 1 | (Muklason et al., 2017) |

Table 2.17 Survey of approaches for examination timetabling problems reported in state-of-the-art.

### 2.6 Significant Challenges in the Examination Timetabling Literature

The literature study revealed that the most critical challenge encountered in this field is that the problem was often derived from an individual definition, and the quality of solutions obtained was measured differently. Consequently, many formulations of the examination timetabling problem were introduced, attempting to capture most aspects of the problem that most universities have to encounter every academic term. Hence, researchers have proposed several academic benchmarks to provide the examination timetabling community with a standard test base on which approaches can be tested.

From our review also, we have found that many approaches proposed in the literature involve multiple phases, which usually consist of an initialisation phase followed by optimisation phases. Graph colouring heuristics are among the most widely used methods in the initialisation phase. This is due to their significant strength, where they can construct good examination timetables within a short computational time and are also very easy to implement. Notwithstanding the advantages and capabilities of the graph colouring heuristics, many concerns found in the literature related to them:

- They can lead to early assignments, in which no feasible periods will be available for exams later in the construction process.
- High-quality initial solutions are missed during the construction phase as attempting to satisfy soft constraints are neglected.
- Current research trends in this field include using an adaptive method or hybridisation graph heuristics with other methods for ensuring the feasibility of the initial solution.
- They cannot appropriately address the complex examination timetabling problems and sometimes fail to produce feasible solutions.

These issues have potential ramifications for the optimisation process as a whole. Good initial solutions can facilitate the improvement technique to locate the optima (i.e. global optima or good local optima) (Rahnamayan et al., 2007; Clerc, 2008). On the other hand, starting from bad areas may prevent the approach proposed from obtaining the optima (Maaranen et al., 2004). Therefore, the initialisation phase should, we argue, be better considered a significant driver for obtaining better final solutions increases. I.e. starting the improvement phase with a good initial solution is necessarily result in a good final solution. Furthermore, a common disadvantage of all existing approaches is that they use an iterative procedure of improving an initial solution, where the search for the result takes place around this solution, and this means that the result directly depends on the initial solution, and there is a problem of its choice.

In our review of the literature, we have devoted the majority of our discussion towards the application of meta-heuristics to these problems. There are still other problems related to the improvement phase, which are particularly interesting to the research carried out in
this thesis. To date, there is no optimal solution to this problem as numerous parameters and constraints have to be taken into account. Furthermore, effort is required to adjust a number of parameters and enhance operators for particular problems to achieve highquality solutions to those problems.

Another challenge encountered is choosing an appropriate algorithm to improve initial solutions in the optimisation phase. This is because numerous algorithms that have been used to solve the examination timetabling problems. After reviewing the advantages and disadvantages of each algorithm applied to solve this problem, the genetic algorithm is chosen in this work due to its advantages compared to other algorithms. However, some issues related to the crossover operator have been revealed in the literature. Some GA operators also need to be enhanced.

As we have also seen, it is also quite common, particularly in examination timetabling applications, for authors to state that their approaches were able to obtain better results than previously produced results by published works in the literature. There are a number of potential pitfalls in comparison between these approaches. Some necessary information is not provided to conduct a fair comparison. Thus, there is a real need to develop a standardised analysis approach in order to analyse and fairly compare various examination timetabling algorithms.

Therefore, all of the above challenges discussed offer motivations for further research. In addition, the literature review and background study have provided us with some ideas for our further investigations.

### 2.7 Summary

A lot of work seen in the literature has focused on developing and tuning optimisation heuristics for examination timetabling problems, and for 'healing' mechanisms to fix putative solutions which break various hard constraints. In addition, much work has also been directed toward developing effective search heuristics in this domain in order to obtain high-quality exam timetables. In this chapter, constructive heuristic approaches such as graph colouring heuristics, fuzzy-based techniques, and neural networks have been introduced. Exact approaches, including integer programming and constraint programming, have also been successfully implemented to solve this problem.

This chapter has also presented various approximation algorithms, including heuristics and meta-heuristics, have been employed when the nature of the combinatorial optimisation problem makes an optimal solution intractable. These approaches have demonstrated great success in the area of examination timetabling problem. It can be observed that the most successful and effective approaches in the literature are typically the combination of graph colouring based ordering methods and meta-heuristics. Graph colouring-based ordering methods are often applied in the first phase to construct initial exam timetables. The quality of the obtained timetables are then improved by a meta-heuristic approach. Other recent approaches (i.e. hyper-heuristic, multi-objective and multi-criteria) were also presented.

The approaches discussed in this chapter offer many ideas for the following chapters that aim to propose methods to construct and tackle the examination timetabling problem. Furthermore, the Toronto, ITC 2007 examination timetabling track and Yeditepe benchmark sets are used to evaluate the performance of approaches proposed in this thesis. The next chapter discusses the implementation of a new initialisation strategy for constructing high-quality examination timetables.

## Chapter 3

## A New Initialisation Method for Examination Timetabling Heuristics

The work presented in this chapter was published in 2019 IEEE Symposium Series on Computational Intelligence (SSCI) (Alsuwaylimi and Fieldsend, 2019).

### 3.1 Introduction

Before tackling the examination timetabling pipeline, this chapter presents a new initialisation strategy for constructing initial feasible solutions for examination timetabling. The aim is to construct high-quality solutions for the benchmark examination timetabling problems widely studied in the literature with their standard single objective function.

As mentioned earlier, exam timetabling is classified in the class of NP-complete optimisation problem. The problem requires the scheduling of the exams corresponding to a set of courses, while satisfying a range of constraints determined by exam timetabling staff. There are commonly two types of constraints: hard constraints which must be satisfied for a solution to be viable (e.g. a student should not sit two exams at the same time), and soft constraints which we would prefer to satisfy, but are not absolutely necessary to meet (e.g. a student should not sit two exams in quick succession), see for example (Sigl et al., 2003). Concisely: satisfying all the hard constraints produces a feasible timetable; whereas soft constraints can be violated.

Many papers have proposed methods to construct examination timetables as discussed in Chapter 2. Often graph-colouring forms the basis, e.g. Carter and Laporte (1996) and Burke et al. (2007). Computational intelligence approaches such as Fuzzy Logic (Asmuni et al., 2005b) and Neural Networks (Corr et al., 2006a) have been employed, however the bulk of work in this area has employed methods from the broad area of evolutionary computation. For instance, Di Gaspero and Schaerf (2000), Kendall and Hussin (2005b), and White and Xie (2000) applied tabu search. Simulated Annealing was used in Burke
and Newall (2003), Thompson and Dowsland (1998), and Memetic Algorithms in Burke et al. (1995c), Burke and Silva (2005). Genetic Algorithms were used in e.g. (Burke et al., 1995b), Ant Colony optimisation in e.g. Dowsland and Thompson (2005) and Eley (2007), Particle Swarm Optimisation in e.g. Chu et al. (2006). The Great Deluge Algorithm in Burke et al. (2004a), and hybridisations of distinct heuristic methods in e.g. (Caramia et al., 2001) and Merlot et al. (2003). More recently Hyper-heuristic approaches have gained popularity (Muklason, 2017; Pillay and Özcan, 2019). The efficacy of an optimisation heuristic is often dependent on the initial population from which it starts. High quality and diverse initial solutions are generally thought to improve the subsequent performance of a timetabling algorithm (Burke et al., 1998a).

The initial population can be generated by a number of methods. Most commonly these attempt to generate 'high quality' solutions (i.e. ones that have low soft constraint violations, and preferably no hard constraint violations) so that the search is initialised in 'good' areas of design space. This minimises the subsequent run time required of the algorithm to find an acceptable solution. It is this area of algorithm design we are particularly concerned with in this chapter. Therefore, we propose a new initialisation approach, whose main novelty stems from the way it manages three interacting lists of examinations to allocate. Thus, these lists are arranged and processed in a step-wise fashion in order to provide a good satisfaction of hard and soft constraints.

The rest of the chapter is as follows. Section 3.2 describes popular initialisation approaches from the literature. Our proposed approach is outlined in Section 3.3. Experimental results and comparison are discussed in Section 3.4. Section 3.5 presents statistical analysis and discusses the results. Finally, a summary of the work conducted in this chapter is presented in Section 3.6.

### 3.2 Initialisation for Examination Timetabling Problems

Many researchers have studied initialisation methods for evolutionary algorithms (EAs) to help solve timetabling problems. Corne and Ross (1995a) proposed an initialisation method where a random operator was used to ensure diversity to support either a higher quality solution or a more random solution (hard constraints could be violated). They concluded that the strictness of the achievement of the hard constraints could result in an inferior ultimate outcome in regard to the soft constraints. However, it is hard to apply this method to problems that enforce a high plenty weight to the violation of the hard constraints. Corne and Ross (1995b) used this approach to initialise EAs, and presented a comparison between genetic algorithms (GAs), simulated annealing (SA), and multistart stochastic hill-climbing (MSSH) algorithms in regard to the performance when they started from both seeded solutions and random solutions. Their results show that the GA's performance was the worst among the studied algorithms when it started from random solutions. However, when the algorithms started from seeded solutions, the GA's performance increased to the extent that it performed the best, whilst the SA and MSSH were much less affected. Burke et al. (1995b) proposed a hybrid approach between heuristic measures and a roulette wheel-style method to enhance the solutions' quality while keeping
some diversity between them. Work presented in Burke and Newall (1997) studied the effect of random sequential initialisation followed by hill-climbing - each solution resulted in a better group of solutions than the former approach.

As discussed in Section 2.6.1 of Chapter 2, graph colouring heuristic algorithms are widely used to construct initial feasible exam timetables, see for example Carter and Laporte (1996), de Werra (1985), Qu et al. (2009b), Burke and Petrovic (2002), and Ayob et al. (2007b). To exploit the link between the two problems, some authors employed two-phase algorithms. In this algorithm, the GC heuristics can be used in the first phase so that an initial feasible solution is obtained.

The GC problem involves assigning colours to an element graph's type following certain constraints. The simplest sub-type is vertex colouring, which mainly aims to give several vertices, as well as edges unique colours so that no adjacent vertices are coloured the same. The goal in this case involves finding a solution with the lowest number of colours possible.

Considering the mapping between the GC problem and the examination timetable problem (see Chapter 2), GC heuristics like the Saturation Degree Ordering are very common for obtaining initial solutions. A number of graph colouring heuristics have been introduced in the literature and have been applied to the examination timetable problem (Carter, 1986). Among the different GC heuristics, Brélaz (1979) has investigated the application of the saturation degree heuristic (Cheong et al., 2009) to the examination timetable problem. The findings concluded that saturation degree is capable of obtaining lowerconflict timetables for all the datasets in comparison to the other graph colouring heuristics (largest degree, colour degree, extended saturation degree, and random). These heuristics will be discussed in more detail later in this chapter.

In the initialisation process, the exams are represented as vertices, while the edges are the conflicts between them. Immediately neighbouring vertices are assigned distinct colours. The colour therefore denotes the time period(s) in the timetable. These heuristic methods prioritise scheduling according to the level of the difficulty in scheduling (number or weight of edges) in order to schedule the most difficult exams first. It is widely recognised in the literature that one of the challenges in the process of assigning examinations is deciding which examination should be scheduled to which resource (i.e. room and period) first, and different ordering strategies have been utilised in this domain (for example, Broder (1964); Cole (1964); Peck and Williams (1966); Welsh and Powell (1967); Laporte and Desroches (1984); Burke et al. (1994b); Carter et al. (1994); Joslin and Clements (1999); Burke et al. (2004a); Rahman et al. (2009), and Kahar and Kendall (2010)).

In this work, four graph colouring heuristics have been applied on the basis of them being the most commonly-used such heuristics that have demonstrated the ability to obtain high-quality examination timetables (Asmuni et al., 2005b; Burke et al., 2007; Kendall and Hussin, 2005a). These are: Largest Degree (LD), Largest Weighted Degree (LWD), Largest Enrolment (LE), and saturation Degree (SD). These heuristics can be divided into two categories: dynamic and static heuristics (Qu and Burke, 2009). The LD, LE and LWD are considered static methods in which the value for each examination does not
change during the iteration. SD, meanwhile, can be categorised as a dynamic method since it conducts dynamic changes when any consecutive exam has been assigned. The sub-sections below describe each of these methods.

### 3.2.1 Largest Degree

The LD method was first utilised for tackling examination timetabling problems by (Broder, 1964). In this method, the degree represents the number of exams in conflict (i.e. exams are ordered in decreasing number of conflicts). This method gives the priority in scheduling to the exams that have the most conflicts with other exams.

Cole (1964) has employed this method to construct examination timetables. In that work, an examination conflict matrix was generated, which is a square matrix of dimension equal to the number of examinations. This matrix is used to determine any pair of examinations that are conflicting, as well as the number of students enrolled in these examinations.

In Peck and Williams (1966), the largest degree method of graph colouring was again presented as a means of solving the examination timetabling problem. Here, however, the ordering was modified by rearranging the allocation of exams to non-conflicting periods.

Welsh and Powell (1967) investigated the graph colouring method to identify the fewest number of colours (chromatic number) applied to the vertices of a graph. The aim was to construct a conflict-free graph in which two adjacent vertices did not have matching colour. The LD heuristic was capable of finding the colour of the vertices.

### 3.2.2 Largest Weighted Degree

LWD is the same as the LD, but it applies a weight to each conflict by counting the number of students participating in that conflict. As such, the priority in scheduling is given to core exams (Carter et al., 1996; ARANI and Lotfi, 1989) (i.e. those with largest conflicting cohorts).

### 3.2.3 Largest Enrollment First

Wood (1968) developed a university timetabling system for the University of Manchester. The LE was presented to determine exams that should be scheduled into timetables. This method depends on arranging exams so that those with the highest number of enrolled students are scheduled first.

### 3.2.4 Saturation Degree

As previously mentioned, SD is considered to be a dynamic ordering heuristic since it has the ability to colour vertices dynamically. This heuristic was first introduced by Brélaz (1979). The SD method was successfully applied to solve the examination timetabling problem (Rahman et al., 2009; Burke and Newall, 2004; Carter et al., 1996). In this method, the priority in assignment is given to those exams that have the fewest number of free periods for scheduling without violating of any hard constraints. In order to settle ties between exams, the LD approach is used.

### 3.2.5 Random Schedule Allocation

In addition to the graph-colouring approaches listed above, random schedule allocation (RD) is adapted widely to generate initial solutions in exam timetabling (Jha, 2014). RD orders the examinations list randomly and schedules exams into the first valid period satisfying the hard constraints. Exams are taken sequentially starting from the top of a randomly ordered list. If the scheduling process fails to obtain non-conflicting examination timetable (i.e. satisfy all hard constraints), the process is repeated with a new random ordering.


Figure 3.1 The Front Section (FS), the Middle Section (MS), and the Back Section (BS).

### 3.3 Proposed Initialisation Approach

We now propose a new algorithm to construct initial solutions for examination timetabling problems, that can be used as seed solutions for meta-heuristic algorithms. The proposed algorithm attempts to schedule the largest number of conflicting exams as possible in the first periods of a timetable, which we name the Front Section (FS), and in the last periods of the timetable named Back Section (BS) while also attempting to satisfy all hard and soft constraints. The number of periods in the FS and BS are equal to a given number of spread periods determined by the Period Spread (PS) constraint, which aims to spread each student's exams over a given number of periods. The overarching idea behind the proposed algorithm is to satisfy the PS constraint for each student of any exam scheduled into periods of the Middle Section (MS) (i.e. the periods after FS periods and before BS periods). Figure 3.1 shows the FS, MS, and BS sections, where the FS starts from the first period of the exam timetable until period N . whereas the MS starts
directly after period N and the last period of the MS is period K. The last section (i.e. BS) starts immediately after period K until the last period of the timetable. Furthermore, the solution is well constructed by creating a list of period objects composited of room objects that can contain exam objects. Each object type has its own properties used to check hard and soft constraints before scheduling exams in any room for a particular period.

In order to avoid violation of the PS constraint for an exam timetabled in any period, $T$, of MS, with period spread range $X$, then the $X$ periods before and after period $T$ must not contain any conflicting exam (i.e. an exam with students in common). On the other hand, if an exam is timetabled in the first period of the FS, then the number of periods $N$ that must not contain any conflicting exam is just the $X$ periods which fall after this period, so $N=X$. Also the same period range $N=X$ is used if an exam is timetabled in the last period of the BS, where just the $N$ periods that fall before the last period must be free of conflicting exams. In case an exam is timetabled in the second period of FS, then the number of periods $N$ that must have no conflicting exams in order to satisfy the PS constraint is $N=1+X$ (one period falling before and $X$ periods falling after that period $T)$. Also, scheduling an exam in the period before the last period of BS requires the same period range, $N=X+1$ (i.e. $X$ periods falling before and one period falling after period $T)$.

Timetabling an exam in the third period of FS or in the third period before the last period of BS requires $N=X+2$ and so on until the period number becomes equal to PS (i.e. the last period in the FS or the first period in the BS). Then $N=(X-1)+X$, which is still lower than timetabling an exam in any period of MS, which will require $2 X$ periods $N=X+X$ having no conflict exam(s) to satisfy the PS constraint. More clarification on the method described above is shown in Figure 3.2.

According to the proposed method, for each period the available rooms of a timetable are ordered increasingly by their capacities, also the exams are ordered in three lists which are: Front List (FL), Back List (BL), and Middle List (ML). Each list initially contains all exams to be scheduled.

$N=2 X=10$ periods ( 5 periods before and 5 periods after falling that period $T$ )

$N=1+X(1$ period before and 5 periods falling after the second period of FS)

$N=X+1$ (5 periods falling before and 1 period after the period before the last period of BS)

$X=2+X(2$ periods falling before and 5 periods falling after the third period of FS

$N=X+2$ ( 5 periods falling before and 2 periods falling after the third period before the last period of BS)
Figure 3.2 An example of satisfying Period Spread (PS) constraint using the proposed initialisation approach.

### 3.3.1 Front List

In the Front List (FL), as detailed in Algorithm 3.1, the exams are sorted by decreasing number of conflicts with other exams (line 4), subject to 'after' constraints being observed. This list is then processed from the front.

Once any exam in this list is scheduled in any period in the FS, it is removed from the other lists (ML and BL - lines 19-20). On the other hand, if any exam cannot be scheduled in any period in the FS, then it is removed only from the FL and remains in the other lists to be scheduled via one of them later (line 29). Note that, the variables and methods used in Algorithm 3.1 are briefly explained in Tables 3.1 and 3.2.

### 3.3.2 Back List

In the Back List (BL), the exams are sorted by decreasing number of conflicts with other exams, subject to 'before' constraints being observed (line 5 of Algorithm 3.1). This constraint is derived from the 'after' constraint that stipulates which exams must occur after others.

The scheduling process starts by attempting to schedule BL exams as much as possible in the BS, starting from the last period of BS until to the first period of BS while satisfying all hard and soft constraints. Any exam scheduled in these last periods will be removed from the BL and the ML (Algorithm 3.2 lines 12-13), otherwise, in case an exam cannot be scheduled at this stage, it is removed only from BL (line 21). The variables and methods used in Algorithm 3.2 are explained in Tables 3.1 and 3.2.

### 3.3.3 Middle List

The Middle List (ML) contains all remaining exams that have not been scheduled by Algorithms 3.1 and 3.2. The ML exam list is ordered depending on the number of the remaining periods available, where the exams having the fewest number of available periods in the timetable have the highest priority to be scheduled first in any period while satisfying only the hard constraints.

The algorithm selects the periods randomly (Algorithm 3.3, line 2), giving the priority to the previous selected periods in order to maximise the periods' utilisation and keep the diversity. The process stops when all the exams in the middle list are completely scheduled to a feasible period, and a feasible solution is returned. However, if there is any exam in this list which has no available period, i.e. it could not be assigned to any feasible period, an infeasible solution is returned instead (Algorithm 3.3, line 34). Tables 3.1 and 3.2 give an explanation of variables and methods used in Algorithm 3.3.

Algorithm 3.1 Pseudo-code of Front List (FL) heuristic.
Require: $P S \quad \triangleright$ The period spread number
Require: $E \quad \triangleright$ Exams to be scheduled
Require: $R \quad \triangleright$ Set of room lists, available each period

- Initialisation step
$\alpha \leftarrow \emptyset \quad \triangleright$ Schedule of exams to rooms at periods
$F S \leftarrow$ init_FS $(P S) \quad \triangleright$ Front section length determined by $P S$
$B S \leftarrow$ init_BS $(P S) \quad \triangleright$ Back section length determined by $P S$
$F L \leftarrow$ sort_by_conflict $(E) \quad \triangleright$ Front list contains exams ordered from front by largest to smallest conflict, subject to meeting 'after' constraints.
$B L \leftarrow$ sort_by_conflict $(E) \quad \triangleright$ Back list contains exams ordered, from back, by largest to smallest conflict, subject to meeting 'before' constraints.

6: $M L \leftarrow$ random_sorting $(E) \quad \triangleright$ Middle list exams ordered randomly.
for all periods $p$ do
$R_{p} \leftarrow$ ascend_sort $\left(R_{p}\right) \quad \triangleright$ Order the available rooms by their capacities.

- Schedule $F L$ exams into Front Section periods ( $F S$ )
while $F L$ is not empty do
isScheduled $\leftarrow$ false
$p \leftarrow 1 \quad \triangleright$ Attempt to schedule from the first period $(p)$ of $F S$ until reaching the last period of $F S$ while $p \leq|F S|$ do
$R_{p}^{i} \leftarrow$ first_suitable_room $\left(R_{p}, \alpha, F L_{1}\right) \quad \triangleright$ get first available room if $R_{p}^{i} \neq \emptyset$ then $\quad \triangleright$ If it can be scheduled
if satisfies $\left(F L_{1}\right)=$ true then $\quad \triangleright$ Exam in first element of $F L$ satisfies all hard and soft constraints
$\alpha \leftarrow \operatorname{schedule}\left(\alpha, F L_{1}, R_{p}^{i}\right) \quad \triangleright$ Schedule exam in $F L_{1}$ at time period $p$ into room $R^{i}$

| $F L \leftarrow F L \backslash\left\{F L_{1}\right\}$ | $\triangleright$ Delete exam $F L_{1}$ from $F L$ |
| :--- | ---: |
| $B L \leftarrow B L \backslash\left\{F L_{1}\right\}$ | $\triangleright$ Delete exam $F L_{1}$ from $B L$ |
| $M L \leftarrow M L \backslash\left\{F L_{1}\right\}$ | $\triangleright$ Delete exam $F L_{1}$ from $M L$ |
| isScheduled $\leftarrow$ true |  |
| $p \leftarrow 1$ |  |
| Break | $\triangleright$ The current exam is scheduled |

            end if
        end if
        \(p \leftarrow p+1\)
    end while
    if isScheduled \(\leftarrow\) false then
        \(F L \leftarrow F L \backslash\left\{F L_{1}\right\} \quad \triangleright\) Del. exam \(F L_{1}\) from \(F L\)
    end if
    end while
return $\alpha$

```
Algorithm 3.2 Pseudo-code of Back List (BL) heuristic.
Require: \(B L \quad \triangleright\) Back list
Require: \(M L \quad \triangleright\) Middle list
Require: \(\alpha \quad \triangleright\) Current schedule state
Require: \(R \quad \triangleright\) Set of room lists, available each period
    for all periods \(p\) do \(\quad \triangleright\) For each period
        \(R_{p} \leftarrow\) ascend_sort \(\left(R_{p}\right) \quad\) Order the available rooms by their capacities.
    end for
        - Schedule \(B L\) exams into Back Section periods ( \(B S\) )
    while \(B L\) is not empty do
        isScheduled \(\leftarrow\) false
        \(p \leftarrow|B S| \triangleright\) Attempt to schedule from the last period \((p)\) of \(B S\) until reaching the
    first period of \(B S\)
        while \(p \geq 1\) do
            \(R_{p}^{i} \leftarrow\) first_suitable_room \(\left(R_{p}, \alpha, B L_{1}\right) \quad \triangleright\) get first available room
            if \(R_{p}^{i} \neq \emptyset\) then \(\quad \triangleright\) If it can be scheduled, given the current state of \(S\)
                if satisfies \(\left(B L_{1}\right)=\) true then \(\quad \triangleright\) Exam in first element of \(B L\) satisfies
    all hard and soft constraints
                    \(\alpha \leftarrow \operatorname{schedule}\left(\alpha, B L_{1}, R_{p}^{i}\right) \quad \triangleright\) Schedule exam in \(B L_{1}\) at time period \(p\)
    into room \(R^{i}\)
                    \(B L \leftarrow B L \backslash\left\{B L_{1}\right\} \quad \triangleright\) Del. exam \(B L_{1}\) from \(B L\)
                    \(M L \leftarrow B L \backslash\left\{B L_{1}\right\} \quad \triangleright\) Del. exam \(B L_{1}\) from \(M L\)
                    isScheduled \(\leftarrow\) true
                    Break \(\quad \triangleright\) Exam is now scheduled
            end if
                end if
                \(p \leftarrow p-1 \quad \triangleright\) inverse selecting
        end while
        if isScheduled \(\leftarrow\) false then
            \(B L \leftarrow B L \backslash\left\{B L_{1}\right\} \quad \triangleright\) Del. exam \(B L_{1}\) from \(B L\)
        end if
    end while
    return \(\{\alpha, M L\}\)
```

```
Algorithm 3.3 Pseudo-code of Middle List (ML) heuristic.
Require: \(M L \quad \triangleright\) Middle list
Require: \(\alpha \quad \triangleright\) Current schedule state
Require: \(R \quad \triangleright\) Set of room lists, available each period
Require: \(P L\) list of all periods in the timetable.
```

    - Schedule remaining exams
    $S P L \leftarrow \emptyset \quad \triangleright$ Initial empty selected periods list
$r p \leftarrow \operatorname{random}$ _period $(P L) \quad \triangleright$ Get a random period
$S P L \leftarrow S P L \cup\{r p\} \quad \triangleright$ Add $r p$ to $S P L$
for all periods $p$ do $\quad \triangleright$ For each period
$R_{p} \leftarrow$ ascend_sort $\left(R_{p}\right) \quad \triangleright$ Order rooms by size
end for
$P L \leftarrow P L \backslash\{r p\} \quad \triangleright$ Remove $r p$ from $P L$
$s p \leftarrow 1 \quad \triangleright$ Index into SPL
while $M L \neq \emptyset$ do
isScheduled $\leftarrow$ false
while $s p \leq|S P L|$ do
if $M L_{1}$ can be scheduled into $S P L_{s p}$ satisfying all the hard constraints into
the $i$ th smallest room then $\alpha \leftarrow \operatorname{schedule}\left(\alpha, M L_{1}, R_{S P L_{s p}}^{i}\right)$
$M L \leftarrow M L \backslash M L_{1} \quad \triangleright$ Remove exam from list
isScheduled $\leftarrow$ true
goto line $19 \quad \triangleright$ Exit loop as exam scheduled
end if
$s p \leftarrow s p+1 \quad \triangleright$ select the next period of $S P L$
end while $\quad \triangleright$ End scheduling $M L_{1}$ in the $S P L$
if isScheduled $=$ false then
temp $\leftarrow P L \quad \triangleright$ Temporary list
while temp $\neq \emptyset$ do
$s p \leftarrow$ random_element (temp)
if $M L_{1}$ can be scheduled into $s p$ satisfying all the hard constraints into the
$i$ th smallest room then $\alpha \leftarrow \operatorname{schedule}\left(\alpha, M L_{1}, R_{\text {temp }}^{i}\right)$
$M L \leftarrow M L \backslash M L_{1} \quad \triangleright$ Remove from list
isScheduled $\leftarrow$ true
$S P L \leftarrow S P L \cup\left\{t e m p_{s p}\right\}$
$P L \leftarrow P L \backslash\left\{t e m p_{s p}\right\}$
goto line $9 \quad \triangleright$ Exit from loop
else
$t e m p \leftarrow t e m p \backslash\left\{\right.$ temp $\left._{\text {sp }}\right\}$
end if
end while
end if
return infeasible solution
end while
return $\alpha$

| Variable | Description |
| :---: | :--- |
| $P S$ | The period Spread number. |
| $E$ | Exam to be scheduled. |
| $R$ | Set of room lists, available each period. |
| $\alpha$ | Schedule of exams to rooms at periods |
| $F S$ | Front section. |
| $B S$ | Back section. |
| $F L$ | A list contains exams ordered from front by largest to |
|  | smallest conflict, subject to meeting 'after' constraints. |
| $B L$ | A list contains exams ordered, from back, by largest to |
| $M L$ | smallest conflict, subject to meeting 'before' constraints. |
| $p$ | Middle list exams ordered randomly. |
| $R_{p}$ | Period. |
| $P L$ | Available room in period. |
| $S P L$ | Initial empty selected periods list. |
| $r p$ | Get a random period. |
| $t e m p$ | Temporary list. |

Table 3.1 List of variables used in Algorithm 3.1, Algorithm 3.2, and Algorithm 3.3.

| Method | Description |
| :---: | :--- |
| init_FS $(P S)$ | Identify Front section length by $P S$. |
| init_BS $(P S)$ | Identify Back section length by $P S$. |
| sort_by_conflict $(E)$ | Ordering exams from largest to smallest conflict. |
| random_sorting $(E)$ | Ordering exams randomly. |
| ascend_sort $\left(R_{p}\right)$ | Order the available rooms in period by their capacities. |
| first_suitable_room | Get first available room. |
| satisfies $\left(F L_{1}\right)$ | Exam in first element of $F L$ satisfies all hard and soft constraints. |
| schedule $\left(\alpha, F L_{1}, R_{p}^{i}\right)$ | Schedule exam in $F L_{1}$ at time period $p$ into room $R^{i}$. |
| satisfies $\left(B L_{1}\right)$ | Exam in first element of $B L$ satisfies all hard and soft constraints. |
| schedule $\left(\alpha, B L_{1}, R_{p}^{i}\right)$ | Schedule exam in $B L_{1}$ at time period $p$ into room $R^{i}$. |

Table 3.2 List of methods used in Algorithm 3.1, Algorithm 3.2, and Algorithm 3.3.

### 3.4 Experimental Results and Comparison

The experiments were conducted over two examination timetabling problems, namely, ITC 2007, and Yeditepe. The characteristic of each these datasets has been discussed in Section 2.3 of Chapter 2. Our experiment has two phases. In the first phase, a set of initial solutions is constructed by the proposed algorithm (devoted OBSI - OrderingBased Scheduling Initialisation) and the comparison methods are (LD - Largest Degree, LE - Largest Enrollment, LWD - Largest Weighted Degree, SD - Saturation De-
gree, and RD - Random Allocation). In the second phase, a basic evolutionary algorithm (EA) uses the initial population provided by each of the considered methods to start its (total) time-limited search. These are implemented in Java, with experiments run on an Intel Core (TN) i5-6200U (CPU @ 2.30 GHz with 16 GB RAM) PC running Windows 7 Enterprise with 64 -bit operating system. Source code is available at https://github.com/alsuwaylimi/Initialisation-Method-Project.

### 3.4.1 Phase 1: Initialisation

The median results (out of 30 runs for each instance) on both datasets (ITC 2007 examination track and Yeditepe) are shown in Tables 3.3 and 3.4, respectively, including statistical significance. We make appropriate p-value adjustment using the Holm-Bonferronio method (Ludbrook, 1998), to adjust for increased family-wise error when multiple hypothesis are tested on the same data.

The ITC 2007 results indicate that using our proposed OBSI strategy generally outperforms graph heuristics and random initialisation for initial solution quality. Additionally, the graph heuristics and random initialisation fail to obtain feasible solutions for some of the more difficult instances. Furthermore, OBSI solutions tend to be more diverse in performance, with total soft constraint costs often spread in a wider range than the comparison methods (as shown in Figures 3.3 and 3.4). Generating an initial population with graph heuristics, on the other hand, tends to occur in a shorter time-frame compared with the OBSI, albeit delivering lower quality solutions.

The results on the Yeditepe problems are provided in Table 3.4. This shows that the OBSI strategy is able to generate feasible solutions for all instances in contrast to graph heuristics and RD, which again cannot generate a feasible solution for some of the more difficult problem instances. Its performance is less striking than on the ITC 2007 datasets, outperforming some graph heuristics in term of quality on some problems, but on others it performs less well (see Figures 3.5 and 3.6).

Figures 3.7, 3.8, 3.9, 3.10, and 3.11 show the distribution of execution time in milliseconds for the different initialisation approaches on both datasets. Generally speaking the OBSI tends to be relatively faster on the Yeditepe problems (due to the fewer constraints), but often slower on the ITC 2007 problems. Apart from the SD method, the other graph heuristics fail for some instances of ITC 2007 and Yeditepe. Some particular problems instances, such as Exam4 and Exam11 of ITC 2007 and YUE20012, YUE20021, and YUE20032 of Yeditepe, have a large number of exams with high conflict density and few available periods. This can lead to saturation cases where there are no valid periods to schedule the next exam. The main reason for saturation cases occurring is where subroutines schedule exams into periods while giving scheduling priority to exams having largest degree (LD), largest weighted degree (LWD), or largest enrollment degree (LE). SD prevents saturation cases arising by dynamically ordering exams depending on a number of available periods and giving scheduling priority to exams which have the fewest number of periods available. In addition, from Figures 3.12, 3.13, 3.14, and 3.15, we can identify a positive relationship between execution time and cost value for the OBSI initialisation.

|  | OBSI |  | LD |  | LWD |  | LE |  | SD |  | RD |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Problem <br> Instance | Median <br> cost | Median $\mathrm{t} \text { (ms) }$ | Median <br> cost | Median t (ms) | Median cost | Median $\mathrm{t}(\mathrm{~ms})$ | Median cost | Median t (ms) | Median cost | Median $\mathrm{t} \text { (ms) }$ | Median cost | Median t (ms) |
| Exam1 | $\underline{27987.5}$ | 6130 | 31805.5 | 3408 | 30666.5 | 3463 | 30224.5 | 2269.5 | 31872.5 | 7714 | 39630 | 130463 |
| Exam2 | 26661 | 10022.5 | 38974 | 6973 | 40838.5 | 7121 | 40791 | 7020 | 40848 | 11418.5 | 150514.5 | 7817 |
| Exam3 | 72713 | 23095 | 102158 | 12620 | 101874.5 | 18704 | 104357.5 | 19344 | 100657 | 32736.5 | 249617.5 | 9393.5 |
| Exam4 | 50139 | 1263 |  |  |  |  |  |  | 51346.5 | 2542.5 |  |  |
| Exam5 | 74394.5 | 11829.5 | 133080.5 | 7163 | 130333 | 7106 | 133910 | 7103.5 | 135884.5 | 18150.5 | 319573.5 | 45975.5 |
| Exam6 | 50190 | 624 | 53115 | 686 | 52190 | 32845.5 | 51285 | 16411 | 51000 | 904 | 63957.5 | 41347.5 |
| Exam7 | $\underline{49253}$ | 25232.5 | 80718.5 | 11011 | 77993 | 10834.5 | 77386 | 10829 | 83277 | 31225.5 | 64212.5 | 31107.5 |
| Exam8 | 114559 | 7230 | 136475.5 | 3104 | 145734.5 | 3096 | 138280.5 | 3198 | 134043.5 | 8197.5 |  |  |
| Exam9 | 7705.5 | 148 | 8454.5 | 62 | 8550 | 62 | 8727.5 | 62 | 8998.5 | 156 | 11646 | 874.5 |
| Exam10 | 66741 | 452 | 67936.5 | 165.5 | 71808 | 206 | 69649 | 158 | 67881 | 872.5 | 127559.5 | 8344 |
| Exam11 | 218227.5 | 21067.5 | 219267.5 | 70019.5 | - | - | - | - | 223552.5 | 36347 | 334398.5 | 86444 |
| Exam12 | 10995.5 | 452 | 12327 | 5187 | 12748.5 | 3338 | 12323 | 11840 | 13000.5 | 218 | 13277.5 | 7873.5 |

Table 3.3 Median soft constraint cost results, and timings on the ITC 2007 dataset. The hyphen symbol '-' means the method cannot produce feasible solutions for the corresponding instance. Bold is lowest median soft constraint cost result. Bold and underlined results are significantly better than all others according to the Mann-Whitney U test with the Holm-Bonferroni correction at the critical level $(\alpha=0.05)$.

|  | OBSI |  | LD |  | LWD |  | LE |  |  | SD |  |  | RD |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Problem | Median | Median | Median | Median | Median | Median | Median | Median | Median | Median | Median | Median |  |  |
| Instance | cost | $\mathrm{t}(\mathrm{ms})$ | cost | $\mathrm{t}(\mathrm{ms})$ | cost | $\mathrm{t}(\mathrm{ms})$ | cost | $\mathrm{t}(\mathrm{ms})$ | cost | $\mathrm{t}(\mathrm{ms})$ | cost | $\mathrm{t}(\mathrm{ms})$ |  |  |
| YUE20011 | 831 | $\mathbf{6 2}$ | 774.5 | 148 | 764 | 163.5 | $\mathbf{7 0 6 . 5}$ | 537.5 | 713 | $\mathbf{6 2}$ | 912 | 62.5 |  |  |
| YUE20012 | 885 | $\mathbf{6 2}$ | $\underline{\mathbf{7 7 9}}$ | 2372.5 | - | - | - | - | 799.5 | 475.5 | 886 | 1057.5 |  |  |
| YUE20013 | 64 | 15 | 65 | 15 | $\mathbf{6 3 . 5}$ | 15 | 64 | 15 | 66 | $\mathbf{0}$ | 69 | 11 |  |  |
| YUE20021 | 865 | 116.5 | 833.5 | 2381.5 | - | - | - | - | $\mathbf{7 9 0 . 5}$ | 473 | 1499.5 | $\mathbf{1 1 6}$ |  |  |
| YUE20022 | 1093.5 | $\mathbf{1 5 6}$ | 1140.5 | 2098 | 1112.5 | 19975.5 | $\mathbf{1 0 5 7}$ | 51768.5 | 1110.5 | 171 | 1235.5 | 5938.5 |  |  |
| YUE20023 | 115 | $\mathbf{1 5}$ | 110.5 | 50.5 | 108 | 56 | $\mathbf{1 0 2 . 5}$ | 46.5 | 117.5 | 39 | 116.5 | 142.5 |  |  |
| YUE20031 | 11285.5 | $\mathbf{1 2 4}$ | 3306 | 797.5 | 4337.5 | 554 | 3474 | 534.5 | $\underline{\mathbf{2 5 8 2}}$ | 137 | 7658 | 688.5 |  |  |
| YUE20032 | 11378 | $\mathbf{1 5 6}$ | - | - | - | - | - | - | $\underline{\mathbf{2 3 6 0 . 5}}$ | 197 | - | - |  |  |

Table 3.4 Yeditepe dataset results. Notation as in Table 3.3.







Figure 3.3 Boxplots of the soft constraint costs for all initialisation strategies performed on the ITC 2007 problem instances 1-6, where OBSI: ordering-based scheduling initialisation, LD: largest degree, LWD: largest weighted degree, LE: largest enrollment, SD: saturation degree and RD: random. Y-axis on log scale.







Figure 3.4 Boxplots of the soft constraint costs for all initialisation strategies performed on the ITC 2007 problem instances $7-12$. Notation as in Figure 3.3


Figure 3.5 Boxplots of the soft constraint costs for all initialisation strategies performed on the
Yeditepe problem instances 1-6. Notation as in Figure 3.3. Y-axis on log scale.


Figure 3.6 Boxplots of the soft constraint costs for all initialisation strategies performed on the Yeditepe problem instances 7-8. Notation as in Figure 3.3. Y-axis on log scale.


Figure 3.7 Boxplots of the log execution time in milliseconds for all initialisation strategies on the ITC 2007 problem instances 1-4. Notation as in Figure 3.3.




Figure 3.8 Boxplots of the log execution time in milliseconds for all initialisation strategies on the ITC 2007 problem instances 5-10. Notation as in Figure 3.3.


Figure 3.9 Boxplots of the log execution time in milliseconds for all initialisation strategies on the ITC 2007 problem instances 11-12. Notation as in Figure 3.3.


Figure 3.10 Boxplots of the log execution time of all initialisation strategies on the Yeditepe problem instances 1-4. Notation as in Figure 3.7.


Figure 3.11 Boxplots of the log execution time of all initialisation strategies on the Yeditepe problem instances 5-8. Notation as in Figure 3.7.


Figure 3.12 The scatter plot with cost values and execution time amounts for all initialisation strategies performed on ITC 2007 instances 1-6.


Figure 3.13 The scatter plot with cost values and execution time amounts for all initialisation strategies performed on the ITC 2007 problem instances $7-12$.


Figure 3.14 The scatter plot with cost values and execution time amounts for all initialisation strategies performed on the Yeditepe problem instances 1-6.


Figure 3.15 The scatter plot with cost values and execution time amounts for all initialisation strategies performed on the Yeditepe problem instances $7-8$.

### 3.4.2 Phase 2: Optimisation

An EA was implemented following the approach of Beligiannis et al. (2008) (which eschews crossover) to quantify the effectiveness of the initialisation on subsequent meta-heuristic performance. We utilise the initial solutions that have been constructed in phase 1 by the OBSI, as well as other initialisation methods, and use these to determine the start populations of the EA. The EA population size is 40 . Total run time (initialisation plus optimisation) is capped at 8 minutes.

Each child solution in the population for every generation (iteration) is generated by applying a combination of both light and heavy mutation (Burke et al., 1995c). Light mutation chooses a number of exams randomly from any period in the timetable and attempts to reschedule them at any other period while satisfying all hard constraints. The heavy mutation is performed by disturbing all the exams in one or more periods in the timetable. The periods to be disturbed are determined by the procedure from Burke et al. (1995c). After applying the two mutation operators at any time to every parent population member, the subsequent generation's parent population is populated by performing roulette wheel selection on the combined parent and child set.

Results indicate that the OBSI strategy gives not only relatively high quality solutions compared to other initialisation approaches, but that these solutions are effective for seeding an efficient population-based search. The results for most problem instances using OBSI result in a final solution surpassing the quality of runs using other initialisation strategies (see Tables 3.5 and 3.6 for the results of the ITC 2007 and Yeditepe problems respectively).

| Problem | OBSI |  | LD |  | LWD |  | LE |  | SD |  | RD |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Median | MAD | Median | MAD | Median | MAD | Median | MAD | Median | MAD | Median | MAD |
| Exam1 | $\underline{\mathbf{1 2 9 5 5}}$ | 509.5 | 16802 | 580.5 | 15920.5 | 189 | 15739 | 136 | 15508.5 | 350.5 | 15731 | 178.5 |
| Exam2 | $\underline{\mathbf{2 2 2 8 . 5}}$ | 273.5 | 5450.5 | 532 | 3961 | 204.5 | 3942.5 | 63.5 | 3904 | 112 | 3823 | 132.5 |
| Exam3 | $\underline{\mathbf{1 7 4 4 2 . 5}}$ | 82.5 | 27457.5 | 100 | 27364.5 | 57.5 | 28166 | 410.5 | 27963 | 108.5 | 32174.5 | 1459.5 |
| Exam4 | $\underline{\mathbf{2 4 3 4 5 . 5}}$ | 510 | - | - | - | - | - | - | 32664.5 | 957 | - | - |
| Exam5 | $\underline{\mathbf{7 1 1 3 . 5}}$ | 240.5 | 24574.5 | 1867.5 | 18245 | 326.5 | 16831 | 81.5 | 16794.5 | 610.5 | 17743.5 | 124.5 |
| Exam6 | $\underline{\mathbf{2 9 3 1 0}}$ | 12 | 32142.5 | 47.5 | 32520 | 200 | 31700 | 120 | 31567.5 | 102.5 | 31812.5 | 105 |
| Exam7 | $\underline{\mathbf{1 8 4 6 0 . 5}}$ | 12 | 39860.5 | 1190.5 | 35726 | 129.5 | 35893.5 | 554 | 34587.5 | 326 | 32941 | 230 |
| Exam8 | $\underline{\mathbf{1 5 8 3 7 . 5}}$ | 190 | 20077 | 965.5 | 18097.5 | 463.5 | 17490 | 91.5 | 17358.5 | 259 | - | - |
| Exam9 | $\underline{\mathbf{1 5 3 0 . 5}}$ | 34.5 | 2095.5 | 57 | 2039.5 | 18 | 2020.5 | 43.5 | 1973.5 | 22.5 | 2006.5 | 37.5 |
| Exam10 | $\underline{\mathbf{1 5 2 1 9}}$ | 446 | 17948.5 | 165 | 17669 | 55 | 17509.5 | 146 | 17620 | 148.5 | 17502.5 | 133 |
| Exam11 | $\mathbf{5 4 5 9 4 . 5}$ | 593.5 | 87940 | 4322 | - | - | - | - | 79346 | 472.5 | 89335.5 | 3855 |
| Exam12 | $\underline{\mathbf{6 3 4 0 . 5}}$ | 79.5 | 7543 | 95.5 | 7587 | 133 | 7502 | 82 | 7458.5 | 107 | 7650 | 182 |

Table 3.5 Median best solution cost EA results over 30 runs and Median Absolute Deviation (MAD) after 8 minutes (per run) — ITC2007 problems. Notation as in Table 3.3.

| Problem | OBSI |  | LD |  | LWD |  | LE |  | SD |  |  | RD |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Instance | Median | MAD | Median | MAD | Median | MAD | Median | MAD | Median | MAD | Median | MAD |  |
| YUE20011 | $\mathbf{1 1 2}$ | 7.5 | 257 | 15 | 240 | 13 | 241 | 9.5 | 231.5 | 14 | 246.5 | 5.5 |  |
| YUE20012 | $\mathbf{2 1 9}$ | 18 | 355.5 | 10 | - | - | - | - | 375 | 7 | 364.5 | 10.5 |  |
| YUE20013 | $\underline{\mathbf{4 1}}$ | 7.5 | 55.5 | 5 | 56 | 6 | 54 | 10 | 56 | 8 | 59 | 7 |  |
| YUE20021 | $\underline{\mathbf{1 8 1}}$ | 14.5 | 382.5 | 11 | - | - | - | - | 374.5 | 12 | 364 | 13 |  |
| YUE20022 | $\underline{\mathbf{3 4 1 . 5}}$ | 34.5 | 568.5 | 21.5 | 542.5 | 5.5 | 551.5 | 11.5 | 561.5 | 11.5 | 563 | 15 |  |
| YUE20023 | $\underline{\mathbf{7 1 . 5}}$ | 6 | 100.5 | 8.5 | 98 | 12 | 92.5 | 13.5 | 107.5 | 12 | 107 | 10.5 |  |
| YUE20031 | $\mathbf{3 2 7 . 5}$ | 18 | 587.5 | 11.5 | 569 | 21.5 | 564 | 12 | 541.5 | 24 | 570 | 9.5 |  |
| YUE20032 | $\underline{\mathbf{6 4 7}}$ | 21.5 | - | - | - | - | - | - | 888 | 13.5 | - | - |  |

Table 3.6 Median best solution cost EA results over 30 runs and Median Absolute Deviation (MAD) after 8 minutes (per run) - Yeditepe problems. Notation as in Table 3.3.

In addition, I now further expand the discussion on why and how much the proposed OBSI contributes to better scheduling results. One of the critical factors in the development of meta-heuristic approaches is the connectivity of the search space. This is largely defined by the initialisation method used and can significantly impact the quality of solutions obtained. As shown by several studies, a good initial solution can help to obtain better final solutions (Burke and Newall, 2003, 2004; Gogos et al., 2012). If the search technique starts from location(s) in the search space that is highly connected within good regions, it helps the search technique to yield final high-quality results. However, the global optimum will be difficult to reach if the technique starts searching from an area (i.e. a bad region) that is isolated from the global optimum. Therefore, the reliance on the initial solution becomes significant for the success of the improvement approach (Burke et al., 2010a).

In the case of the examination timetabling problem, this problem has a large, complex, and constrained search space. The main contribution of the proposed initialisation method is to guide the search technique to start optimisations from promising areas (i.e. those having fewer soft constraint violations) in the search space. In contrast, there are many initialisation methods commonly used in this problem, such as random initialisation. The possibility of constructing an infeasible solution is high due to hard constraints violations. Moreover, the algorithm often starts searching in a bad region of the search space as all soft constraints are neglected during the construction phase. Consequently, the quality of obtaining a feasible solution is often low.

The OBSI initialises with the Front List, including all the examinations with a specific ordering. Unscheduled examinations that cannot be assigned to any period in the first section still have a higher possibility of getting valid periods in other sections to be scheduled. This typically avoids getting stuck during the construction process. Thus, the OBSI can guarantee to generate high-quality solutions across all problem instances of considered datasets as shown in Tables 3.3 and 3.4. On the other hand, from Table 3.7, we observe that using the random initialisation may produce a feasible solution in some problem instances. However, infeasible (i.e. incomplete) examination timetables can be obtained as the case in Exam 4 and Exam 8 since it gives priority of adding examinations to periods sequentially, and that can lead to the methods to be stuck in some steps during the process of building the exam timetable due to hard constraints violations. Furthermore, the random initialisation is unable to return a solution that is equivalently good to the proposed initialisation method.

Table 3.7 shows the comparison of the initialisation and improvement approach (i.e. EA) with the OBSI as well as RD. We extract the results obtained by the OBSI and RD from Tables 3.3 and 3.5 in order to easily quantify the effectiveness of the OBSI compared to RD on the final scheduling results. The results clearly show that the OBSI have performed significantly better than the RD. Before proceeding to the improvement phase, for instance, the median cost for the OBSI in Exam 1 of the ITC 2007 was 27987.5, and after applying the improvement approach, the result shows a remarkable increase in the solution quality where the median cost became 12955 . While the median cost for the RD in the same problem instance was 39630 , and then the median cost was decreased to a value more than the OBSI, which is 15731 . This revealed that the EA performed badly
in comparison, as shown in Table 3.7 when starting from solutions constructed by the RD. However, the situation changed the performance of the EA when using the OBSI. Therefore, the greatest benefit of this method (i.e. OBSI) is the initialising of solutions in 'good' areas of design space where it greatly increased the performance of the EA and final solutions quality in most problem instances.

| Problem | OBSI |  | RD |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Initialisation | Optimisation | Initialisation | Optimisation |
| Exam1 | 27987.5 | 12955 | 39630 | 15731 |
| Exam2 | 26661 | 2228.5 | 150514.5 | 3823 |
| Exam3 | 72713 | 17442.5 | 249617.5 | 32174.5 |
| Exam4 | 50139 | 24345.5 | - | - |
| Exam5 | 74394.5 | 7113.5 | 319573.5 | 17743.5 |
| Exam6 | 50190 | 29310 | 63957.5 | 31812.5 |
| Exam7 | 49253 | 18460.5 | 64212.5 | 32941 |
| Exam8 | 114559 | 15837.5 | - | - |
| Exam9 | 7705.5 | 1530.5 | 11646 | 2006.5 |
| Exam10 | 66741 | 15219 | 127559.5 | 17502.5 |
| Exam11 | 218227.5 | 54594.5 | 334398.5 | 98335.5 |
| Exam12 | 10995.5 | 6340.5 | 13277.5 | 7650 |

Table 3.7 Comparison between the results obtained from OBSI and RD in initialisation and optimisation phases. The hyphen symbol '-' means the method cannot produce feasible solutions for the corresponding problem instance.

With regards to the computing time, the one notable disadvantage to the proposed OBSI described is that it takes a considerable larger computational time on large problem instances of the ITC 2007, which can be as much as graph colouring heuristics (as shown in Tables 3.3 and 3.4). However, the OBSI is capable of saving a considerable amount of time to reach high-quality solutions compared to the RD. As such, the time to generate the feasible examination timetable is not a significant issue for real-world timetabling problems, as the examination timetable is often only taken once or twice a year where it is usually carried out one to two months before the examinations take place.

### 3.5 Analysis of Results

### 3.5.1 Statistical Test Method

We analyse our results by conducting statistical tests, as shown in Tables 3.3, 3.4, 3.5, and 3.6 using the Mann-Whitney U test (Mann and Whitney, 1947) (also referred to as Mann-Whitney Wilcoxon test (Wilcoxon, 1950)) followed by the Holm-Bonferroni method to compensate for multiple hypothesis testing.

### 3.5.2 Statistical Analysis

For the statistical analysis, the Mann-Whitney $U$ test was performed first, followed by the Holm-Bonferroni method as a post hoc method for obtaining the adjusted p-value for each comparison between a control method (i.e. the OBSI method is considered the best performing method) in the initialisation phase and the rest (Holm, 1979; Gaetano, 2018). The aim of the post-hoc method is to verify if significant differences were detected and to show results are significantly better than all others. Tables 3.8 and 3.9 present the adjusted (Mann-Whitney $U$ test) p-value and the further results of the post-hoc methods (Holm-Bonferroni test) on the ITC 2007 and Yeditepe datasets, respectively.

For most instances of the ITC 2007 dataset (as shown in Table 3.8), it can be observed that the p-value and Holm's p-value correction for any results between two approaches (i.e. the control approach (OBSI approach) and another approach) are significantly different (SIG) which indicates that the corrected p -value is below the critical level ( $\alpha=0.05$ ). Whereas for instances from Yeditepe dataset, the p-value for the observed results in Table 3.9 is more than 0.05 , indicating that the difference between the results is not statistically significant $(p \geq \alpha)$.

The Mann-Whitney U-test was also used to identify differences between results when EA was incorporated with the OBSI and other methods (i.e. LD, LWD, LE, SD, and RD) in phase 2. A post-hoc test (Holm-Bonferroni method) were also performed for multiple comparison correction and comparing differences among these observed results. Tables 3.10 and 3.11 present the adjusted (Mann-Whitney $U$ test) p-value and the further results of the post-hoc methods (Holm-Bonferroni test) on the ITC 2007 and Yeditepe datasets, respectively. According to these results, statistically significant differences were found in this phase.

### 3.5.2.1 Phase 1: Initialisation

| Exam1 |  |  |  | Exam2 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| OBSI vs. | p-value | P.Holm | Outcome | OBSI vs. | p-value | P.Holm | Outcome |
| LD | $1.03 \mathrm{E}-02$ | 0.0106 | SIG | LD | 1.46E-10 | 4.3929E-10 | SIG |
| LWD | $2.20 \mathrm{E}-03$ | 0.0084 | SIG | LWD | $2.60 \mathrm{E}-08$ | $5.203 \mathrm{E}-08$ | SIG |
| LE | $2.10 \mathrm{E}-03$ | 0.0084 | SIG | LE | $3.52 \mathrm{E}-07$ | $3.5201 \mathrm{E}-07$ | SIG |
| SD | 8.99E-11 | $3.59736 \mathrm{E}-10$ | SIG | SD | $5.30 \mathrm{E}-03$ | 0.0106 | SIG |
| RD | $3.02 \mathrm{E}-11$ | 1.50995E-10 | SIG | RD | $3.02 \mathrm{E}-11$ | $1.50995 \mathrm{E}-10$ | SIG |
| Exam3 |  |  |  | Exam4 |  |  |  |
| OBSI vs. | p-value | P.Holm | Outcome | OBSI vs. | p-value | P.Holm | Outcome |
| LD | $2.44 \mathrm{E}-09$ | 9.7544E-09 | SIG | LD | - | - | - |
| LWD | $1.01 \mathrm{E}-08$ | $2.021 \mathrm{E}-08$ | SIG | LWD | - | - | - |
| LE | $31.56 \mathrm{E}-08$ | $2.021 \mathrm{E}-08$ | SIG | LE | - | - | - |
| SD | $6.52 \mathrm{E}-09$ | $1.95549 \mathrm{E}-08$ | SIG | SD | 2.28E-01 | 0.2282 | NON SIG |
| RD | $3.02 \mathrm{E}-11$ | $1.50995 \mathrm{E}-10$ | SIG | RD | - | - | - |
| Exam5 |  |  |  | Exam6 |  |  |  |
| OBSI vs. | p-value | P.Holm | Outcome | OBSI vs. | p-value | P.Holm | Outcome |
| LD | $1.46 \mathrm{E}-10$ | $4.3929 \mathrm{E}-10$ | SIG | LD | $1.56 \mathrm{E}-02$ | 0.0624 | NON SIG |
| LWD | $2.60 \mathrm{E}-08$ | $5.203 \mathrm{E}-08$ | SIG | LWD | $5.75 \mathrm{E}-02$ | 0.1725 | NON SIG |
| LE | 3.52E-07 | $3.5201 \mathrm{E}-07$ | SIG | LE | $3.56 \mathrm{E}-01$ | 0.711 | NON SIG |
| SD | 5.30E-03 | 0.0106 | SIG | SD | $4.64 \mathrm{E}-01$ | 0.711 | NON SIG |
| RD | $3.02 \mathrm{E}-11$ | $1.50995 \mathrm{E}-10$ | SIG | RD | 9.92E-11 | 4.9593E-10 | SIG |
| Exam7 |  |  |  | Exam8 |  |  |  |
| OBSI vs. | p-value | P.Holm | Outcome | OBSI vs. | p-value | P.Holm | Outcome |
| LD | $2.92 \mathrm{E}-09$ | $1.1686 \mathrm{E}-08$ | SIG | LD | 2.60E-03 | 0.0052 | SIG |
| LWD | $3.20 \mathrm{E}-09$ | $1.1686 \mathrm{E}-08$ | SIG | LWD | $2.01 \mathrm{E}-04$ | 0.00080232 | SIG |
| LE | $4.18 \mathrm{E}-09$ | $1.1686 \mathrm{E}-08$ | SIG | LE | $6.91 \mathrm{E}-04$ | 0.00207375 | SIG |
| SD | $4.64 \mathrm{E}-01$ | 0.711 | SIG | SD | $8.30 \mathrm{E}-03$ | 0.0083 | SIG |
| RD | $2.88 \mathrm{E}-06$ | 0.000002879 | SIG | RD | - | - | - |
| Exam9 |  |  |  | Exam10 |  |  |  |
| OBSI vs. | p-value | P.Holm | Outcome | OBSI vs. | p-value | P.Holm | Outcome |
| LD | $3.26 \mathrm{E}-02$ | 0.0326 | SIG | LD | 8.42E-01 | 1 | NON SIG |
| LWD | $8.70 \mathrm{E}-03$ | 0.0174 | SIG | LWD | $4.73 \mathrm{E}-01$ | 1.000 | NON SIG |
| LE | $1.20 \mathrm{E}-03$ | 0.0048 | SIG | LE | $7.28 \mathrm{E}-01$ | 1.000 | NON SIG |
| SD | 5.10E-03 | 0.0153 | SIG | SD | $6.95 \mathrm{E}-01$ | 1.000 | NON SIG |
| RD | $2.37 \mathrm{E}-10$ | $1.18575 \mathrm{E}-09$ | SIG | RD | 3.02E-11 | $1.50995 \mathrm{E}-10$ | SIG |
| Exam11 |  |  |  | Exam12 |  |  |  |
| OBSI vs. | p -value | P.Holm | Outcome | OBSI vs. | p-value | P.Holm | Outcome |
| LD | $7.73 \mathrm{E}-01$ | 1.000 | NON SIG | LD | 4.60E-03 | 0.0138 | SIG |
| LWD | - | - | - | LWD | $5.00 \mathrm{E}-03$ | 0.0138 | SIG |
| LE | - | - | , | LE | 1.70E-02 | 0.017 | SIG |
| SD | 8.30E-01 | 1 | NON SIG | SD | $1.20 \mathrm{E}-03$ | 0.0048 | SIG |
| RD | $3.69 \mathrm{E}-11$ | 1.10691E-10 | SIG | RD | $1.78 \mathrm{E}-04$ | 0.0008918 | SIG |

SIG: the corrected p -value of rank j is significant, $p<\alpha$
NON SIG: the corrected p -value is not significant, $p \geq \alpha$
Table 3.8 Adjusted (Mann-Whitney U Test) p-values on the ITC 2007 datasets. The hyphen symbol '-' means the method cannot produce feasible solutions for the corresponding problem instance.

| YUE20011 |  |  |  | YUE20012 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LE vs. | p-value | P.Holm | Outcome | LD vs. | p-value | P.Holm | Outcome |
| OBSI | $3.00 \mathrm{E}-11$ | $1.49765 \mathrm{E}-10$ | SIG | OBSI | $2.98 \mathrm{E}-11$ | $2.98 \mathrm{E}-11$ | SIG |
| LD | $3.20 \mathrm{E}-03$ | 0.0128 | SIG | SD | $8.29 \mathrm{E}-05$ | $8.29 \mathrm{E}-05$ | SIG |
| SD | $1.83 \mathrm{E}-02$ | 0.0549 | NON SIG | RD | $4.70 \mathrm{E}-03$ | $4.70 \mathrm{E}-03$ | SIG |
| RD | $5.06 \mathrm{E}-01$ | 1.000 | NON SIG | LE | - | - | - |
| LWD | $5.39 \mathrm{E}-01$ | 1 | NON SIG | LWD | - | - | - |
| YUE20013 |  |  |  | YUE20021 |  |  |  |
| LWD vs. | p-value | P.Holm | Outcome | SD vs. | p-value | P.Holm | Outcome |
| OBSI | $1.13 \mathrm{E}-06$ | $5.6345 \mathrm{E}-06$ | SIG | OBSI | $3.00 \mathrm{E}-11$ | $9.003 \mathrm{E}-11$ | SIG |
| RD | $2.51 \mathrm{E}-01$ | 1.000 | NON SIG | RD | $1.62 \mathrm{E}-01$ | 0.3244 | NON SIG |
| SD | $6.20 \mathrm{E}-01$ | 1.000 | NON SIG | LD | 0.169 | 0.3244 | NON SIG |
| LD | $9.65 \mathrm{E}-01$ | 1.000 | NON SIG | LE | - | - | - |
| LE | $9.76 \mathrm{E}-01$ | 1 | NON SIG | SD | - | - | - |
| YUE20022 |  |  |  | YUE20023 |  |  |  |
| LE vs. | p-value | P.Holm | Outcome | LE vs. | p-value | P.Holm | Outcome |
| OBSI | $2.99 \mathrm{E}-11$ | 1.49675E-10 | SIG | OBSI | $3.15 \mathrm{E}-06$ | 0.000015755 | SIG |
| LWD | $4.50 \mathrm{E}-03$ | 0.018 | SIG | RD | $5.10 \mathrm{E}-03$ | 0.0204 | SIG |
| LD | $3.70 \mathrm{E}-02$ | 0.111 | NON SIG | SD | $5.27 \mathrm{E}-02$ | 0.1581 | NON SIG |
| RD | $6.33 \mathrm{E}-02$ | 0.1266 | NON SIG | LD | $2.40 \mathrm{E}-01$ | 0.4792 | NON SIG |
| SD | $1.49 \mathrm{E}-01$ | 0.149 | NON SIG | LWD | $2.49 \mathrm{E}-01$ | 0.4792 | NON SIG |
| YUE20031 |  |  |  | YUE20032 |  |  |  |
| SD vs. | p-value | P.Holm | Outcome | SD vs. | p-value | P.Holm | Outcome |
| OBSI | $2.96 \mathrm{E}-11$ | $1.479 \mathrm{E}-10$ | SIG | OBSI | $3.00 \mathrm{E}-11$ | $3.0047 \mathrm{E}-11$ | SIG |
| LD | $7.58 \mathrm{E}-08$ | $3.03364 \mathrm{E}-07$ | SIG | LD | - | - | - |
| RD | $1.20 \mathrm{E}-05$ | 0.000036096 | SIG | RD | - | - | - |
| LWD | $1.30 \mathrm{E}-03$ | 0.0026 | SIG | LWD | - | - | - |
| LE | $1.18 \mathrm{E}-02$ | 0.0118 | SIG | LE | - | - | - |

Table 3.9 Adjusted (Mann-Whitney U Test) p-values on the Yeditepe datasets. Notation as in Table 3.8

### 3.5.2.2 Phase 2: Optimisation

|  | Exam1 |  |  | Exam2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| OBSI + EA vs. | p -value | P.Holm | Outcome | p-value | P.Holm | Outcome |
| LD + EA | 3.01E-11 | $1.50425 \mathrm{E}-10$ | SIG | $3.01 \mathrm{E}-11$ | $1.50425 \mathrm{E}-10$ | SIG |
| LWD + EA | $3.01 \mathrm{E}-11$ | $1.50425 \mathrm{E}-10$ | SIG | $8.12 \mathrm{E}-11$ | $1.50425 \mathrm{E}-10$ | SIG |
| $L E+E A$ | $3.01 \mathrm{E}-11$ | $1.50425 \mathrm{E}-10$ | SIG | $3.01 \mathrm{E}-11$ | $1.50425 \mathrm{E}-10$ | SIG |
| SD + EA | $3.01 \mathrm{E}-11$ | $1.50425 \mathrm{E}-10$ | SIG | $3.01 \mathrm{E}-11$ | $1.50425 \mathrm{E}-10$ | SIG |
| $\mathrm{RD}+\mathrm{EA}$ | $3.01 \mathrm{E}-11$ | $1.50425 \mathrm{E}-10$ | SIG | $3.01 \mathrm{E}-11$ | $1.50425 \mathrm{E}-10$ | SIG |
|  | Exam3 |  |  | Exam4 |  |  |
| OBSI vs. | p-value | P.Holm | Outcome | p-value | P.Holm | Outcome |
| LD + EA | $3.01 \mathrm{E}-11$ | $1.4827 \mathrm{E}-10$ | SIG |  |  |  |
| LWD + EA | $3.00 \mathrm{E}-11$ | 1.4827E-10 | SIG |  |  |  |
| LE + EA | $3.00 \mathrm{E}-11$ | 1.4827E-10 | SIG | - | - |  |
| SD + EA | $2.97 \mathrm{E}-11$ | 1.4827E-10 | SIG | $3.01 \mathrm{E}-11$ | $3.0123 \mathrm{E}-11$ | SIG |
| $\mathrm{RD}+\mathrm{EA}$ | $2.98 \mathrm{E}-11$ | 1.4827E-10 | SIG | - | - | - |
|  | Exam5 |  |  | Exam6 |  |  |
| OBSI vs. | p-value | P.Holm | Outcome | p -value | P.Holm | Outcome |
| LD + EA | $3.00 \mathrm{E}-11$ | 1.4958E-10 | SIG | 2.98E-11 | $1.4911 \mathrm{E}-10$ | SIG |
| LWD + EA | $3.00 \mathrm{E}-11$ | 1.4958E-10 | SIG | $3.00 \mathrm{E}-11$ | $1.4911 \mathrm{E}-10$ | SIG |
| $L E+E A$ | $2.99 \mathrm{E}-11$ | 1.4958E-10 | SIG | $2.99 \mathrm{E}-11$ | $1.4911 \mathrm{E}-10$ | SIG |
| SD + EA | $3.00 \mathrm{E}-11$ | 1.4958E-10 | SIG | 2.99E-11 | $1.4911 \mathrm{E}-10$ | SIG |
| $\mathrm{RD}+\mathrm{EA}$ | $3.00 \mathrm{E}-11$ | 1.4958E-10 | SIG | $2.99 \mathrm{E}-11$ | 1.4911E-10 | SIG |
|  | Exam7 |  |  | Exam8 |  |  |
| OBSI vs. | p-value | P.Holm | Outcome | p -value | P.Holm | Outcome |
| LD + EA | 3.00E-11 | 1.49955E-10 | SIG | $3.00 \mathrm{E}-11$ | 1.19964E-10 | SIG |
| LWD + EA | $3.00 \mathrm{E}-11$ | $1.49955 \mathrm{E}-10$ | SIG | $3.00 \mathrm{E}-11$ | $1.19964 \mathrm{E}-10$ | SIG |
| LE + EA | $3.00 \mathrm{E}-11$ | $1.49955 \mathrm{E}-10$ | SIG | 8.93E-11 | $1.7869 \mathrm{E}-10$ | SIG |
| SD + EA | $3.00 \mathrm{E}-11$ | $1.49955 \mathrm{E}-10$ | SIG | 1.60E-10 | $1.7869 \mathrm{E}-10$ | SIG |
| $\mathrm{RD}+\mathrm{EA}$ | $3.00 \mathrm{E}-11$ | $1.49955 \mathrm{E}-10$ | SIG | - | - |  |
|  | Exam9 |  |  | Exam10 |  |  |
| OBSI vs. | p-value | P.Holm | Outcome | p -value | P.Holm | Outcome |
| LD + EA | 3.01E-11 | $1.5052 \mathrm{E}-10$ | SIG | $3.02 \mathrm{E}-11$ | $1.5071 \mathrm{E}-10$ | SIG |
| LWD + EA | $3.01 \mathrm{E}-11$ | 1.5052E-10 | SIG | $3.02 \mathrm{E}-11$ | $1.5071 \mathrm{E}-10$ | SIG |
| $L E+E A$ | $3.02 \mathrm{E}-11$ | 1.5052E-10 | SIG | $3.02 \mathrm{E}-11$ | $1.5071 \mathrm{E}-10$ | SIG |
| SD + EA | $3.02 \mathrm{E}-11$ | 1.5052E-10 | SIG | $3.01 \mathrm{E}-11$ | $1.5071 \mathrm{E}-10$ | SIG |
| $\mathrm{RD}+\mathrm{EA}$ | $3.02 \mathrm{E}-11$ | 1.5052E-10 | SIG | 3.02E-11 | $1.5071 \mathrm{E}-10$ | SIG |
|  | Exam11 |  |  | Exam12 |  |  |
| OBSI vs. | p-value | P.Holm | Outcome | p -value | P.Holm | Outcome |
| LD + EA | 3.02E-11 | $9.0597 \mathrm{E}-11$ | SIG | $3.01 \mathrm{E}-11$ | $1.50425 \mathrm{E}-10$ | SIG |
| LWD + EA | - | - | - | $3.01 \mathrm{E}-11$ | $1.50425 \mathrm{E}-10$ | SIG |
| $L E+E A$ | - | - | - | $3.01 \mathrm{E}-11$ | $1.50425 \mathrm{E}-10$ | SIG |
| $S D+E A$ | 3.02E-11 | $9.0597 \mathrm{E}-11$ | SIG | $3.01 \mathrm{E}-11$ | $1.50425 \mathrm{E}-10$ | SIG |
| $\mathrm{RD}+\mathrm{EA}$ | 3.02E-11 | $9.0597 \mathrm{E}-11$ | SIG | $3.01 \mathrm{E}-11$ | $1.50425 \mathrm{E}-10$ | SIG |

Table 3.10 Adjusted (Mann-Whitney U Test) p-values on the ITC 2007 datasets. Notation as in Table 3.8
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|  | YUE20011 |  |  | YUE20012 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| OBSI + EA vs. | p-value | P.Holm | Outcome | p-value | P.Holm | Outcome |
| $\mathrm{LD}+\mathrm{EA}$ | $3.00 \mathrm{E}-11$ | $1.49485 \mathrm{E}-10$ | SIG | $2.10 \mathrm{E}-03$ | 0.0054 | SIG |
| LWD + EA | $1.71 \mathrm{E}-01$ | 0.3428 | NON SIG | - | - | - |
| $\mathrm{LE}+\mathrm{EA}$ | $5.70 \mathrm{E}-03$ | 0.0285 | SIG | - | - | - |
| $\mathrm{SD}+\mathrm{EA}$ | $2.24 \mathrm{E}-02$ | 0.0896 | NON SIG | $1.80 \mathrm{E}-03$ | 0.0054 | SIG |
| $\mathrm{RD}+\mathrm{EA}$ | 8.94E-01 | 0.8941 | SIG | 4.92E-01 | 0.4917 | NON SIG |
|  | YUE20013 |  |  | YUE20021 |  |  |
| OBSI vs. | p-value | P.Holm | Outcome | p-value | P.Holm | Outcome |
| LD + EA | $3.01 \mathrm{E}-11$ | $1.4827 \mathrm{E}-10$ | SIG | $3.01 \mathrm{E}-11$ | $9.003 \mathrm{E}-11$ | SIG |
| LWD + EA | $3.00 \mathrm{E}-11$ | $1.4827 \mathrm{E}-10$ | SIG | - | - | - |
| LE + EA | $3.00 \mathrm{E}-11$ | $1.4827 \mathrm{E}-10$ SIG | - | - | - |  |
| $\mathrm{SD}+\mathrm{EA}$ | $2.97 \mathrm{E}-11$ | $1.4827 \mathrm{E}-10$ | SIG | $3.00 \mathrm{E}-11$ | $9.003 \mathrm{E}-11$ | SIG |
| $\mathrm{RD}+\mathrm{EA}$ | $2.98 \mathrm{E}-11$ | $1.4827 \mathrm{E}-10$ | SIG | $3.00 \mathrm{E}-11$ | $9.003 \mathrm{E}-11$ | SIG |
|  | YUE20022 |  |  | YUE20023 |  |  |
| OBSI vs. | p-value | P.Holm | Outcome | p-value | P.Holm | Outcome |
| $\mathrm{LD}+\mathrm{EA}$ | $3.00 \mathrm{E}-11$ | $1.4939 \mathrm{E}-10$ | SIG | $4.70 \mathrm{E}-09$ | $1.87976 \mathrm{E}-08$ | SIG |
| LWD + EA | $3.00 \mathrm{E}-11$ | $1.4939 \mathrm{E}-10$ | SIG | $4.79 \mathrm{E}-08$ | $1.32705 \mathrm{E}-07$ | SIG |
| $\mathrm{LE}+\mathrm{EA}$ | $2.99 \mathrm{E}-11$ | $1.4939 \mathrm{E}-10$ | SIG | $3.15 \mathrm{E}-06$ | 0.000003151 | SIG |
| $\mathrm{SD}+\mathrm{EA}$ | $2.99 \mathrm{E}-11$ | $1.4939 \mathrm{E}-10$ | SIG | $4.42 \mathrm{E}-08$ | $1.32705 \mathrm{E}-07$ | SIG |
| $\mathrm{RD}+\mathrm{EA}$ | $3.00 \mathrm{E}-11$ | $1.4939 \mathrm{E}-10$ | SIG | $6.02 \mathrm{E}-10$ | $3.0092 \mathrm{E}-09$ | SIG |
|  | YUE20031 |  |  | YUE20032 |  |  |
| OBSI + EA vs. | p-value | P.Holm | Outcome | p-value | P.Holm | Outcome |
| $\mathrm{LD}+\mathrm{EA}$ | $3.00 \mathrm{E}-11$ | $1.49955 \mathrm{E}-10$ | SIG | - | - | - |
| LWD + EA | $3.00 \mathrm{E}-11$ | $1.49955 \mathrm{E}-10$ | SIG | - | - | - |
| $\mathrm{LE}+\mathrm{EA}$ | $3.00 \mathrm{E}-11$ | $1.49955 \mathrm{E}-10$ | SIG | - | - | - |
| $\mathrm{SD}+\mathrm{EA}$ | $3.00 \mathrm{E}-11$ | $1.49955 \mathrm{E}-10$ | SIG | $3.00 \mathrm{E}-11$ | $3.0047 \mathrm{E}-11$ | SIG |
| $R D+E A$ | $3.00 \mathrm{E}-11$ | $1.49955 \mathrm{E}-10$ | SIG | - | - | - |

Table 3.11 Adjusted (Mann-Whitney U Test) p-values on the Yeditepe datasets. Notation as in Table 3.8

### 3.6 Summary

This chapter has presented a detailed description of a new strategy for constructing initial examination timetables. A number of initialisation approaches (i.e. different graph colouring heuristics and random initialisation) have been presented in this chapter. Comparing with other popular initialisation strategies, our results demonstrate that this strategy statistically outperforms graph heuristic and random approaches on nearly all of the ITC 2007 benchmark instances for both quality and diversity and also on some of Yeditepe benchmark instances for quality. Furthermore, incorporation within a simple EA has demonstrated the advantage that using OBSI to generate an initial population of high quality and diverse solutions provides in the final timetables returned post optimisation. This is for the same total time cost (initialisation time plus optimisation time).

In the next section, we present an new approach to improve solutions where the proposed initialisation method is used in the construction phase.

## Chapter 4

## An Exam Specialised Genetic Algorithm for Examination Timetabling Problem

### 4.1 Introduction

This chapter proposes a novel Genetic Algorithm (GA) variant. The new variant is called the Exam Specialised Genetic Algorithm (ESGA) and aims to solve the examination timetabling problem. A variety of novel methods and operators are applied to the GA to tackle particular problems of timetabling. These operators attempt to prevent various types of violation, including directed, as well as undirected mutations, which are applied to examinations or periods.

The chapter describes several mutation types that are applied to certain individuals under specific circumstances. These include new methods that aim to avoid early convergence and to control the size of mutations and the probability of a mutation being applied. This can allow an appropriate balance to be achieved between exploration and exploitation.

To ensure a fair comparison, both the proposed algorithm and the Basic GA use the OBSI method to generate the initial population. Three popular benchmark sets are used for the testing, and we also compare to an extensive range of published results.

The chapter is structured as follows. Section 4.2 discusses applying GAs to examination timetabling problems. Examination solution representation is given in Section 4.3. Proposed modifications to the basic GA are presented in Section 4.4. Section 4.5 describes the enhanced roulette wheel selection strategy. Section 4.6 presents the proposed algorithm, and Section 4.7 presents and discusses the experimental results. The chapter ends with the summary in Section 4.8.

### 4.2 Genetic Algorithm for Examination Timetabling

A recent survey of GAs for solving examination timetabling problems was conducted by Adnan et al. (2018). This survey showed GAs' ability to solve optimisation problems and that they perform well in examination timetabling problem. In the work presented in this chapter, GAs are chosen to solve examination timetabling problems, since they are known for their validity (Pelikan, 2010; Sani and Yabo, 2016) in solving complex combinatorial problems. Moreover, GAs have the ability and flexibility to search in complicated, large spaces (Montana et al., 1998). Ross et al. (1994), Dhande et al. (2012), and Adnan et al. (2018) considered GAs as one of the most forceful tools in solving exam timetabling problems. In addition to that, GAs are characterised by being adaptive search algorithms (Juang et al., 2007). Corne et al. (1993), Corne et al. (1994b), Paechter et al. (1994), and Burke et al. (1994a) have also used GAs to solve the problems of examination timetabling. However, they revealed that conventional GAs need to be enhanced if they are to generate good solutions to the examination timetabling problem. Furthermore, the effectiveness of a GA is highly dependent on the changes made to its parameters. Therefore, a GA needs often intelligent settings to be provided to its parameters such as population size, crossover rate, mutation rate and type, the number of generations, and selection operators.

Figure 4.1 shows an example of a GA for solving examination timetabling problems. At the initialisation of the algorithm, a conflict matrix (Burke and Newall, 1999) is created. This $N$ by $N$ matrix is utilised with the aim of enabling competent conflict checking. For generating the initial population, a number of graph colouring heuristics are used. Then, the fitness function, which sums up all violations of all constraints, evaluates the overall quality of each individual in the initial population. In order for the algorithm to function effectively, the selection operator must randomly select parents from the population, but in such a way that better parents have a higher probability of being chosen (this is called evolutionary pressure). In this approach, it is anticipated that, on average, a child will have a higher quality, and that, after entering the population and replacing a less desirable solution, the population's overall quality will improve. Subsequently, the crossover and mutation operators are applied to the selected solution (chromosome). Crossover occurs when genetic information is exchanged between two randomly chosen partners, resulting in one or more offspring with chromosomes that are unique from their parents. The mutation is the process of changing allele values in a chromosome at random in order to produce genetic variety. Thereafter, if an offspring is infeasible, a repair procedure is used on the offspring to remove duplicate examinations and assign missing examinations at random to restore the offspring's feasibility. Finally, the best offspring are selected after revaluating each one. The process is repeated until a termination condition is satisfied or a certain number of generations has been attained.

Based on this, an exam specialised genetic algorithm is proposed in this chapter to solve the examination timetabling problem. As such solutions are often modified using a repair function, which might influence the algorithm's performance (Osaba et al., 2014; Norgren and Jonasson, 2016). Various sets of mutations are introduced by the proposed method (violation directed, blind, heavy, light), as well as new operators and strategies to explore


Figure 4.1 An example of GA for solving examination timetabling problem.
the solution space effectively and exploit it efficiently so that high quality solutions are produced. The crossover operator is eliminated since it caused premature convergence, which is unavoidable in this domain, i.e. individuals are inclined to be similar. Also, infeasible solutions are often generated in a highly constrained combinatorial optimisation problem like the examination timetabling problem. Therefore, a repair function is required to fix the infeasible solutions, which in turn increases the execution time significantly. On the other hand, a mutation is a tiny change to an individual that takes much less time than a crossover operator (De Giovanni et al., 2013). Beligiannis et al. (2008) proposed an algorithm to create feasible and efficient timetables for high schools in Greece and to show that mutation is sufficient to provide new good solutions for population evolution and that the crossover operator does not provide a satisfactory contribution, and it adds an excessive amount of complexity and time delay. Their experimental results were better if a crossover was not used since it led to very slow convergence (and sometimes even not to convergence) and also changed the location where the search took place because it applied very large steps in the search space due to the large number of changes in each chromosome. Ross et al. (1994) suggested just employing the mutation operator to create offspring solutions for addressing timetabling problems in their institutions. Their method outperformed a genetic algorithm that used a uniform crossover operator, according to their test data. According to Reeves and Wright (1995), modest steps in the search space
should be taken. Using a crossover operator, clearly, does not do this. As a result, it was decided that crossover would not be used. Finally, an evolutionary algorithm (based solely on mutation and survivor selection functions) is more effective than a standard genetic algorithm in solving combinatorial optimisation problems, according to the results of the experiments of Osaba et al. (2013).

### 4.3 Examination Solution Representation

Each examination timetable is represented as a chromosome, and its exams are the genes. According to the literature, there are two methods to represent exam timetables in a GA: direct and indirect representation. In a "direct" representation (Adamidis and Arapakis, 1999), all event attributes (day, period, room, etc.) are explicitly encoded as a vector of positive integer numbers. As a result, the GA must decide on all timetable parameters and offer a complete and constraint-free schedule in these circumstances. This approach leads to a huge search space in which solutions that satisfy all hard constraints appear to be like finding needles in a haystack. Therefore, by this representation, it could produce infeasible solutions (Rothlauf, 2002; Algethami et al., 2016) that require a repair function, which is often computationally costly in examination timetable problems and could have an impact on the algorithm's performance (Osaba et al., 2014; Norgren and Jonasson, 2016).

To simplify the direct representation even further, a list of the numbers is created of a certain length. This represents the exams to be arranged or scheduled, where each of the elements is between 1 and $p$ (representing the available number of periods). Interpreting this chromosome is as follows: when the $n t h$ number on the list is $p$, exam $e$ is then scheduled or planned to take place at period $p$. The chromosome [8,11, $6,1,2,5,1,2,3,6]$, for instance, represents a specific candidate solution, where exam occurs at period ${ }_{8}$, exam ${ }_{2}$ occurs at period ${ }_{11}$, and so on.
[3,7,9,2,1,10,4,5,8,11] represents a different chromosome. A certain point (i.e. crossover point) is chosen randomly, let's say 3 , and a crossover is performed to produce two children, as illustrated in Figure 4.2. This evolutionary cycle is repeated many times until an ideal timetable can be located or until a specific maximum number of generations is reached. The mutation operator alters the features of copy of a current "parent" as illustrated in Figure 4.3. After this mutation, exam $_{8}$, which occurs at period ${ }_{2}$ will be at period ${ }_{5}$. After the genetic operators (crossover in addition to mutation), a repair algorithm is utilised with the aim of repairing an infeasible solution, which aims at fixing any non-feasible timetables that are produced in this process.

## Parent Chromosome 1:

Exam

| 1 | 2 | $\mathbf{3}$ | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{8}$ | $\mathbf{1 1}$ | $\mathbf{6}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{5}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{6}$ |

## Parent Chromosome 2:

Exam

| 1 | 2 | $\mathbf{3}$ | 4 | 5 | 6 | $\mathbf{7}$ | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{3}$ | $\mathbf{7}$ | $\mathbf{9}$ | $\mathbf{2}$ | $\mathbf{1}$ | $\mathbf{1 0}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{8}$ | $\mathbf{1 1}$ |

## Child Chromosome 1:

## Exam

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{8}$ | $\mathbf{1 1}$ | $\mathbf{6}$ | $\mathbf{2}$ | $\mathbf{1}$ | $\mathbf{1 0}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{8}$ | $\mathbf{1 1}$ |

## Child Chromosome 2:

Exam

| 1 | 2 | 3 | 4 | 5 | 6 | $\mathbf{7}$ | 8 | 9 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{3}$ | $\mathbf{7}$ | $\mathbf{6}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{5}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{6}$ |

Figure 4.2 Representation and Crossover Parent.


Figure 4.3 The Mutation Parent.

In "indirect" representations (Paechter et al., 1996), the encoded solution (chromosome) often comprises an ordered list of events that are inserted into the timetable using a predetermined technique (or "timetable builder"). While monitoring the problem's restrictions, the timetable builder can utilize any mix of heuristics and local search to insert events into the timetable. Indirect representation for the ESGA implementation of this study is employed via optimised data structures that preserve all the essential input information in every solution in such a way that the algorithm verifies that all of the hard restrictions have been met before performing any type of mutation. This eliminates the need for the ESGA to do repairs. In general, compared to basic direct methods, using an indirect representation of the timetable considerably increases the efficiency of timetable generation (Paechter et al., 1994).

There are numerous encodings for the same problem, such as directly encoding a candidate solution or indirectly encoding parameters/features for a constructive algorithm that generates a candidate solution. In addition to the features listed above, it is simple and easy to estimate mutation effects in the direct representation. Moreover, chromosomal interpretation is quick (resulting in faster fitness evaluation). In contrast, the indirect representation frequently involves the use of a constructive algorithm to easily exploit do-
main knowledge - (e.g., in the constructive heuristic), it is also capable of significantly reducing the size of the search space but with slow interpretation as well as the possibility of encoding away undesirable features, and finally, its neighbourhoods are extremely rugged (Brabazon and O'Neill, 2006). However, according to the findings of Brabazon and O'Neill (2006), problem-specific knowledge should be included in the representation of solutions to the scheduling problem, and the chromosomal representation should be natural. It should contain all relevant details and be directly connected to the original problem.

Figure 4.4 shows the implemented indirect representation in this thesis. Regarding the software implementation, the solution can be constructed through the creation of a list of periods as 'objects' that comprises further room objects, which in turn contain exam objects. Each of the object types possesses its individual properties, which are utilised for checking hard, as well as soft constraints before the rescheduling of the examinations in any of the examination rooms for a specific period. For instance, when the algorithm aims to reschedule a specific exam in a specific period, the exam's duration property has to be compared against the period's duration property to fulfil the period duration's constraint. Another example is that when rescheduling an exam that has an 'after' constraint like exam 2 after exam ${ }_{1}$ in a new period, the proposed algorithm checks whether exam exists in the exam list property of any period before that period. This representation enables us to implement the ESGA and prevents us from using a repair algorithm that needs a high computing cost to regenerate feasible solutions, particularly when more constrained ITC 2007 datasets are used.

PeriodsList


Figure 4.4 Chromosome representing a solution.

### 4.4 Proposed Modifications to the Basic Genetic Algorithm

This work mainly involves tackling the traditional genetic algorithm's drawbacks when trying to solve the examination timetable problems by proposing specific modifications to the basic GA. In that regard, this work includes the following objectives:

1. To test a GA-based optimiser on the ITC 2007 and Yeditepe benchmark sets for the first time (as far as the author is aware). See Tables 2.15, 2.16, and 2.17 in Chapter 2.
2. To design new mutation operators so that an effective balance is achieved between exploration and exploitation in this application domain.
3. To adapt several parameters such as mutation probability and mutation size, which are relative to the number of periods and/or the number of exams in a given timetable to make all the mutation operators suitable and applicable to any timetable. In this work, the selection of the parameter values, mutation probability values and mutation size values were carried out based on experimental tuning studies, whereby a reasonable balance is considered between the solution quality and the computation time.
4. To propose a probabilistic selection technique in order to prevent the solutions from being too similar after many generations (premature convergence).
5. To eliminate the crossover phase, which substantially increases the execution time of the genetic algorithm that is applied to the examination timetable problem, without improving the results (following the work of Ross et al. (1994), Burke et al. (1995c), Reeves and Wright (1995), Beligiannis et al. (2008), and Osaba et al. (2013)).
6. To introduce optimised data structures to represent the solution in such a way that the algorithm is able to check that all the hard constraints are satisfied before applying any type of mutation. This enables the ESGA to obviate need for a repair function, which is often computationally expensive in examination timetable problems.
7. To utilise room resources effectively and efficiently by regularly reordering all the rooms of any period according to the available seats at any time an examination is scheduled in a specific period. In this way, the process of rescheduling aims at timetabling the examinations in the room with the least number of available seats first, then the room with the highest number of the available seats, and so forth.

There are two phases in this overall approach. In the first phase, the focus is placed on the evolving timetables. These timetables meet hard constraints. In the second phase, meanwhile, the focus is on improving the timetables generated in the first phase by minimising the soft constraint values. Also, each timetable can be characterised as a list, which comprises the available periods in a specific exam session. Each period comprises the predefined room list, which involves as many exams as possible based on fulfilling the
constraints that are stipulated, as well as the rooms' capacities. The following subsections describe the two phases of the proposed algorithm in detail.

### 4.4.1 Phase 1: Initialisation

The Ordering-Based Scheduling Initialisation (OBSI) is implemented in this phase to generate a feasible construction of the initial population (Alsuwaylimi and Fieldsend, 2019). This phase mainly focuses on producing timetables that fulfil hard constraints, while attempting also to minimise the cost of the soft constraints. The ESGA invokes the OBSI method $n$ times with the aim of creating an initial population of size $n$ for the second phase. The results (out of 30 runs for each instance) on both datasets (ITC 2007 examination track and Yeditepe) are shown in Section 3.4 in Chapter 3, respectively. Section 5.2.1 in Chapter 5 provides the experimental results of the proposed OBSI of the Toronto datasets.

### 4.4.2 Phase 2: Optimisation

As previously mentioned, the optimisation phase aims mainly to minimise the violation cost of the feasible timetables' soft constraints, which are constructed in the first phase. During this phase, the modified genetic algorithm (i.e. the proposed ESGA) works on refining the initial population over a set number of generations by means of the newly introduced mutation operators. The key advantage of mutation is that it opens up new spaces to be explored. It also involves jumping in the solution space, which can be beneficial. The key disadvantage, however, is that the randomness of the variation it creates may decrease the fitness of a specific solution rather than increase it.

The focus of the process of refinement is to reduce the timetables' soft constraint costs. In this work, the proposed mutation operators are different from each other in terms of:

- The solutions to which they will be applied. In other words, some mutation operators are applied to specific solutions, whereas other operators are applied to all the solutions, and each solution in the population has its own mutation probability value for each type of mutation operator. The mutation probability value of each solution is determined by its cost/fitness value.
- Whether they are classified as exploration components or exploitation components (in order to establish a balance between exploration and exploitation).
- The level at which they are applied (some mutations are performed on exams, and others are performed on periods). At the exam level, the mutation operators attempt to change the period and room of one or more selected exams taken from one or more periods. At the period level, they attempt to change the period and room of all the exams (i.e. change for all possible) of one or more selected periods.
- Guided and unguided. In other words, mutation operators explore and exploit the search space using unguided strategies and guided strategies, i.e. violation directed and blind (random) strategies. These mutation strategies can be applied to the exams' level and periods' level.
- Mutation size (heavy mutation and light mutation). In other words, how many exams or periods will be mutated in a single mutation? From our earlier preliminary experiments, we derived considerably good formulas for each proposed mutation, where it has been determined the $4^{\text {th }}$ and $5^{\text {th }}$ roots in some formulas (as shown in the following subsections) in order to provide appropriate values for the probability of selecting exams or periods to be mutated and the maximum size of all different mutations proposed in this chapter. Thus, these values attempt to produce an appropriate balance to be achieved between exploration and exploitation. The following subsections present the formulas and the details of the sizes of the proposed mutations.
- Repeated or single application. Some mutation operators are repeatedly applied to selected solution(s) many times to generate new and various solutions, whereas others are applied to selected solution(s) just once.

The aim of all the proposed mutation operators is to change the period, and the room for the selected exam(s), and all of them check that all the hard constraints are met before rescheduling the selected exam(s) in the new selected period and room. This means that there is no need to use the repair function. All the mutation operators create a copy for each selected solution before applying mutation. When applying any type of mutation to a solution copy, all the chosen exams to be rescheduled are added to a list called the MutationList. If the selected exam has a coincidence hard constraint, the set of exams that coincide with this selected exam are also added to the same MutationList by using Check Coincidence algorithm. The pseudo-code of the Check Coincidence algorithm is given in Algorithm 4.1.

```
Algorithm 4.1 Pseudo-code of Check Coincidence.
Require: Sol \(\triangleright\) Selected solution (timetable) to be mutated.
Require: eList \(\triangleright\) A list containing the exam to be mutated.
    if coin_constraint \((e L i s t)=\) true then \(\triangleright\) If eList has coincidence hard constraint.
        \(e L i s t^{c o i n \_e x a m s} \leftarrow\) get_coin_exams \((e L i s t) \triangleright\) Get all exams coincidence with eList.
        \(e L i s t \leftarrow e\) List \(\cup e L i s t^{c o i n \_e x a m s ~} \quad \triangleright\) Add all exams that coincide with \(e\) List.
    end if
    return \(e\) List
```

When the MutationList becomes empty, this means that the mutation operation has succeeded and the mutated solution copy (child) will be added to the offspring pool. Otherwise, if there are exams remaining in the MutationList, and there are no periods that can be used to schedule these exams, the solution copy is discarded. Further, that mutation will not be reapplied to that solution so that an infinite loop is avoided, and it will also not attempt to replace that solution with a new solution, i.e. it will not recompense the current solution with a new solution. All the mutation operators employ a function named Rollback, which is called immediately after adding each exam to the MutationList. This function removes any chosen exam from the Exam List property of its original period, removes it from its original room, recalculates the capacity of the room, and checks if
the removed exam has the room exclusive constraint in order to change the value of the exclusive property of its original room to be non-exclusive. Its original room, therefore, becomes available for any other exam(s) later. The pseudo-code of the Rollback function is detailed in Algorithm 4.2.

```
Algorithm 4.2 Pseudo-code of Rollback.
Require: Sol \(\triangleright\) A selected solution (timetable) to be mutated.
Require: MutL \(\triangleright\) Mutation List consists of a list of exams to be mutated.
    \(P L \leftarrow\) getAllExams_in_period \((S o l) \quad \triangleright\) A list of exams taken from each period.
    \(R L \leftarrow\) getAllExams_in_room \((\) Sol \() \quad \triangleright\) A list of exams taken from each room.
    for each room in \(R L\) do
        \(R_{\text {seats }} \leftarrow\) capacity \(\left(R L_{i}\right) \quad \triangleright\) Get capacity of each room in RL.
    end for
    Mut \(L_{\text {Size }} \leftarrow \operatorname{size}(M u t L) \quad \triangleright\) Number of exams in MutL.
    Size \(\leftarrow 0 \quad \triangleright\) Counter is set to zero.
    while Size \(\leq M u t L_{\text {Size }}\) do
        \(P L \leftarrow P L \backslash\left\{M u t L_{i}\right\} \triangleright\) Delete the exam from the exam list of its current period.
        \(R L \leftarrow R L \backslash\left\{M u t L_{i}\right\} \quad \triangleright\) Delete the exam from the exam list of its current room.
        \(R_{\text {seats }} \leftarrow R_{\text {seats }}+\) capacity \(\left(M u t L_{i}\right) \quad \triangleright\) Recalculate the available seats of its
    current room.
        if is_exclusive \(\left(M u t L_{i}\right)=\) true then \(\quad \triangleright\) If the exam has room exclusive
    constraint.
            \(R_{\text {exclusive }} \leftarrow\) false \(\triangleright\) To remake the room available other exam(s).
        end if
        Size \(\leftarrow\) Size \(-1 \quad \triangleright\) Move to the next exam at \(M u t L\).
    end while
    return Sol
```

All the proposed mutation operators invoke a method named Rescheduling, which is responsible for making random changes to the period and room for all the exams in a given MutationList. The method, in turn, calls the Assignment algorithm that is in charge of assigning a period and a room for each exam in the MutationList. If all the exams in the given MutationList are rescheduled, the Rescheduling algorithm returns/becomes true; otherwise, it returns false. The pseudo-codes of Assignment and Rescheduling is illustrated in Algorithms 4.3 and 4.4, respectively.

```
Algorithm 4.3 Pseudo-code of Assignment.
Require: Sol \(\triangleright\) A selected solution (timetable) to be mutated.
Require: temp \(\triangleright\) A temporary list with all periods.
Require: eList \(\triangleright\) A list containing the exam to be mutated.
    while tem \(p \neq \emptyset\) do
        \(p \leftarrow\) random_element \((\) tem \(p) \quad \triangleright\) Select a period from tem \(p\) randomly.
        \(R_{p} \leftarrow \operatorname{get}\) AllRooms_in_period \((p) \quad \triangleright\) A list of rooms available in period \(p\).
```



```
        Size \(\leftarrow 0 \quad \triangleright\) Counter is set to zero.
        while Size \(\leq e\) List \(_{\text {size }}\) do
            \(R_{p} \leftarrow\) ascend_sort \(\left(R_{p}\right) \triangleright\) Sort the rooms of period \(p\) based on recent capacity.
            isScheduled \(\leftarrow\) false
            for all rooms \(R_{p}\) do
                if \(e\) List \(_{i}\) can be scheduled into \(R_{p j}\) of \(p\) satisfying the hard constraints then
                Sol \(\leftarrow \operatorname{schedule}\left(S o l, e L i s t i, p, R_{p j}\right) \triangleright\) Schedule \(e\) List \(_{i}\) at \(R_{j}\) of period \(p\).
                isScheduled \(\leftarrow\) true
                Size \(\leftarrow\) Size \(-1 \quad \triangleright\) Move to the next exam at eList.
                Break \(\triangleright\) The current exam is now scheduled.
                end if
            end for
            if isScheduled \(\leftarrow\) false then \(\quad \triangleright\) Unsuccessful scheduling of elist.
                temp \(\leftarrow\) tem \(p \backslash\{p\} \quad \triangleright\) Remove the period from temp list.
            end if
        end while
        if tem \(p \neq \emptyset\) then
            return false \(\triangleright\) Unsuccessful scheduling of MutL.
        end if
    end while
    return true
                                \(\triangleright\) Successful scheduling of MutL.
```

```
Algorithm 4.4 Pseudo-code of the Rescheduling.
Require: Sol \(\triangleright\) A selected solution (timetable) to be mutated.
Require: MutL \(\triangleright\) A list of exams to be mutated.
Require: Offs \(\triangleright \mathrm{A}\) list containing new solutions by applying this mutation.
    \(P L \leftarrow\) get_AllPeriods \((S o l) \quad \triangleright\) A list of all periods in the solution (timetable).
    while \(M u t L \neq \emptyset\) do
        \(e\) List \(\leftarrow \emptyset \quad \triangleright\) Initial empty selected exams list.
        \(e\) List \(\leftarrow\) random_exam \((M u t L) \quad \triangleright\) Add a random exam from MutL to eList.
        \(e\) List \(\leftarrow\) check_coincidence \((e\) List \() \quad \triangleright\) See Algorithm 4.1
        \(t e m p \leftarrow \emptyset \quad \triangleright\) Empty Temporary Periods list.
        temp \(\leftarrow P L \quad \triangleright\) Add all periods to Temporary Periods list.
        isScheduled \(\leftarrow\) false
        if assignment \((\) Sol, temp,eList \() \leftarrow\) ture then \(\quad \triangleright\) See Algorithm 4.3
            \(M u t L \leftarrow M u t L \backslash\{e L i s t\} \quad \triangleright\) Remove exam from List.
            isScheduled \(\leftarrow\) true
        else
            Break \(\triangleright\) The current exam is now scheduled.
        end if
    end while
    if isScheduled \(\leftarrow\) true then \(\quad \triangleright\) Unsuccessful scheduling of elist.
        Offs \(\leftarrow\) Offs \(\cup\) Sol \(\triangleright\) Add the successful mutated solution to the offspring list.
    end if
    return Offs \(\triangleright\) Successful scheduling of MutL.
```


### 4.4.2.1 Moderate Mutation

The moderate mutation (MM) operator is applied to half of the solutions in the population, with each solution being selected using the roulette wheel selection operator based on its cost value. The moderate mutation size is determined by Equation (4.2), i.e. the number of genes examinations (genes) that will be mutated, is a random number in the space [1, Max], with Max given from Equation (4.1):

$$
\begin{align*}
M a x & =\lceil\sqrt[5]{n p * n e}\rceil \\
\text { Size }_{\text {moderate }} & =\operatorname{random}(M a x)+1 \tag{4.2}
\end{align*}
$$

Where $n p$ is the number of periods in the timetable, and $n e$ is the number of exams in the timetable. When the number of periods and exams in a given schedule increases, the size of the solution space expands exponentially. As a result, these numbers are taken into account in order to make the mutation size relevant to the domain size. Therefore, moderate mutations might blend recombinative evolutionary algorithms' explorative search ability with local search methods' exploitive search ability, and the final solution can be located
in fewer generations. The mutation size tuning experiments were carried out on a number of instances with diverse characteristics from all datasets. The $5^{\text {th }}$ root was chosen in order to keep the maximum number of potential mutations to a manageable level. In addition, we noticed through experiments that determining the $5^{\text {th }}$ root can produce a reasonable maximum size of the MM on small and large problem instances. For instance, pur83 instance is the largest problem instance of the Toronto benchmark, where it has 2419 students and 42 periods. By applying the $5^{\text {th }}$ root after multiplying 2419 (i.e. the number of students) by 42 (i.e.the number of periods), the maximum mutation size of MM is 11 in this problem, which is considered the largest size would be obtained for the MM among the considered datasets in this chapter. However, this size is reasonably appropriate to concentrate the search in a localised region and seek to discover new space. Therefore, the mutation is advantageous as intensification and diversification are balanced, new spaces are discovered, and a moderate degree of genetic variation is produced, i.e. a reasonable diversity is generated in the population. The pseudo-code of the proposed moderate mutation is given in Algorithm 4.5.

```
Algorithm 4.5 Pseudo-code of the proposed MM mutation.
Require: Pop \(\triangleright\) Current population.
    Offs \(\leftarrow \emptyset \quad \triangleright\) A list consists of new solutions by applying this mutation.
    Size \(\leftarrow \operatorname{size}(P o p) / 2 \quad \triangleright\) Number of solutions to be mutated.
    while Size \(\neq \emptyset\) do
        \(T \leftarrow\) roulette_wheel_selection \((P o p) \quad \triangleright\) Select an solution (timetable) to be
    mutated.
        Sol \(\leftarrow \operatorname{copy}(T) \quad \triangleright\) Create a solution copy under consideration.
        \(n p \leftarrow\) getNumber_periods(Sol) \(\quad \triangleright\) Number of periods of Sol.
        \(n e \leftarrow\) getNumber_exams \((\) Sol \() \quad \triangleright\) Number of exams of Sol.
        \(M u t L \leftarrow \emptyset \quad \triangleright\) Empty the list exams of mutation.
        \(M a x \leftarrow|\sqrt[5]{n p * n e}| \quad \triangleright\) Maximum number reached by random.
        Mut \(_{\text {size }} \leftarrow \operatorname{random}(\) Max \()+1 \quad \triangleright\) Determine the size of mutation.
        while Mut \(_{\text {size }} \neq 0\) do
            \(e\) List \(\leftarrow\) random_exam \((S o l) \quad \triangleright\) Get a random exam from the solution.
            \(M u t L \leftarrow M u t L \cup\) check_coincidence \((e L i s t) \quad \triangleright\) See Algorithm 4.1
            Mut \(_{\text {size }} \leftarrow\) Mut \(_{\text {size }}-1\)
        end while \(\triangleright\) Terminate adding exams to be mutated.
        Sol \(\leftarrow \operatorname{rollback}(\) Sol, MutL \() \quad \triangleright\) See Algorithm 4.2
        Offs \(\leftarrow\) Offs \(\cup\) rescheduling \((\) Sol, MutL,Offs \() \quad \triangleright\) See Algorithm 4.4
        Size \(\leftarrow\) Size - 1
    end while
    return Offs
```


### 4.4.2.2 Period Based Mutation

The existence of a kind of mutation that makes sudden and large jumps in the solution space becomes necessary. This goal can be achieved with Period-Based Mutation (PBM). It can also help with a broad search for suitable locations. The search can be directed towards areas of the solution space with a feasible timetable using this mutation operator. It randomly selects several periods of any selected solution and attempts to reschedule each exam in any selected period into another period to satisfy all the hard constraints. The PBM aims to mutate all the solutions in the current population with a probability that is inversely equivalent to their cost value. In order to calculate the selection probability of each solution, the PBM first ranks all the solutions in the current population ascendingly based on their cost value from best to worst by setting an index of $s r$ for each solution, where the best cost value (i.e. the lowest cost value) is $s r=1$, and the worst is $s r=$ population size. Next, it calculates the selection probability value $s p$ using the formula in Equation (4.3).

$$
\begin{equation*}
s p=\frac{s r}{\text { Popsize }} \tag{4.3}
\end{equation*}
$$

Where $s r$ is the solution rank in the population and Popsize is the population size. The pseudo-code of the proposed PBM is given in Algorithm 4.6. After assigning the probability of selection for each solution, the PBM generates a random number between 0 and 1 for each solution. If its selection probability is larger than the generated number, this solution is selected to be mutated; otherwise, it is ignored. According to Equation (4.3), the lower the rank is, the more likely it is mutated. Since this mutation creates a high degree of genetic variation, it is preferable for the best solutions in the current population to have a lower probability of being mutated by this mutation operator. The number of periods $n p$ to be disturbed is determined by Equation (4.4).

$$
\begin{equation*}
m p=\operatorname{random}(\lceil\sqrt[4]{n p}\rceil)+1 \tag{4.4}
\end{equation*}
$$

The above equation was determined empirically, where $n p$ is the number of all the periods in the given timetable (solution), and $m p$ is the number of periods to be mutated. As previously stated, the more periods in a timetable, the larger the search space. So, the mutation size must be suitable and applicable to any timetable, in which an acceptable balance between solution quality and computing time is taken into account. The $4^{\text {th }}$ root was chosen in order to limit the number of possible mutations to a reasonable quantity and make more sudden jumps in the solution space while maintaining an appropriate balance between solution quality and processing time.

```
Algorithm 4.6 Pseudo-code of the proposed PBM mutation.
Require: Pop \(\triangleright\) Current population.
    Offs \(\leftarrow \emptyset \quad \triangleright\) A list consists of new solutions by applying this mutation.
    Size \(\leftarrow \operatorname{size}(P o p) \quad \triangleright\) Number of solutions in the population.
    \(S L \leftarrow\) ascend_rank \((P o p) \quad \triangleright\) Solutions List ordered by their cost values.
    rank \(\leftarrow 1\)
    while rank \(\leq\) Size do
        \(s p \leftarrow r a n k /\) Size \(\quad \triangleright\) Calculate the selection probability of \(S L\).
        if \(s p>\operatorname{random}(1)\) then \(\quad \triangleright\) random(1) returns a value between 0 and 1 .
            \(S o l \leftarrow \operatorname{copy}\left(S L_{\text {rank }}\right) \quad \triangleright\) Create a solution copy under consideration.
            \(n p \leftarrow\) getNumber_periods \((\) Sol \() \quad \triangleright\) Number of periods of Sol.
            \(M u t L \leftarrow \emptyset\)
            Mut \(_{\text {size }} \leftarrow \operatorname{random}(|\sqrt[4]{n p}|+1) \quad \triangleright\) Determine the size of mutation.
            while Mut \(_{\text {size }} \neq 0\) do
                    \(p \leftarrow\) random_period \((S o l) \quad \triangleright\) Get a random period from Sol.
                \(M u t L \leftarrow M u t L \cup\left\{p_{\text {exams }}\right\} \quad \triangleright\) Add all exams in the period to the
    MutationList.
                Sol \(\leftarrow \operatorname{rollback}(\) Sol, MutL \() \quad \triangleright\) See Algorithm 4.2
                Mut \(_{\text {size }} \leftarrow M u t_{\text {size }}-1\)
                end while \(\triangleright\) Terminate adding exams to be mutated.
                Offs \(\leftarrow\) Offs \(\cup\) rescheduling \((\) Sol, MutL, Offs \() \quad \triangleright\) See Algorithm 4.4
        end if
        \(r a n k \leftarrow \operatorname{rank}+1\)
    end while
    return Offs
```


### 4.4.2.3 Deep Mutation

Deep Mutation (DM) is considered to be a violation directed strategy (guided mutation), which aims to change the period and room of most of the exams that cause violations to the soft constraints. In other words, the DM calculates soft constraint violations (penalty values) using Equation (4.5) for each exam in a given timetable (solution) depending on the period and room of the exam is currently scheduled in. Next, the DM ranks all the exams in the solution based on their penalty value with most of the exams that cause violations having a rank value of 1 . The DM is, therefore, biased toward working on the exams with higher ranks (the greatest violations). The aim of this ranking is to define a range (starting from the first exam in the rank until a predefined rank value, which is determined experimentally by Equation (4.6)). Therefore, the number of exams ne that can be selected and be mutated is determined randomly between lower limit (i.e. can be 1 as the least number of exams to be mutated) and upper limit (i.e. the largest number of exams to be mutated is $n e=$ random $($ Upper_limit $)+1$ ) of this range. The aim of this ranking and range is to force the mutation to take place with this range of exams, in order to rearrange these exams into better periods to produce a good-quality timetable (solution).

$$
\begin{equation*}
c=\sum_{i=1}^{k} w_{i} * p e_{i} \tag{4.5}
\end{equation*}
$$

Where $c$ is the soft constraints cost of a given exam, $p e_{i}$ is a penalty value imposed to the violation of a specific constraint, and $w_{i}$ an attached weight.

$$
\begin{equation*}
\text { Upper_limit }=\lceil\sqrt[5]{n e}\rceil+\operatorname{random}(\lceil\sqrt[4]{n e}\rceil) \tag{4.6}
\end{equation*}
$$

Where $n e$ is the number of exams in a given timetable. Lastly, the selection probability $s p$ of each solution can be calculated by means of Equation (4.7). The high fitness solutions possess a high probability of being selected.

$$
\begin{equation*}
s p=\frac{\text { Popszie }-s r}{\text { Popsize }} \tag{4.7}
\end{equation*}
$$

DM is also biased toward working on the solutions of the highest (i.e. worst) fitness value in the population. This mutation aims to equip the ESGA with an additional exploitative search. This means that better solutions are more likely to be obtained. The pseudo-code of the proposed DM mutation is given in Algorithm 4.7.

```
Algorithm 4.7 Pseudo-code of the proposed DM mutation.
Require: Pop \(\triangleright\) Current population.
    Offs \(\leftarrow \emptyset \quad \triangleright\) A list consists of new solutions by applying this mutation.
    Size \(\leftarrow \operatorname{size}(P o p) \quad \triangleright\) Number of solutions in the population.
    \(S L \leftarrow\) ascend_rank \((P o p) \quad \triangleright\) Solution List ordered by their cost values.
    rank \(\leftarrow 1\)
    while rank \(\leq\) Size do
        \(s p \leftarrow(\) Size -rank\() /\) Size \(\quad \triangleright\) Calculate the selection probability of \(S L\).
        if \(s p>\operatorname{random}(1)\) then \(\quad \triangleright \operatorname{random}(1)\) returns a value between 0 and 1 .
            \(S o l \leftarrow \operatorname{copy}\left(S L_{\text {rank }}\right) \quad \triangleright\) Create a solution copy under consideration.
            Sol \(\leftarrow\) descend_rank_exams \((\) Sol \() \quad \triangleright\) Rank all exams descending by their
    penalties.
        \(n p \leftarrow\) getNumber_periods \((\) Sol \() \quad \triangleright\) Number of periods of Sol.
            \(n e \leftarrow\) getNumber_exams \((\) Sol \() \quad \triangleright\) Number of exams of Sol.
            Range \(\leftarrow|\sqrt[5]{n e}|+\operatorname{random}(|\sqrt[4]{n e}|) \quad \triangleright\) Range is determined by the exams no.
            \(M u t L \leftarrow \emptyset \quad \triangleright\) Empty the list exams of mutation.
            Mut \(_{\text {size }} \leftarrow|\sqrt[5]{n p}|+\operatorname{random}(|\sqrt[4]{n p}|) \quad \triangleright\) Determine the size of mutation.
            while Mut \(_{\text {size }} \neq 0\) do
                \(e L i s t \leftarrow\) random_exam_in_range \((S o l) \quad \triangleright\) A random exam in the provided
    range.
                \(M u t L \leftarrow M u t L \cup\) check_coincidence \((e L i s t) \quad \triangleright\) See Algorithm 4.1
                Mut \(_{\text {size }} \leftarrow\) Mut \(_{\text {size }}-1\)
            end while \(\triangleright\) Terminate adding exams to be mutated.
                Sol \(\leftarrow \operatorname{rollback}(\) Sol, MutL \() \quad \triangleright\) See Algorithm 4.2
                Offs \(\leftarrow\) Offs \(\cup\) rescheduling \((\) Sol, MutL, Offs \() \quad \triangleright\) See Algorithm 4.4
        end if
        \(r a n k \leftarrow \operatorname{rank}+1\)
    end while
    return Offs
```


### 4.4.2.4 Period Based Deep Mutation

Period Based Deep Mutation (PBDM) operates in the same way as DM in terms of ranking, selecting the range, and the solution selection probability with a minor difference. The PBDM mutation is forced to take place on whole periods. The periods are ranked based on the extent to which these periods violate the soft constraints. For any period, the PBDM calculates the penalty value of each exam that is scheduled in that period. Next, it sums all these exams' penalty values and assigns them to this period. This process is repeated for all the periods in the solution. A selecting rank is defined using Equation (4.8) and this ranking aims to define a range (beginning with the first period in the rank and ending with a predetermined rank value, as established experimentally by Equation (4.8)). As a result, the number of periods $n p$ that can be chosen and mutated is determined randomly between the lower limit (i.e. 1, the smallest number of periods to be mutated) and the upper limit (i.e. the greatest number of periods to be mutated).

$$
\begin{equation*}
\text { Upper_limit }=\lceil\sqrt[5]{n p}\rceil+\text { random }(\lceil\sqrt[4]{n p}\rceil) \tag{4.8}
\end{equation*}
$$

Where $n p$ is the number of periods in a specific timetable. All the exams in the selected periods are removed and added to the MutationList.

```
Algorithm 4.8 Pseudo-code of the proposed PBDM mutation.
Require: Pop \(\triangleright\) Current population.
    Offs \(\leftarrow \emptyset \quad \triangleright\) A list consists of new solutions by applying this mutation.
    Size \(\leftarrow \operatorname{size}(P o p) \quad \triangleright\) Number of solutions in the population.
    \(S L \leftarrow\) ascend_rank \((P o p) \quad \triangleright\) Solution List ordered by their cost values.
    rank \(\leftarrow 1\)
    while \(r a n k \leq\) Size do
        \(s p \leftarrow(\) Size \(-r a n k) /\) Size \(\quad \triangleright\) Calculate the selection probability of \(S L\).
        if \(s p>\operatorname{random}(1)\) then \(\quad \triangleright \operatorname{random}(1)\) returns a value between 0 and 1 .
            Sol \(\leftarrow \operatorname{copy}\left(S L_{\text {rank }}\right) \quad \triangleright\) Create a solution copy under consideration.
            Sol \(\leftarrow\) descend_rank_periods \((S o l) \quad \triangleright\) Rank all periods in the solution
    descending by their penalties.
            \(n p \leftarrow\) getNumber_periods \((S o l) \quad \triangleright\) Number of periods of Sol.
            Range \(\leftarrow|\sqrt[5]{n p}|+\operatorname{random}(|\sqrt[4]{n p}|) \quad \triangleright\) Range is determined by the periods no.
            \(M u t L \leftarrow \emptyset \quad \triangleright\) Empty the list exams of mutation.
            Mut \(_{\text {size }} \leftarrow|\sqrt[5]{n p}|+\operatorname{random}(|\sqrt[4]{n p}|) \quad \triangleright\) Determine the size of mutation.
            while Mut \(_{\text {size }} \neq 0\) do
                \(p \leftarrow\) random_period_in_range \((S o l) \quad \triangleright\) A random period in the provided
    range.
                \(M u t L \leftarrow M u t L \cup\left\{p_{\text {exams }}\right\} \triangleright\) Add all exams in the period to MutationList.
                \(M_{\text {size }} \leftarrow\) Mut \(_{\text {size }}-1\)
            end while \(\triangleright\) Terminate adding periods to be mutated.
            Sol \(\leftarrow \operatorname{rollback}(\) Sol,\(M u t L) \quad \triangleright\) See Algorithm 4.2
            Offs \(\leftarrow\) Offs \(\cup\) rescheduling \((\) Sol, MutL,Offs \() \quad \triangleright\) See Algorithm 4.4
        end if
        \(r a n k \leftarrow r a n k+1\)
    end while
    return Offs
```


### 4.4.2.5 Heavy Mutation

Heavy mutation (HM) is similar to the MM mutation in most aspects except for the mutation size, which is larger, based on Equation (4.9); and the selection probability $s p$ of the solutions, based on Equation (4.10), which we empirically found that the proper size of this mutation and the selection probability that can increase the likelihood of selecting worse solutions as opposed to better solutions. By improving the solutions with the worse fitness, the HM endeavours to maintain the population diversity. The pseudo-code of the proposed HM mutation is given in Algorithm 4.9.

$$
\begin{align*}
\text { Size }_{\text {heavy }} & =\lceil\sqrt[5]{n p * n e}\rceil+1  \tag{4.9}\\
s p & =\frac{s r}{\text { Popsize }} \tag{4.10}
\end{align*}
$$

```
Algorithm 4.9 Pseudo-code of the proposed HM mutation.
Require: Pop \(\triangleright\) Current population.
    Offs \(\leftarrow \emptyset \quad \triangleright\) A list consists of new solutions by applying this mutation.
    Size \(\leftarrow \operatorname{size}(P o p) \quad \triangleright\) Number of solutions in the population.
    \(S L \leftarrow\) ascend_rank \((P o p) \quad \triangleright\) Solution List ordered by their cost values.
    rank \(\leftarrow 1\)
    while rank \(\leq\) Size do
        \(s p \leftarrow(r a n k /\) Size \() \quad \triangleright\) Calculate the selection probability of \(S L\).
        if \(s p>\operatorname{random}(1)\) then \(\triangleright\) if \(P\) is larger than the generated number \((\leq 0\) and \(\leq 1)\),
    \(S L_{\text {rank }}\) will be mutated.
            \(\begin{array}{lrl}\text { Sol } \leftarrow \operatorname{copy}\left(S L_{\text {rank }}\right) & \triangleright \text { Create a solution copy under consideration. } \\ M u t L \leftarrow \emptyset & \triangleright \text { Empty the list exams of mutation. } \\ n p \leftarrow \text { getNumber_periods }(\text { Sol }) & \triangleright \text { Number of periods of Sol. } \\ n e \leftarrow \text { getNumber_exams }(S o l) & \triangleright \text { Number of exams of Sol. } \\ M u t_{\text {size }} \leftarrow|\sqrt[5]{n p * n e}|+\operatorname{random}(|\sqrt[5]{n p * n e}|) & \triangleright \text { Select the size of mutation }\end{array}\)
    randomly based on numbers of periods and exams.
        while Mut \(_{\text {size }} \neq 0\) do
                \(e\) List \(\leftarrow\) random_exam \((\) Sol \() \quad \triangleright\) Get a random exam from Sol.
                \(M u t L \leftarrow M u t L \cup\) check_coincidence \((\) eList \() \quad \triangleright\) See Algorithm 4.1
                Mut \(_{\text {size }} \leftarrow M u t_{\text {size }}-1\)
            end while \(\triangleright\) Terminate adding exams to be mutated in the MutationList.
            Sol \(\leftarrow \operatorname{rollback}(\) Sol, MutL \() \quad \triangleright\) See Algorithm 4.2
            Offs \(\leftarrow\) Offs \(\cup\) rescheduling \((\) Sol, MutL, Offs \() \quad \triangleright\) See Algorithm 4.4
        end if
        \(r a n k \leftarrow r a n k+1\)
    end while
    return Offs
```

The mutation operators applied in this work complement each other. In other words, each one has a distinct purpose and is applied to specific solutions to enable effective and efficient exploration and exploitation, particularly in the absence of a crossover operator. The proposed mutation operators are applied to each generation in the following order ( Moderate, Period Based, Deep, Period Based Deep, Heavy, Light, and Elite Light). All offspring yielded by applying each one is added to a pool, as depicted in Equation (4.6). Therefore, some solutions may be selected many times to be mutated by different mutation operators and each time, a different one can be produced.

### 4.4.2.6 Light Mutation

In Light Mutation (LM), a small number of exams $N$ are randomly removed from the timetable, as empirically given in Equation (4.11). Next, the removed exams are rescheduled to legal periods. In contrast to HM, LM aims to exploit better quality solutions. Thus, LM increases the likelihood of selection solutions with better fitness values based on Equation (4.7). It seeks to enhance the neighbourhood search utilising one or more local changes in the current solution. It also aims to equip the ESGA with reasonable exploitation by means of creating at least slightly better-quality solutions. The pseudo-code of the proposed LM mutation is given in Algorithm 4.10.

$$
\begin{equation*}
\text { Size }_{\text {light }}=\operatorname{random}(3)+1 \tag{4.11}
\end{equation*}
$$

```
Algorithm 4.10 Pseudo-code of the proposed LM mutation.
Require: Pop \(\triangleright\) Current population.
    Offs \(\leftarrow \emptyset \quad \triangleright\) A list consists of new solutions by applying this mutation.
    Size \(\leftarrow \operatorname{size}(P o p) \quad \triangleright\) Number of solutions in the population.
    \(S L \leftarrow\) ascend_rank \((P o p) \quad \triangleright\) Solution List ordered by their cost values.
    rank \(\leftarrow 1\)
    while rank \(\leq\) Size do
        \(s p \leftarrow(\) Size \(-\mathrm{rank} /\) Size \() \quad \triangleright\) Calculate the selection probability of \(S L\).
        if \(s p>\operatorname{random}(1)\) then \(\quad \triangleright\) Random(1) returns a value between 0 and 1 .
            Sol \(\leftarrow \operatorname{copy}\left(S L_{\text {rank }}\right) \quad \triangleright\) Create a solution copy under consideration.
            \(M u t L \leftarrow \emptyset \quad \triangleright\) Empty the list exams of mutation.
            Mut \(_{\text {size }} \leftarrow(\operatorname{random}(3)+1) \quad\) The mutation size will be within 1 and 4 .
            while \(M u t_{\text {size }} \neq 0\) do
                \(e\) List \(\leftarrow\) random_exam \((\) Sol \() \quad \triangleright\) Get a random exam from Sol.
                \(M u t L \leftarrow M u t L \cup\) check_coincidence \((\) eList \() \quad \triangleright\) See Algorithm 4.1
                Mut \(_{\text {size }} \leftarrow M u t_{\text {size }}-1\)
            end while \(\triangleright\) Terminate adding exams to be mutated.
            Sol \(\leftarrow \operatorname{rollback}(\) Sol, MutL \() \quad \triangleright\) See Algorithm 4.2
            Offs \(\leftarrow\) Offs \(\cup\) rescheduling \((\) Sol, MutL, Offs \() \quad \triangleright\) See Algorithm 4.4
        end if
        \(r a n k \leftarrow r a n k+1\)
    end while
    return Offs
```


### 4.4.2.7 Elite Light Mutation

Elite Light Mutation (ELM) is similar to the LM Mutation, but attempts to improve higher quality solutions iteratively. Consequently, the ELM is performed on the best solutions in the current population, with the amount of elitism being equal to half the population size. Thus, with sixteen solutions in total the amount of elitism is eight solutions (highly fit) to deal with the absence of a crossover operator. The selection probability $s p$ of the elite
solutions is given in Equation (4.7). For the diversity to be reasonable in the population, the ELM will be run many times for each of the solutions in the elite selection. $r n$ is given in Equation (4.12). The pseudo-code of the proposed ELM mutation is given in Algorithm 4.11.

$$
\begin{equation*}
r n=\lceil\text { Popsize } / 4\rceil \tag{4.12}
\end{equation*}
$$

```
Algorithm 4.11 Pseudo-code of the proposed ELM mutation.
Require: Pop \(\triangleright\) Current population.
    Offs \(\leftarrow \emptyset \quad \triangleright\) A list consists of new solutions by applying this mutation.
    Elite \(\leftarrow\) select_best_solution \((P o p) \triangleright\) Select the best 8 solutions in this population.
    Size \(\leftarrow \operatorname{size}(P o p) \quad \triangleright\) Number of solutions in the population.
    \(S L \leftarrow\) ascend_rank \((\) Elite \() \quad \triangleright\) Solution List ordered by their cost values.
    Elite \(_{\text {size }} \leftarrow \operatorname{size}(\) Elite \() \quad \triangleright\) Number of solutions in the Elite.
    rank \(\leftarrow 1\)
    recurring \(\leftarrow(\) Size \(/ 4) \quad \triangleright\) Determine recurring mutation.
    while rank \(\leq\) Elite \(_{\text {size }}\) do
        \(s p \leftarrow(\) Size \(-r a n k) /\) Size \(\quad \triangleright\) Calculate the selection probability of \(S L\).
        while recurring \(\neq 0\) do
            if \(s p>\operatorname{random}(1)\) then \(\quad \triangleright \operatorname{Random}(1)\) returns a value between 0 and 1 .
                Sol \(\leftarrow \operatorname{copy}\left(\mathrm{SL}_{r a n k}\right) \quad \triangleright\) Create a solution copy under consideration.
                \(M u t L \leftarrow \emptyset \quad \triangleright\) Empty the list exams of mutation.
                Mut \(_{\text {size }} \leftarrow(\operatorname{random}(3)+1) \quad \triangleright\) The mutation size will be within 1 and 4 .
                while Mut \(_{\text {size }} \neq 0\) do
                \(e L i s t \leftarrow\) random_exam \((\) Sol \() \quad \triangleright\) Get a random exam from Sol.
                \(M u t L \leftarrow M u t L \cup\) check_coincidence \((\) eList \() \quad \triangleright\) See Algorithm 4.1
                Mut \(_{\text {size }} \leftarrow M u t_{\text {size }}-1\)
            end while \(\triangleright\) Terminate adding exams to be mutated.
            Sol \(\leftarrow \operatorname{rollback}(\) Sol, MutL \() \quad \triangleright\) See Algorithm 4.2
            Offs \(\leftarrow\) Offs \(\cup\) rescheduling \((\) Sol, MutL, Offs \() \quad \triangleright\) See Algorithm 4.4
            end if
        end while
        \(\operatorname{rank} \leftarrow \operatorname{rank}+1\)
    end while
    return Offs
```


### 4.5 Enhanced Roulette Wheel Selection Strategy

Many works found in the literature have been employed conventional and modified roulette wheel selection methods within GA (e.g. Al Jadaan et al. (2008) and Kumar et al. (2012)). Al Jadaan et al. (2008) proposed a ranked based roulette wheel selection. Each solution (i.e. individual) was assigned a rank based on its fitness value in which the highest rank has a high chance to be selected. However, this selection mechanism cannot ensure diversity
(i.e. lack of solution diversity) and prevent premature convergence. Thus, in this thesis, the proposed selection strategy, which we name Enhanced Roulette Wheel (ERW) selection strategy, uses the "id" for each solution assigned in the first phase by the proposed ESGA to disallow similar individuals from joining the population.

Once the ESGA has applied all the mutation operators, the offspring pool will contain all the new solutions. The cost value of these might be better or might be worse than their parents' cost values, and the total of solutions can exceed the original size of the population. The proposed selection strategy employs the roulette wheel to build the next generation but if the roulette wheel selection operator is used without these ids, one exact copy of each solution will be produced in the next generation. In the proposed solution, therefore, the roulette wheel is invoked many times based on the population size; when any solution is selected to be added to the pool of the next generation, it is added to the pool of the next generation and its id retrieved in order to remove all the remaining solutions in the offspring pool that have the same id to stop duplicate solutions and thus accelerate the selection process for the existing solutions.

### 4.6 Proposed Exam Specialised Genetic Algorithm

All the steps and processes that have been described above can be put together in an algorithm. The proposed algorithm first generates 50 initial solutions using the OBSI method, then it selects the best sixteen of these solutions based on their cost values. A fairly small population is selected because of the relatively high computing cost to generate feasible solutions, particularly when the more constrained ITC 2007 datasets are used. Next, the proposed method assigns different "ids" for each solution, to be used later by the enhanced roulette wheel selection. Then, all the mutation operators, as well as the selection of the population are performed for several generations until a termination criterion is fulfilled.

After all the mutation operators have been applied, the offspring pool will contain all the new solutions. Next, all the solutions in the offspring pool are ranked by the proposed algorithm based on cost values. Then, the best $50 \%$ are selected and added to the next population (i.e. half of the next population contains the best individuals from the previous population). The remaining solutions in the new population are selected using the improved roulette wheel selection approach. The algorithmic flow of the proposed ESGA is shown in Figure 4.5, while the pseudo-code is given in Algorithm 4.12.

```
Algorithm 4.12 Pseudo-code of the Exam Specialised Genetic Algorithm (ESGA).
    \(P o p \leftarrow\) initialise_50_solutions_by_OBSI \(\quad\) See Algorithms 3.1, 3.2, and 3.3
    evaluate \((P o p) \quad \triangleright\) Evaluate population.
    \(P o p \leftarrow\) select_16_solutions \((P o p) \quad \triangleright\) Population list.
    \(P o p \leftarrow\) assign_IDs \((P o p) \quad \triangleright\) Assign unique ID to each solution (0 until 15).
    Offs \(\leftarrow \emptyset \quad \triangleright\) A list contains the solutions of the next population.
    Elitism \(\leftarrow \emptyset \quad \triangleright\) A list contains the best 8 solution of the current population.
    \(t \leftarrow 0 \quad \triangleright\) Iteration number.
    while (Stopping condition is not achieved) do
        \(O f f s \leftarrow\) Offs \(\cup \operatorname{MM}(P o p) \quad \triangleright\) Add MM solutions, See Algorithm 4.5
        Offs \(\leftarrow\) Offs \(\cup \operatorname{PM}(P o p) \quad \triangleright\) Add PM solutions, See Algorithm 4.6
        Offs \(\leftarrow\) Offs \(\cup \mathrm{DM}(\) Pop \() \quad \triangleright\) Add DM solutions, See Algorithm 4.7
        \(O f f s \leftarrow\) Offs \(\cup \operatorname{PBDM}(\) Pop \() \quad \triangleright\) Add PBDM solutions, See Algorithm 4.8
        Offs \(\leftarrow\) Offs \(\cup \mathrm{HM}(P o p) \quad \triangleright\) Add HM solutions, See Algorithm 4.9
        \(O f f s \leftarrow\) Offs \(\cup \operatorname{LM}(\) Pop \() \quad \triangleright\) Add LM solutions, See Algorithm 4.10
        Offs \(\leftarrow\) Offs \(\cup \operatorname{ELM}(\) Pop \() \quad \triangleright\) Add ELM solutions, See Algorithm 4.11
        evaluate \((O f f s) \quad \triangleright\) Evaluate all Offspring.
        Offs \(\leftarrow\) Offs \(\cup\) Pop \(\quad \triangleright\) Add the current population to Offspring list.
        Elitism \(\leftarrow\) select_best_8 (Offs) \(\triangleright\) Select the best 8 solutions.
        if (Stopping condition is achieved) then
            Output the best exam timetables
            Break \(\triangleright\) Terminate the process if the condition is reached.
        end if
        Pop \(\leftarrow \emptyset \quad \triangleright\) Empty the Population list.
        Pop \(\leftarrow\) Elitism \(\cup\) solutions_by_ERW \((\) Offs \() \quad \triangleright\) Next population.
        Elitism \(\leftarrow \emptyset \quad \triangleright\) Empty the Elitism list.
        Offs \(\leftarrow \emptyset \quad \triangleright\) Empty the Offspring list.
        \(t \leftarrow t+1 \quad \triangleright\) Next iteration
    end while
```

Crossover operator is not utilised in this work, despite being regarded as a key aspect of GAs. This is because it can change the parents of a high fitness function to the extent that they no longer spatially fit in the more constrained problem (Osaba et al., 2013). Regarding the runtime and based on the experimentation conducted, using blind crossover operators in GAs significantly increases the technique's execution time without any improvements in the results (Osaba et al., 2013). Meanwhile, a function that makes small leaps in the solution space is required for a more thorough search. This goal can be accomplished with the mutation function, and it can also aid in the search for potential regions (Eiben and Schippers, 1998; Wong et al., 2003). Since each generation generates a vast number of solutions by applying numerous mutations, the best approaches in terms of efficiency and efficacy, such as Binary Search for searching elements (Knuth, 1973) and Quicksort for sorting elements (Cormen et al., 2009) are included in the evolution function to minimise the execution time to estimate the fitness of each offspring.


Figure 4.5 Flowchart of the proposed ESGA.

### 4.7 Experimental Results and Discussion

This section illustrates the experimental results of the proposed approach on the Toronto, ITC 2007, and Yeditepe benchmark datasets. Experimental environment and parameter settings are given in Sections 4.7.1 and 4.7.2, respectively. Section 4.7 .3 presents the bestknown approaches reported in the literature for solving the Toronto, the ITC 2007, and Yeditepe datasets. The results are presented in Sections 4.7 .4 and 4.7.5 below. In section 4.7.4, a comparison is also conducted between different versions of the GA using the same three datasets. In Section 4.7.5, meanwhile, the results are compared with those achieved by the top five performing algorithms in the ITC 2007 competition, based on the ITC 2007 datasets. Also, in Section 4.7.5 a comparison is conducted with the results achieved by a selection of state-of-the-art methods on the Toronto, the ITC 2007 and Yeditepe. The
characteristics of each of these datasets have been discussed in Section 2.3 of Chapter 2 .

### 4.7.1 Experimental Environment

The algorithm proposed in this study was applied by utilising the Java programming language. The simulations were completed a PC running Windows 7 Enterprise with a 64-bit operating system and an Intel Core (TN) i5-6200U (CPU@2.30 GHz with 16 GB RAM).

### 4.7.2 Parameter Settings

Several preliminary experiments were conducted so that the most appropriate values could be obtained for the number of iterations, the size of the population, the size of the elite pool, the probability of selecting solutions for each mutation operator, and the extent of mutation for each mutation operator. The experiments were based on the average result from a total of thirty runs on ITC 2007 and Yeditepe where the algorithm running time was limited to 392 seconds per run (i.e. in accordance with the rules of the ITC 2007 competition).

For the Toronto problem instances, a comparison was conducted between a basic GA and the ESGA where each algorithm was run thirty times, with a set number of generations acting as a termination criterion for each run. The algorithm performed best with 1,000 iterations, the population size of sixteen and an elite pool of eight. The values of the remaining parameters varied based on the solution cost value and the type of mutation operator (see Section 4.4.2). In the ESGA comparison with the state-of-the-art approaches, the algorithm was capped at 10800 seconds and run ten times on each problem instance as the execution time of all approaches considered was not enforced by a fix time limit (Leite et al., 2018). This is because there is no such benchmark timing (as this case for the ITC 2007 problem) to attempt on the Toronto problems.

### 4.7.3 Reported 'best' Results of the Benchmark Sets

This section analyses and exhibits the results of applying the approach to Toronto benchmark datasets. The best results obtained from the ESGA approach are taken from each problem instance in order to compare with other results reported in the literature. Authors' name concatenated with publishing year will be used for the proposed approaches name.

### 4.7.3.1 Reported 'best' Results of the Toronto Benchmarks

CarterEtA196 -(Carter et al., 1996): the authors introduced the Toronto Benchmark (as discussed in Section 2.5.1 in Chapter 2) and investigated two different objectives. The first objective aims to generate a feasible examination timetable in the minimum number of periods - the second objective aims to spacing out the exams for the same student. In this work, it has been incorporated sequential heuristics such as Largest Degree (LD), Largest Weighted Degree (LWD), Saturation Degree (SD), and Colour Degree (CD) with clique initialisation and a backtracking procedure to construct the solutions. The idea
is that the backtracking procedure is applied when it is difficult to accommodate any exam into the periods due to earlier assigned exams (i.e. exams that have conflicts with the current examination). In addition, the size of the clique plays an effective role to determine the number of periods needed for the problem (i.e. the size of the largest clique defines the least number of periods required). The proposed approach was tested on all instances of real problems (i.e. the Toronto Benchmark sets) and random problems. The experimental results showed that sequential heuristics with backtracking were capable of reducing the number of periods required in the final examination timetable compared to these heuristics without backtracking. Furthermore, the combination of a backtracking procedure with SD was able to generate reasonably good quality examination timetables in a short computational time.

Yang\&Petrovic04 -(Yang and Petrovic, 2005): a hyper-heuristic approach merged with case-based reasoning was applied in order to select graph heuristics for creating a feasible initial solution. Then, a great deluge algorithm was utilised to enhance the solution. The authors use a hyper-heuristic to explore the search space of heuristics in replacement of searching for direct solutions. Their approach was applied to the Toronto problems, and obtained the best results in the literature for several problem instances at this time.

Eley07 -(Eley, 2007): the author implemented an ant algorithm and incorporated the ant systems and the max-min ant systems with two randomised strategies in order to find the pheromone trail and the constructive heuristic. Several parameters needed to be considered during the implementation such the evaporation rate, the weighting factors and the number of cycles, in order to make sure that the proposed algorithm worked efficiently. The proposed approach was tested on the Toronto benchmark sets, and obtained results were competitive with the best published approaches.

CaramiaEtA108 -(Caramia et al., 2008): the authors implemented a hybrid approach to tackle capacitated and uncapacitated examination timetabling problems. This study attempted to generate high-quality exam timetable with small length (i.e. the minimum number of periods). The scheduling process started with a greedy scheduler by attempting to assigning examinations into the least number of periods as well as conflict-free slots. The approach also allocates exams by placing those with the highest conflicts first in order to identify the number of periods (i.e. the length of the timetable) and ensure that all exam to be scheduled. Once the process has been completed, hill climbing employed as penalty-decreaser. It was used to minimise the number of periods and maximise the quality of timetable. The process continues until there is no more improvement. At this stage, hill climbing was applied as a penalty trader. This approach was tested on the Toronto and Nottingham benchmark sets. The results showed that this approach could easily produce high-quality solutions and were superior to many best-known published approaches in the literature.

Burke\&Bykov08 -(Burke and Bykov, 2008): A late acceptance strategy was proposed by Burke and Bykov (2008), which was a new variant of hill climbing. They investigated the performance of the proposed method by applying it to uncapacitated exam timetabling problem (i.e. the Toronto benchmark sets). Although it is categorised as an iterative
search method, it depends on more sophisticated move acceptance mechanism. A new candidate solution is compared to some solutions that obtain from prior iterations. A list is created and stores the cost function values of accepted solution from each iteration. During the searching iterations, a neighbouring solution with a better or equal cost value is accepted in the list.

BurkeEtAl10 -(Burke et al., 2010b): the authors proposed a variable neighbourhood search (VNS) incorporated within a Genetic Algorithm. In this work, different neighbourhood structures such as descent-ascent, biased VNS, and problem-specific neighbourhoods were investigated. Also, various initialisation strategies (i.e. greedy and a random construction technique) were applied. Although the proposed approach was capable of obtaining a high quality solution for one instance of the Toronto problem, it requires a relatively large amount of computation time.

Pillay\&Banzhaf10 -(Pillay and Banzhaf, 2010): the use of genetic algorithms (GAs) is presented in Pillay and Banzhaf (2010) for solving the examination timetabling problem. The algorithm was considered as a two-phased approach. In the first phase, generating feasible solutions for constructing the initial population was conducted by GAs. During the second phase, GAs also utilised the generated feasible solutions from the previous phase and attempted to minimise the cost of the soft constraint. They used domain-specific knowledge in the form of heuristics to guide the evolutionary process. The effectiveness of this approach was verified on the Toronto benchmark sets.

DemeesterEtAl12 -(Demeester et al., 2012): the authors employed a hyper-heuristic based approach to resolve three timetabling problems, including the Toronto and the ITC 2007 problems, in addition to the KAHO Sint-Lieven (Ghent, Belgium) timetabling problem. The authors applied a construction, as well as an improvement approach. However, the construction algorithm, which is used for the ITC 2007 benchmark set, cannot guarantee feasible solutions. If no feasible solution is obtained, the algorithm continues with the improvement phase. Also, extra correcting actions were performed to eliminate infeasibilities.

Abdullah\&Alzaqebah13 -(Abdullah and Alzaqebah, 2013): the authors presented a hybridisation approach which combined a modified bees algorithms with local search algorithms (i.e. simulated annealing, late acceptance hill-climbing). In order to exploit and fully explore the entire search space, they used three selection strategies (i.e. disruptive, tournament, and raking) and a self-adaptive technique. The aim of the selection strategies is to improve the diversity of the population, while the self-adaptive method was used for monitoring the neighbourhood search and preventing the algorithm from getting stuck in a local optimum. The approach was tested on thirteen problem instances of the Toronto and eight problem instances of the ITC 2007 benchmark sets.

Alzaqebah\&Abdullah14 -(Alzaqebah and Abdullah, 2014): An adaptive artificial bee colony was proposed and combined with a late-acceptance hill-climbing algorithm to solve the examination timetabling problem. This proposed method was applied to Toronto, as well as the ITC 2007 benchmark sets.

Alzaqebah\&Abdullah15 -(Alzaqebah and Abdullah, 2015): in this research, two hybridisations were conducted using bee colony optimisation algorithm in both of them. The first hybrid couples bee colony optimisation (BCO) algorithm with a hill-climbing algorithm by using the late acceptance strategies and the second hybrid couples BCO with simulated annealing. In comparison with others, the first hybrid achieves the best results for both datasets (the Toronto and the ITC 2007).

FongEtAl15 -(Fong et al., 2015): a hybrid swarm-based algorithm to academic timetabling is proposed. The algorithm used in different university timetabling, namely the examination timetabling and the course timetabling and tested on the Toronto and the Socha benchmark sets respectively.

LeiteEtAl16 -(Leite et al., 2016): the proposed approach implemented a memetic algorithm so-called "Shuffled Complex Evolution Algorithm" in which the population is organised into complexes (sets) that are evolved individually by using local search operators and recombination. Diversity of population was kept by using various recombination operators and applying a special mechanism to update solution.

MuklasonEtAl17 -(Muklason et al., 2017): the authors proposed a multi-phase approach in order to solve the Toronto, the ITC 2007, and the Yeditepe problems and find good solutions that could match student preferences. This approach consists of three phases. In phase 1, an initial feasible solution was produced by an adaptive heuristic ordering approach. Improving the quality of the initial solution and attempting to achieve fairness in the optimised solutions were conducted by a selection hyper-heuristic in phase 2 and phase 3 , respectively.

LeiteEtAl18 -(Leite et al., 2018): in this study, a cellular memetic algorithm was proposed which incorporated a cellular evolutionary algorithm with threshold acceptance local search to tackle the examination timetabling problem. The approach was evaluated on the Toronto and ITC 2007 problems. Experimental results showed that the approach was able to improve on four out thirteen problem instances of the Toronto set and improve on three out twelve of the ITC 2007 problem.

MandalEtAl20 -(Mandal et al., 2020): the authors proposed partial graph heuristic orderings with a modified great deluge algorithm (PGH-mGD) for tackling capacitated and uncapacitated examination timetabling problems. The proposed approach used different graph heuristic ordering in the constructive phase in order to generate feasible exam timetables, while modified great deluge algorithm was utilised in phase 2 (i.e. improvement phase) to improve the obtained timetables. The proposed PGH-mGD partially timetables a set of exams that are selected based on graph heuristic orderings as well as a parameter which called "exam assignment value $v$ ". Then, a modified GD algorithm was employed to improves these selected exams. The process of scheduling continues to allocate the next set of selected exams and repeats until all exams have been scheduled. Moreover, the proposed PGH-mGD was tested on the Toronto and the ITC 2007 benchmark sets and compared with traditional graph heuristic orderings with a modified great deluge algorithm (TGHmGD) as well as related state-of-the-art approaches. Experimental results illustrated that
the proposed PGH-mGD was capable of producing high-quality exam timetables which were competitive with those of the approaches published in the literature.

### 4.7.3.2 Reported 'best' Results of the ITC 2007 Benchmarks

For each track in the $2^{n d}$ International Timetabling Competition (ITC 2007), a set of five finalists was chosen based on the quality of the submitted solutions (Mccollum et al., 2010; Leite et al., 2018). The five finalists of the examination track of the competition are listed below, along with more recently developed optimisers that have been applied to this problem suite.

- $1^{\text {st }}$ Place - Tomáš Müller (Müller09).
- $2^{\text {nd }}$ Place - Christos Gogos, Panayiotis Alefragis, and Efthymios Housos (GogosEtAl08).
- $3^{r d}$ Place - Mitsunori Atsuta, Koji Nonobe, and Toshihide Ibaraki (AtsutaEtAl08).
- $4^{t h}$ Place - Geoffrey De Smet (De Smet08).
- $5^{t h}$ Place - Nelishia Pillay (Pillay08).

Müller09-(Müller, 2008): Müller's approach was applied with the aim of solving the three problems that were established by the ITC 2007 competition. To solve the problems, he preferred a hybrid approach, which is organised in a two-phase algorithm. In the first phase, the Iterative Forward Search (IFS) algorithm (Müller, 2005) was employed, so that feasible solutions, as well as Conflict-based Statistics, are obtained (Müller et al., 2004) in order that the IFS is prevented from looping. The second phase involves using multiple optimisation algorithms. The algorithms were applied in the following order: Hill Climbing (HC)(Russell and Norvig, 2010), Great Deluge (GD) (Dueck, 1993), and optionally Simulated Annealing (SA) (Skiundefinedcim and Golden, 1983).

GogosEtAl08 -(Gogos et al., 2008): Like Müller's approach, Gogos et al.'s approach is an approach that involves two phases. The first phase commences with a pre-processing stage. In this stage, hidden dependencies between the exams are checked to accelerate the optimisation phase. A construction stage occurs after the first stage. The second stage uses a meta-heuristic called Greedy Randomised Adaptive Search Procedure (GRASP). In this phase, optimisation methods can be applied in the following order: HC, SA, Integer Programming (the Branch and Bound procedure), finishing with the so-called Shaking Stage, which can only be applied according to certain conditions. This Shaking Stage shakes the current solution to create a similarly good solution that is given to SA. This stage aims at forcing SA to restart with solutions that are more promising and generate better results.

AtsutaEtAl08 -(Atsuta et al., 2008): Atsuta et al. won third place on the Examination Timetabling track, as well as second places on other tracks, with a similar approach for all of them. The used approach involves applying a constraint satisfaction problem-solver, which adopts a hybridisation of TS, as well as Iterated Local Search.

De Smet08 -(De Smet, 2008): De Smet's approach differs from other approaches because he did not use a problem-specific heuristic, which is known, to find a feasible solution. Instead, he used the Drool's rule engine called the drools-solver (Drools, 2020). The droolssolver involves a combination of optimisation heuristics, in addition to meta-heuristics with a score calculation that is very efficient. The score of the solution is the sum of the constraints' weight, which is being broken. After a feasible solution is found, De Smet used a local search algorithm, i.e. Tabu Search (TS) to enhance the obtained solutions utilising the drools-solver.

Pillay08 -(Pillay, 2008): A two-phase algorithm variant was proposed by Pillay by using a Developmental Approach based on Cell Biology. The goal involves forming a welldeveloped organism by a creation process of a cell and proceeding with the cell division and cell interaction, as well as cell migration. Based on this approach, each of the cells signifies a period. The first phase involves the process of creating the first cell and cell division, as well as cell interaction, while the second phase involves cell migration.

In addition, there are further approaches that have been applied to the ITC 2007 benchmark set, which were proposed after the 2007 competition and reported the best-known results. We now briefly describe each approach in turn of the competitive methods we have identified in the literature.

McCollumEtAl09 -(McCollum et al., 2009): the authors applied an adaptive ordering heuristic to construct solutions, followed by applying the Great Deluge meta-heuristic (extended version). The approach was tested on the exam timetabling problems from ITC 2007. It was confirmed as an effective approach where the best results for 5 out of the 8 problem instances were obtained.

DemeesterEtAl12 -(Demeester et al., 2012): see Section 4.7.3.1.
GogosEtAl12 -(Gogos et al., 2012): the authors proposed an enhanced algorithm version. The authors claimed that the enhanced behaviour is due to more sophisticated process flow, early detection of plateaus, added heuristics, as well as optimised data structures, which achieve the exploration of a much larger number of Kempe Chain moves.

Alzaqebah\&Abdullah14 -(Alzaqebah and Abdullah, 2014): see Section 4.7.3.1.
Alzaqebah\&Abdullah15 -(Alzaqebah and Abdullah, 2015): see Section 4.7.3.1.
BattistuttaEtAl17 -(Battistutta et al., 2017): a single-stage procedure was proposed by Battistutta et al. based on the SA approach for the ITC 2007's ETP. Based on this method, non-feasible solutions are included in the search space, dealing with appropriate penalties. A statistically-principled experimental analysis is conducted to investigate the parameter selection effect. Then, a feature-based parameter tuning is performed.

MuklasonEtAl17 -(Muklason et al., 2017): see Section 4.7.3.1.
LeiteEtAl18 -(Leite et al., 2018): see Section 4.7.3.1.
Rajah\&Pillay19 - More recently, the Structure-Based Partial Solution Search (SBPSS)
was proposed by Rajah and Pillay (2019) and improved on the best results of ITC 2007 Examination track. The SBPSS is a multi-point search approach that aims to solve this problem incrementally. Solutions are initialised partially, and at each generation, one solution component is selected randomly and added to each partial solution continuously. This process stops when all solution components are completely added to the solutions.

MandalEtAl20 - see Section 4.7.3.1

### 4.7.3.3 Reported 'best' Results of the Yeditepe Benchmarks

All approaches (i.e. Muklason17, Muller's approach, and several hyper-heuristic strategies from (Muklason, 2017)) applied in the Yeditepe problem and used in comparison with the proposed ESGA have been discussed in Section 2.5.2 in Chapter 2.

### 4.7.4 Comparison with the Basic Genetic Algorithm

This section provides the results obtained by the ESGA described in Section 4.6. The results of this work were compared with those of the basic GA explained in Section 2.8.6 in Chapter 2. To obtain the results in this work, each algorithm was run thirty times on each dataset (Toronto, ITC 2007 and Yeditepe).

Table 4.1 illustrates the results obtained when the basic and exam specialised GA were applied to the Toronto, ITC 2007 and Yeditepe datasets, respectively. The Table shows the lowest values, the highest values, the average soft constraint costs, and their standard deviation. In this study, the worst algorithm gets the highest value, whereas the best solution on a given instance gets the lowest value (i.e. the algorithm with the overall lowest value can be considered as the best performing algorithm). $f_{\text {min }}$ denotes the best solution value (minimum penalty) over thirty executions, $f_{\text {avg }}$ is the average and $f_{\text {max }}$ the worst solution value, while $\sigma$ denotes the standard deviation.

In order to make a fair comparison between the exam specialised and the basic GA, the former also used the OBSI method to create the initial population. Based on Table 4.2, it can be noticed that, as expected, the exam specialised GA outperformed the basic one on each problem instance of the Toronto, the ITC 2007 and the Yeditepe datasets.
4. An Exam Specialised Genetic Algorithm for Examination Timetabling Problem

| Dataset | Problem Instance |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $f_{\text {min }}$ | $f_{\text {max }}$ | $f_{\text {avg }}$ | $\sigma$ | $M^{\text {ax }}$ time(sec) | $f_{\text {min }}$ | $f_{\text {max }}$ | $f_{\text {avg }}$ | $\sigma$ | $M_{\text {ax }}^{\text {time(sec }}$ ) |
| 000000 | car91 | 5.90 | 7.15 | 6.50 | 0.42 | 2268 | 5.21 | 6.10 | 5.57 | 0.27 | 2480 |
|  | car92 | 5.05 | 6.21 | 5.73 | 0.32 | 2485 | 4.10 | 5.04 | 4.50 | 0.27 | 2540 |
|  | ear83 | 35.10 | 37.99 | 36.47 | 0.74 | 2548 | 33.47 | 35.59 | 34.25 | 0.64 | 2577 |
|  | hec92 | 10.76 | 11.43 | 11.05 | 0.20 | 1375 | 10.34 | 11.10 | 10.67 | 0.22 | 1497 |
|  | kfu93 | 13.52 | 14.16 | 13.88 | 0.20 | 2288 | 13.11 | 14.07 | 13.40 | 0.28 | 3197 |
|  | lse91 | 11.48 | 13.24 | 12.32 | 0.51 | 2063 | 10.11 | 11.99 | 10.88 | 0.58 | 2048 |
|  | pur93 | 5.08 | 5.95 | 5.60 | 0.23 | 2826 | 4.55 | 5.48 | 5.00 | 0.28 | 2876 |
|  | rye92 | 10.01 | 11.04 | 10.58 | 0.30 | 1995 | 9.30 | 10.56 | 10.11 | 0.38 | 2010 |
|  | sta83 | 158.22 | 159.54 | 158.81 | 0.41 | 486 | 157.80 | 158.52 | 158.18 | 0.17 | 512 |
|  | tre92 | 9.16 | 10.55 | 9.78 | 0.43 | 1642 | 8.67 | 9.60 | 9.09 | 0.26 | 1676 |
|  | uta92 | 3.52 | 4.19 | 3.86 | 0.21 | 4118 | 3.39 | 3.97 | 3.62 | 0.18 | 4171 |
|  | ute92 | 25.10 | 26.28 | 25.75 | 0.33 | 1215 | 24.75 | 25.70 | 25.08 | 0.21 | 1234 |
|  | yor83 | 37.47 | 39.91 | 38.50 | 0.83 | 2016 | 36.24 | 37.35 | 36.96 | 0.35 | 2038 |
| $\begin{aligned} & \text { N} \\ & \text { O} \\ & \text { N } \\ & 0 \\ & \text { En } \end{aligned}$ | Exam1 | 10213 | 16491 | 12001.83 | 1557.17 |  | 8068 | 12533 | 9552.03 | 977.85 |  |
|  | Exam2 | 704 | 1754 | 1031.06 | 251.31 |  | 528 | 1385 | 772.48 | 195.62 |  |
|  | Exam3 | 17420 | 23905 | 19585.83 | 1791.65 |  | 11845 | 17689 | 13743.70 | 1234.30 |  |
|  | Exam4 | 28576 | 52204 | 35470.64 | 5073.10 |  | 18574 | 31844 | 23281.16 | 2821.74 |  |
|  | Exam5 | 6361 | 14904 | 8736.90 | 1948.70 |  | 4325 | 9687 | 6032.22 | 1271.92 |  |
|  | Exam6 | 35441 | 47728 | 39238.74 | 2900.45 | 392 | 26226 | 34841 | 28926.58 | 1747.23 | 392 |
|  | Exam7 | 18491 | 31424 | 22296.70 | 3014.16 |  | 11649 | 20425 | 14259.41 | 2153.04 |  |
|  | Exam8 | 20702 | 39514 | 26870.29 | 4323.04 |  | 10351 | 20547 | 13169.41 | 2352.78 |  |
|  | Exam9 | 1731 | 4675 | 2665.83 | 890.21 |  | 1142 | 3132 | 1787.41 | 442.02 |  |
|  | Exam10 | 21706 | 29119 | 24280.16 | 1669.23 |  | 12589 | 15724 | 13581.45 | 774.70 |  |
|  | Exam11 | 49062 | 73260 | 56785.06 | 5144.58 |  | 35815 | 52014 | 41081.51 | 4266.67 |  |
|  | Exam12 | 7812 | 11250 | 8705.96 | 805.31 |  | 5468 | 7762 | 6128.03 | 640.56 |  |
|  | YUE20011 | 82 | 167 | 125.46 | 20.15 |  | 64 | 102 | 82.56 | 11.60 |  |
|  | YUE20012 | 180 | 286 | 250.73 | 21.34 |  | 129 | 190 | 153.96 | 18.84 |  |
|  | YUE20013 | 38 | 47 | 41.16 | 2.01 |  | 29 | 34 | 31.03 | 1.70 |  |
|  | YUE20021 | 165 | 208 | 178.76 | 10.82 | 392 | 83 | 153 | 151.23 | 18.65 | 392 |
|  | YUE20022 | 236 | 380 | 315.7 | 42.75 |  | 167 | 250 | 215.36 | 25.54 |  |
|  | YUE20023 | 99 | 105 | 101.23 | 1.20 |  | 55 | 62 | 58.16 | 1.93 |  |
|  | YUE20031 | 266 | 386 | 330 | 32.05 |  | 192 | 264 | 230.33 | 22.98 |  |
|  | YUE20032 | 627 | 810 | 720.5 | 57.40 |  | 438 | 518 | 490.06 | 23.31 |  |

Table 4.1 Results of a basic GA and ESGA on the Toronto, the ITC 2007, and the Yeditepe problem instances are obtained after 30 runs. The best values are shown in bold.

Table 4.2 shows the improvement factor between the basic and exam specialised GA. This was calculated by working out the difference between the average values obtained for each of the basic and exam specialised GA (across all instances), and this was then divided by the decrease in the average value of the basic GA and multiplied by 100. Obviously, these results can be considered as better results based on Table 4.2.

A Mann-Whitney U-test was carried out between the basic GA with the ESGA, for which the p-value for each problem instance in the Toronto, the ITC 2007, and the Yeditepe datasets is provided in Table 4.2. For all datasets, the p-value for the results of the two approaches is less than 0.05 , indicating a statistically significant difference between the results. All problem results show statistically significant difference.

| Dataset | Problem <br> Instance | $\begin{gathered} \text { GA } \\ f_{\text {avg }} \end{gathered}$ | $\begin{gathered} \text { ESGA } \\ f_{\text {avg }} \end{gathered}$ | Improvement <br> Factor (\%) | p-value |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | car91 | 6.50 | 5.57 | 14.31 | $6.72 \mathrm{E}-10$ |
|  | car92 | 5.73 | 4.50 | 21.47 | $3.02 \mathrm{E}-11$ |
|  | ear83 | 36.47 | 34.25 | 6.09 | $1.21 \mathrm{E}-10$ |
|  | hec92 | 11.05 | 10.67 | 3.56 | $3.81 \mathrm{E}-07$ |
|  | kfu93 | 13.88 | 13.40 | 3.46 | $3.01 \mathrm{E}-11$ |
|  | lse91 | 12.32 | 10.88 | 11.04 | $3.47 \mathrm{E}-10$ |
|  | pur93 | 5.60 | 5.00 | 10.71 | 1.86E-09 |
|  | rye92 | 10.58 | 10.11 | 4.44 | $1.75 \mathrm{E}-05$ |
|  | sta83 | 158.81 | 158.18 | 0.40 | $7.77 \mathrm{E}-09$ |
|  | tre92 | 9.78 | 9.09 | 7.06 | $5.09 \mathrm{E}-08$ |
|  | uta92 | 3.86 | 3.62 | 6.22 | $1.04 \mathrm{E}-04$ |
|  | ute92 | 25.75 | 25.08 | 2.6 | $1.41 \mathrm{E}-09$ |
|  | yor83 | 38.50 | 36.96 | 4.17 | $3.02 \mathrm{E}-11$ |
| N©OE | Exam1 | 12001.83 | 9552.03 | 20.41 | $4.34 \mathrm{E}-09$ |
|  | Exam2 | 1031.06 | 772.48 | 25.08 | $4.19 \mathrm{E}-05$ |
|  | Exam3 | 19585.83 | 13743.70 | 29.83 | 1.70E-11 |
|  | Exam4 | 35470.64 | 23281.16 | 34.36 | $3.67 \mathrm{E}-11$ |
|  | Exam5 | 8736.90 | 6032.22 | 30.95 | $4.33 \mathrm{E}-08$ |
|  | Exam6 | 39238.74 | 28926.58 | 26.28 | $1.40 \mathrm{E}-11$ |
|  | Exam7 | 22296.70 | 14259.41 | 36.04 | 4.88E-11 |
|  | Exam8 | 26870.29 | 13169.41 | 50.98 | $1.40 \mathrm{E}-11$ |
|  | Exam9 | 2665.83 | 1787.41 | 32.95 | $2.26 \mathrm{E}-05$ |
|  | Exam10 | 24280.16 | 13581.45 | 44.06 | $1.40 \mathrm{E}-11$ |
|  | Exam11 | 56785.06 | 41081.51 | 27.65 | $3.03 \mathrm{E}-11$ |
|  | Exam12 | 8705.96 | 6128.03 | 29.61 | 1.40E-11 |
|  | YUE20011 | 125.46 | 82.56 | 34.19 | $3.93 \mathrm{E}-10$ |
|  | YUE20012 | 250.73 | 153.96 | 38.59 | $4.03 \mathrm{E}-11$ |
|  | YUE20013 | 41.16 | 31.03 | 24.61 | $2.31 \mathrm{E}-11$ |
|  | YUE20021 | 178.76 | 115.23 | 35.53 | $2.98 \mathrm{E}-11$ |
|  | YUE20022 | 315.70 | 215.36 | 31.78 | $1.94 \mathrm{E}-10$ |
|  | YUE20023 | 101.23 | 42.55 | 57.97 | $2.18 \mathrm{E}-11$ |
|  | YUE20031 | 330 | 230.33 | 30.20 | $3.00 \mathrm{E}-11$ |
|  | YUE20032 | 720.50 | 490.06 | 31.98 | $3.01 \mathrm{E}-11$ |

Table 4.2 Improvement factor (percentage) between the results on the Toronto, the ITC 2007, and Yeditepe benchmark sets of ESGA with the basic GA.

| Problem <br> Instance | ESGA |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $f_{\min }$ | $f_{\max }$ | $f_{\text {avg }}$ | $\sigma$ |
| car91 | 4.64 | 5.34 | 5.0 | 0.26 |
| car92 | 3.84 | 4.66 | 4.2 | 0.27 |
| ear83 | 32.24 | 32.89 | 32.5 | 0.22 |
| hec92 | 10.12 | 11.03 | 10.56 | 0.33 |
| kfu93 | 12.92 | 13.55 | 13.17 | 0.23 |
| lse91 | 9.90 | 11.91 | 10.57 | 0.75 |
| pur93 | 4.33 | 4.87 | 4.57 | 0.20 |
| rye92 | 7.67 | 9.24 | 8.5 | 0.60 |
| sta83 | 157.26 | 158.16 | 157.62 | 0.31 |
| tre92 | 7.72 | 9.15 | 8.33 | 0.51 |
| uta92 | 3.11 | 3.56 | 3.39 | 0.36 |
| ute92 | 25.26 | 28.1 | 26.83 | 1.16 |
| yor83 | 35.70 | 36.62 | 36.18 | 0.31 |

Table 4.3 Results of the ESGA on the Toronto benchmark set are obtained after ten runs with a fix time limit ( 10800 seconds).

### 4.7.5 Comparison with the State-of-the-Art Approaches

As has been previously mentioned in section 4.7.2, two experiments were conducted with the proposed ESGA on the Toronto benchmark set. The ESGA was implemented after utilising the initial solutions that were constructed using the OBSI method in phase 1. Table 4.3 shows the minimum, maximum, average and standard deviation over ten runs with a fixed time limit (Max time) on each problem instance, where total run time (optimisation) was capped at three hours. Table 4.5 shows the running times for the proposed approach and all approaches considered. Also in this section, a selection of the best algorithms from the literature as listed above (in Subsection 4.7.3.1) are compared against our proposed ESGA approach. For each problem instance of the Toronto, the ITC 2007, the Yeditepe benchmark sets, all of the considered approaches are ranked according to their cost values (as shown in Table 4.4, Table 4.6, and Table 4.7).

To calculate the ranking (RK) and the average ranking (AVG RK), let us consider total $p r$ approaches are compared for $g$ given problem instances with respect to their lowest 'best' results. For a given problem instance, each approach of $g$ is given ordinal value $V_{o}$ in which $1 \leq V_{o} \leq p r$ and $1 \leq V \leq g$. This value denotes the ranking of the corresponding problem instance. For the AVG RK, we sum all $V_{o}$ values for each approach for $g$ problem instances and calculates the AVG value. All of the approaches are ranked based on their AVG RK values.

### 4.7.5.1 Toronto Dataset

Table 4.4 presents a comparison between the proposed ESGA and these algorithms on the Toronto datasets, with the columns showing the lowest cost value (i.e. best cost) for each considered algorithm and RK and AVG RK.

From Table 4.4, it can be observed that we have been fully capable of obtaining conflict-free solutions for all of the thirteen problem instances of the Toronto problem. Our proposed approach outperforms Pillay\&Banzhaf10 (Pillay and Banzhaf, 2010) and CarterEtAl96 (Carter et al., 1996), and Eley07 (Eley, 2007) in all problem instances. Also, the proposed ESGA produces better results than the approach by FongEtAl15 (Fong et al., 2015) except for sta83 and uta92. For one problem instance (i.e. ear83), our approach has achieved best results comparing to other approaches except the approach proposed by CaramiaEtAl08 (Caramia et al., 2008), and the third-best results for rye92, the fourth-best results for uta92, and the fifth-best results for instances lse91, pur93, and tre92. Therefore, It can also be verified that the proposed ESGA attains competitive costs on the Toronto benchmark set, an overall comparison shows that we are not able to beat any of the best results in the literature. Nevertheless, we are still able to produce sufficiently good solutions for all problem instances of the Toronto, and the comparison also shows that our results are competitive, thus proving the efficiency of the ESGA.

| Approach | M | Problem Instance |  |  |  |  |  |  |  |  |  |  |  |  | $\begin{gathered} \text { AVG } \\ \text { RK } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | car91 | car92 | ear83 | hec92 | kfu93 | lse91 | pur93 | rye92 | sta83 | tre92 | uta92 | ute92 | yor83 |  |
| CarterEtAl96 (Carter et al., 1996) | $\begin{gathered} f_{\min } \\ R K \end{gathered}$ | $\begin{gathered} 7.10 \\ 17 \end{gathered}$ | $\begin{gathered} 6.20 \\ 17 \end{gathered}$ | $\begin{gathered} 36.40 \\ 15 \end{gathered}$ | $\begin{gathered} 10.80 \\ 13 \end{gathered}$ | $\begin{gathered} 14.00 \\ 14 \end{gathered}$ | $\begin{gathered} 10.50 \\ 11 \end{gathered}$ | $\begin{gathered} 3.90 \\ 2 \end{gathered}$ | $\begin{gathered} 7.30 \\ 2 \end{gathered}$ | $\begin{gathered} 161.50 \\ 17 \end{gathered}$ | $\begin{gathered} 9.60 \\ 17 \end{gathered}$ | $\begin{gathered} 3.50 \\ 14 \end{gathered}$ | $\begin{gathered} 25.80 \\ 15 \end{gathered}$ | $\begin{gathered} 41.70 \\ 17 \end{gathered}$ | 14 |
| Yang\&Petrovic04 (Yang and Petrovic, 2005) | $\begin{gathered} f_{\min } \\ R K \end{gathered}$ | $\begin{gathered} 4.50 \\ 4 \end{gathered}$ | $\begin{gathered} 3.93 \\ 9 \end{gathered}$ | $\begin{gathered} 33.71 \\ 13 \end{gathered}$ | $\begin{gathered} 10.83 \\ 14 \end{gathered}$ | $\begin{gathered} 13.82 \\ 13 \end{gathered}$ | $\begin{gathered} 10.35 \\ 9 \end{gathered}$ |  | $\begin{gathered} 8.53 \\ 8 \end{gathered}$ | $\begin{gathered} 158.35 \\ 16 \end{gathered}$ | $\begin{gathered} 7.92 \\ 9 \end{gathered}$ | $\begin{gathered} 3.14 \\ 8 \end{gathered}$ | $\begin{gathered} 25.39 \\ 14 \end{gathered}$ | $\begin{gathered} 36.53 \\ 13 \end{gathered}$ | 13 |
| Eley07 (Eley, 2007) | $\begin{gathered} f_{\min } \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} 5.20 \\ 14 \end{gathered}$ | $\begin{gathered} 4.30 \\ 14 \end{gathered}$ | $\begin{gathered} 36.80 \\ 17 \end{gathered}$ | $\begin{gathered} 11.10 \\ 16 \end{gathered}$ | $\begin{gathered} 14.50 \\ 17 \end{gathered}$ | $\begin{gathered} 11.30 \\ 17 \end{gathered}$ | $\begin{gathered} 4.60 \\ 7 \end{gathered}$ | $\begin{gathered} 9.80 \\ 15 \end{gathered}$ | $\begin{gathered} 157.30 \\ 13 \end{gathered}$ | $\begin{gathered} 8.60 \\ 14 \end{gathered}$ | $\begin{gathered} 3.50 \\ 14 \end{gathered}$ | $\begin{gathered} 26.40 \\ 16 \end{gathered}$ | $\begin{gathered} 39.40 \\ 16 \end{gathered}$ | 17 |
| CaramiaEtAl08 (Caramia et al., 2008) | $\begin{aligned} & f_{\min } \\ & \mathrm{RK} \end{aligned}$ | $\begin{gathered} 6.60 \\ 16 \end{gathered}$ | $\begin{gathered} 6.00 \\ 16 \end{gathered}$ | $\begin{gathered} 29.30 \\ 1 \end{gathered}$ | $\begin{gathered} 9.20 \\ 1 \end{gathered}$ | $\begin{gathered} 13.80 \\ 12 \end{gathered}$ | $\begin{gathered} 9.60 \\ 1 \end{gathered}$ | $\begin{gathered} 3.70 \\ 1 \end{gathered}$ | $\begin{gathered} 6.80 \\ 1 \\ \hline \end{gathered}$ | $\begin{gathered} 158.20 \\ 15 \end{gathered}$ | $\begin{gathered} 9.40 \\ 16 \end{gathered}$ | $\begin{gathered} 3.50 \\ 14 \end{gathered}$ | $\begin{gathered} 24.40 \\ 1 \end{gathered}$ | $\begin{gathered} 36.20 \\ 11 \end{gathered}$ | 10 |
| Burke\&Bykov08 (Burke and Bykov, 2008) | $\begin{gathered} f_{\min } \\ R K \end{gathered}$ | $\begin{gathered} 4.58 \\ 6 \end{gathered}$ | $\begin{gathered} 3.81 \\ 4 \end{gathered}$ | $\begin{gathered} 32.65 \\ 7 \end{gathered}$ | $\begin{gathered} 10.06 \\ 5 \end{gathered}$ | $\begin{gathered} \mathbf{1 2 . 8 1} \\ 1 \end{gathered}$ | $\begin{gathered} 9.86 \\ 4 \end{gathered}$ | $\begin{gathered} 4.53 \\ 6 \end{gathered}$ | $\begin{gathered} 7.93 \\ 5 \end{gathered}$ | $\begin{gathered} 157.03 \\ 2 \end{gathered}$ | $\begin{gathered} 7.72 \\ 3 \end{gathered}$ | $\begin{gathered} 3.16 \\ 9 \end{gathered}$ | $\begin{gathered} 24.79 \\ 4 \end{gathered}$ | $\begin{gathered} 34.78 \\ 4 \end{gathered}$ | 4 |
| BurkeEtAl10 (Burke et al., 2010b) | $\begin{gathered} f_{\text {min }} \\ R K \end{gathered}$ | $\begin{gathered} 4.90 \\ 12 \end{gathered}$ | $\begin{gathered} 4.10 \\ 12 \end{gathered}$ | $\begin{gathered} 33.20 \\ 9 \end{gathered}$ | $\begin{gathered} 10.30 \\ 7 \\ \hline \end{gathered}$ | $\begin{gathered} 13.20 \\ 6 \end{gathered}$ | $\begin{gathered} 10.40 \\ 10 \end{gathered}$ |  | - | $\begin{gathered} \mathbf{1 5 6 . 9 0} \\ 1 \\ \hline \end{gathered}$ | $\begin{gathered} 8.30 \\ 12 \end{gathered}$ | $\begin{gathered} 3.30 \\ 12 \end{gathered}$ | $\begin{gathered} 24.90 \\ 6 \end{gathered}$ | $\begin{gathered} 36.30 \\ 12 \end{gathered}$ | 8 |
| Pillay\&Banzhaf10 (Pillay and Banzhaf, 2010) | $\begin{gathered} f_{\min } \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} 4.92 \\ 13 \end{gathered}$ | $\begin{gathered} 4.22 \\ 13 \end{gathered}$ | $\begin{gathered} 35.87 \\ 14 \end{gathered}$ | $\begin{gathered} 11.50 \\ 17 \end{gathered}$ | $\begin{gathered} 14.37 \\ 16 \end{gathered}$ | $\begin{gathered} 10.89 \\ 15 \end{gathered}$ | $\begin{gathered} 4.65 \\ 8 \end{gathered}$ | $\begin{gathered} 9.30 \\ 13 \end{gathered}$ | $\begin{gathered} 157.81 \\ 14 \end{gathered}$ | $\begin{gathered} 8.38 \\ 13 \end{gathered}$ | $\begin{gathered} 3.35 \\ 13 \end{gathered}$ | $\begin{gathered} 27.24 \\ 17 \end{gathered}$ | $\begin{gathered} 39.33 \\ 15 \end{gathered}$ | 16 |
| DemeesterEtAl12 (Demeester et al., 2012) | $\begin{gathered} f_{\min } \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} 4.52 \\ 5 \end{gathered}$ | $\begin{gathered} 3.78 \\ 3 \end{gathered}$ | $\begin{gathered} 32.49 \\ 5 \end{gathered}$ | $\begin{gathered} 10.03 \\ 2 \end{gathered}$ | $\begin{gathered} 12.90 \\ 4 \\ \hline \end{gathered}$ | $\begin{gathered} 10.04 \\ 6 \end{gathered}$ | $\begin{gathered} 5.67 \\ 10 \end{gathered}$ | $\begin{gathered} 8.05 \\ 7 \end{gathered}$ | $\begin{gathered} 157.03 \\ 2 \end{gathered}$ | $\begin{gathered} 7.69 \\ 2 \end{gathered}$ | $\begin{gathered} 3.13 \\ 5 \end{gathered}$ | $\begin{gathered} 24.77 \\ 2 \end{gathered}$ | $\begin{gathered} 34.64 \\ 3 \end{gathered}$ | 3 |
| Abdullah\&Alzaqebah13 (Abdullah and Alzaqebah, 2013) | $\begin{gathered} f_{\min } \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} 4.76 \\ 10 \end{gathered}$ | $\begin{gathered} 3.94 \\ 10 \end{gathered}$ | $\begin{gathered} 33.61 \\ 12 \end{gathered}$ | $\begin{gathered} 10.56 \\ 12 \end{gathered}$ | $\begin{gathered} 13.44 \\ 9 \end{gathered}$ | $\begin{gathered} 10.87 \\ 14 \end{gathered}$ | - | $\begin{gathered} 8.81 \\ 9 \end{gathered}$ | $\begin{gathered} 157.09 \\ 10 \end{gathered}$ | $\begin{gathered} 7.94 \\ 10 \end{gathered}$ | $\begin{gathered} 3.27 \\ 10 \end{gathered}$ | $\begin{gathered} 25.36 \\ 13 \end{gathered}$ | $\begin{gathered} 35.74 \\ 9 \end{gathered}$ | 12 |
| Alzaqebah\&Abdullah14 (Alzaqebah and Abdullah, 2014) | $\begin{gathered} \hline f_{\min } \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} 4.62 \\ 8 \\ \hline \end{gathered}$ | $\begin{gathered} 4.00 \\ 11 \end{gathered}$ | $\begin{gathered} 33.14 \\ 8 \end{gathered}$ | $\begin{gathered} 10.43 \\ 10 \end{gathered}$ | $\begin{gathered} 13.59 \\ 10 \end{gathered}$ | $\begin{gathered} 10.75 \\ 13 \end{gathered}$ | - | $\begin{gathered} 9.17 \\ 12 \end{gathered}$ | $\begin{gathered} 157.06 \\ 7 \end{gathered}$ | $\begin{gathered} 8.00 \\ 11 \end{gathered}$ | $\begin{gathered} 3.27 \\ 10 \end{gathered}$ | $\begin{gathered} 25.16 \\ 8 \end{gathered}$ | $\begin{gathered} 35.58 \\ 7 \end{gathered}$ | 11 |
| Alzaqebah\&Abdullah15 (Alzaqebah and Abdullah, 2015) | $\begin{gathered} f_{\min } \\ R K \end{gathered}$ | $\begin{gathered} 4.38 \\ 2 \end{gathered}$ | $\begin{gathered} 3.88 \\ 7 \end{gathered}$ | $\begin{gathered} 33.34 \\ 10 \end{gathered}$ | $\begin{gathered} 10.39 \\ 9 \end{gathered}$ | $\begin{gathered} 13.23 \\ 7 \end{gathered}$ | $\begin{gathered} 10.52 \\ 12 \end{gathered}$ | - | $\begin{gathered} 8.92 \\ 10 \end{gathered}$ | $\begin{gathered} 157.06 \\ 7 \end{gathered}$ | $\begin{gathered} 7.89 \\ 8 \end{gathered}$ | $\begin{gathered} 3.13 \\ 5 \end{gathered}$ | $\begin{gathered} 25.12 \\ 7 \end{gathered}$ | $\begin{gathered} 35.49 \\ 6 \end{gathered}$ | 7 |
| FongEtAl15 (Fong et al., 2015) | $\begin{gathered} f_{\min } \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} \hline 4.79 \\ 11 \\ \hline \end{gathered}$ | $\begin{gathered} 3.89 \\ 8 \\ \hline \end{gathered}$ | $\begin{gathered} 33.43 \\ 11 \end{gathered}$ | $\begin{gathered} 10.49 \\ 11 \\ \hline \end{gathered}$ | $\begin{gathered} 13.72 \\ 11 \end{gathered}$ | $\begin{gathered} 10.29 \\ 8 \\ \hline \end{gathered}$ | - | - | $\begin{gathered} \hline 157.07 \\ 9 \\ \hline \end{gathered}$ | $\begin{gathered} 7.86 \\ 7 \end{gathered}$ | $\begin{gathered} \hline 3.10 \\ 3 \\ \hline \end{gathered}$ | $\begin{gathered} 25.33 \\ 12 \end{gathered}$ | $\begin{gathered} 36.12 \\ 10 \end{gathered}$ | 9 |
| LeiteEtAl16 (Leite et al., 2016) | $\begin{gathered} f_{\min } \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} 4.41 \\ 3 \\ \hline \end{gathered}$ | $\begin{gathered} 3.75 \\ 2 \end{gathered}$ | $\begin{gathered} 32.62 \\ 6 \end{gathered}$ | $\begin{gathered} 10.03 \\ 2 \end{gathered}$ | $\begin{gathered} 12.88 \\ 3 \end{gathered}$ | $\begin{gathered} 9.85 \\ 3 \end{gathered}$ | $\begin{gathered} 4.10 \\ 3 \\ \hline \end{gathered}$ | 7.98 6 | $\begin{gathered} 157.03 \\ 2 \end{gathered}$ | $\begin{gathered} 7.75 \\ 6 \end{gathered}$ | $\begin{gathered} 3.08 \\ 2 \\ \hline \end{gathered}$ | $\begin{gathered} 24.78 \\ 3 \end{gathered}$ | $\begin{gathered} \mathbf{3 4 . 4 4} \\ 1 \end{gathered}$ | 2 |
| MuklasonEtAl17 (Muklason et al., 2017) | $\begin{gathered} f_{\min } \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} 5.30 \\ 15 \end{gathered}$ | $\begin{gathered} 4.51 \\ 15 \end{gathered}$ | $\begin{gathered} 36.73 \\ 16 \end{gathered}$ | $\begin{gathered} 10.91 \\ 15 \end{gathered}$ | $\begin{gathered} 14.36 \\ 15 \end{gathered}$ | $\begin{gathered} 11.02 \\ 16 \end{gathered}$ | $\begin{gathered} 5.03 \\ 9 \end{gathered}$ | $\begin{gathered} 9.01 \\ 11 \end{gathered}$ | $\begin{gathered} 157.12 \\ 11 \end{gathered}$ | $\begin{gathered} 8.75 \\ 15 \end{gathered}$ | $\begin{gathered} 3.60 \\ 17 \end{gathered}$ | $\begin{gathered} 25.20 \\ 9 \end{gathered}$ | $\begin{gathered} 38.03 \\ 14 \end{gathered}$ | 15 |
| LeiteEtAl18 (Leite et al., 2018) | $\begin{gathered} f_{\min } \\ R K \end{gathered}$ | $\begin{gathered} 4.31 \\ 1 \end{gathered}$ | $\begin{gathered} 3.68 \\ 1 \end{gathered}$ | $\begin{gathered} 32.48 \\ 3 \end{gathered}$ | $\begin{gathered} 10.03 \\ 2 \end{gathered}$ | $\begin{gathered} \mathbf{1 2 . 8 1} \\ 1 \end{gathered}$ | $\begin{gathered} 9.78 \\ 2 \end{gathered}$ | $\begin{gathered} 4.14 \\ 4 \end{gathered}$ | $\begin{gathered} 7.89 \\ 4 \end{gathered}$ | $\begin{gathered} 157.03 \\ 2 \end{gathered}$ | $\begin{gathered} 7.66 \\ 1 \end{gathered}$ | $\begin{gathered} 3.01 \\ 1 \end{gathered}$ | $\begin{gathered} 24.80 \\ 5 \end{gathered}$ | $\begin{gathered} 34.45 \\ 2 \end{gathered}$ | 1 |
| MandalEtAl20 (Mandal et al., 2020) | $\begin{gathered} f_{\min } \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} 4.58 \\ 6 \end{gathered}$ | $\begin{gathered} 3.82 \\ 5 \end{gathered}$ | $\begin{gathered} 32.48 \\ 3 \end{gathered}$ | $\begin{gathered} 10.32 \\ 8 \end{gathered}$ | $\begin{gathered} 13.34 \\ 8 \end{gathered}$ | $\begin{gathered} 10.24 \\ 7 \end{gathered}$ | - | $\begin{gathered} 9.79 \\ 14 \end{gathered}$ | $\begin{gathered} 157.03 \\ 2 \\ \hline \end{gathered}$ | $\begin{gathered} 7.72 \\ 3 \end{gathered}$ | $\begin{gathered} 3.13 \\ 5 \end{gathered}$ | $\begin{gathered} 25.28 \\ 11 \end{gathered}$ | $\begin{gathered} 35.46 \\ 5 \end{gathered}$ | 5 |
| Proposed ESGA | $\begin{gathered} \hline f_{\min } \\ \text { RK } \end{gathered}$ | $\begin{gathered} 4.64 \\ 9 \end{gathered}$ | $\begin{gathered} 3.84 \\ 6 \end{gathered}$ | $\begin{gathered} 32.24 \\ 2 \end{gathered}$ | $\begin{gathered} 10.12 \\ 6 \end{gathered}$ | $\begin{gathered} 12.92 \\ 5 \end{gathered}$ | $\begin{gathered} 9.90 \\ 5 \end{gathered}$ | $\begin{gathered} 4.33 \\ 5 \end{gathered}$ | $\begin{gathered} 7.67 \\ 3 \end{gathered}$ | $\begin{gathered} 157.26 \\ 12 \end{gathered}$ | $\begin{gathered} 7.72 \\ 3 \end{gathered}$ | $\begin{gathered} 3.11 \\ 4 \end{gathered}$ | $\begin{gathered} 25.26 \\ 10 \end{gathered}$ | $\begin{gathered} 35.70 \\ 8 \end{gathered}$ | 6 |

Table 4.4 Comparison 'best' results of the proposed approach with reported 'best' results of various state-of-the-art approaches on the Toronto benchmark set. In the measure column ' M ', $\left(f_{\text {min }}\right)$ presents the best solution value (minimum penalties and the row ' $R$ ' is rank. The comparison is made between the best soft constraints cost of each approach. The best solutions are in boldface. $(-)$ indicates that a feasible solution could not be obtained, or the following datasets were not tested.

| Running times (s) for Toronto benchmark sets. |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Approach | car91 | car92 | ear83 | hec92 | kfu93 | lse91 | pur93 | rye92 | sta83 | tre92 | uta92 | ute92 | yor83 |
| CarterEtAl96 | 20.7 | 47 | 24.7 | 7.4 | 120 | 48 | 21729.4 | 507.2 | 5.7 | 107.4 | 664.3 | 9.1 | 174.5 |
| Yang\&Petrovic04 | 2773.2 | 1518 | 1135.2 | 1093.8 | 2152.8 | 1729.2 | - | 1381.8 | 739.8 | 1816.2 | 1890 | 745.8 | 1591.2 |
| Eley07 | 16200 | 16200 | 16200 | 18 | 16200 | 16200 | 16200 | 16200 | 16200 | 16200 | 16200 | 16200 | 16200 |
| CaramiaEtAl08 | 172 | 1120 | 300 | 48 | 320 | 446 | 12042 | 452 | 30 | 430 | 2046 | 20 | 452 |
| Burke\&Bykov08 | 664.8 | 604.2 | 450 | 589.8 | 882 | 640.8 | 747 | 901.2 | 586.8 | 607.8 | 805.2 | 528 | 528 |
| BurkeEtAl10 | 5400 | 5400 | 120 | 120 | 120 | 120 | - | - | 120 | 120 | 5400 | 120 | 120 |
| Pillay\&Banzhaf10 | 5880 | 4260 | 751 | 451 | 3168 | 2863 | 113760 | 4320 | 469 | 1121 | 3639 | 663 | 552 |
| DemeesterEtAl12 | 43200 | 43200 | 43200 | 43200 | 43200 | 43200 | 43200 | 43200 | 3600 | 43200 | 43200 | 43200 | 43200 |
| Abdullah\&Alzaqebah13 | ** | ** | ** | ** | ** | ** | - | ** | ** | ** | ** | ** | ** |
| Alzaqebah\&Abdullah14 | 9600 | 9600 | 300 | 300 | 300 | 300 | - | 300 | 300 | 300 | 9600 | 300 | 300 |
| Alzaqebah\&Abdullah15 | 9600 | 9600 | 600 | 600 | 600 | 600 | - | 600 | 600 | 600 | 9600 | 600 | 600 |
| FongEtAl15 | 33120 | 31260 | 23460 | 13860 | 21900 | 15240 | - | - | 10680 | 24840 | 35280 | 12600 | 25200 |
| LeiteEtAl16 | 86400 | 86400 | 86400 | 86400 | 86400 | 86400 | 172800 | 86400 | 86400 | 86400 | 86400 | 86400 | 86400 |
| MuklasonEtAl17 | 360 | 360 | 360 | 360 | 360 | 360 | 360 | 360 | 360 | 360 | 360 | 360 | 360 |
| LeiteEtAl18 | 172800 | 172800 | 86400 | 86400 | 86400 | 86400 | 172800 | 86400 | 86400 | 86400 | 172800 | 86400 | 86400 |
| ManadalEtAl20 | 3600 | 3600 | 3600 | 3600 | 3600 | 3600 | 3600 | 3600 | 3600 | 3600 | 3600 | 3600 | 3600 |
| Proposed ESGA | 10800 | 10800 | 10800 | 10800 | 10800 | 10800 | 10800 | 10800 | 10800 | 10800 | 10800 | 10800 | 10800 |

Table 4.5 Running times (in seconds $t(s)$ ) for the Toronto benchmark set. $\left({ }^{* *}\right)$ indicates that the authors did not report the algorithm execution time, and (-) means that the algorithm was not able to obtain a feasible solution.

### 4.7.5.2 ITC 2007 Dataset

According to Table 4.6 and in relation to the ITC 2007, the experimental results from our proposed algorithm are compared with those of the top five performing algorithms in the ITC 2007 contest, as well as some other more up-to-date approaches. These results, however, cannot be regarded as competitive with Müller09's approach, which was the winner of the ITC 2007 competition. On the other hand, Müller09's approach did not perform well for the hidden instances such as Exam10, Exam11, and Exam12. Based on Table 4.6, most of the best results were beaten by the BattistuttaEtAl17, LeiteEtAl18,
and Rajah\&Pillay19 algorithms, with some of these results exceeding those of Müller09 (Müller, 2008). Furthermore, in a number of datasets, the developed method could reach, and even beat most contestants. It can be noticed that the highest scoring datasets, i.e. those with the worst results, are those with additional exam coincident hard constraints.

While our proposed approach does not outperform other state-of-the-art approaches, it is comparable to them. It can be observed from Table 4.6, however, that with one particular problem instance (i.e. Exam 10) our proposed algorithm is able to return a solution beating Müller's approach as well as other best-known solutions. It is, therefore, anticipated that further improvements in the algorithm will address its limitations to make it still more competitive the best of the current approaches.

### 4.7.5.3 Yeditepe Dataset

As for the Yeditepe dataset, the comparison between our results and recently-reported results from the literature is given in Table 4.7 since there is a lack of prior experimental results for this dataset. We compared our results with the results obtained from optimising the standard objective function of Muklason17's approach, and with results generated from Müller09's solver (Müller, 2008). Although MuklasonEtAl17's approach outperformed Müller09's approach, our proposed ESGA outperforms both those approaches for two out of the eight problem instances in this dataset. The results also indicate that our proposed approach is able to obtain better results compared to the other state-of-the-art approaches.

Further, from Table 4.7, it can be observed that the SA-GD-HH algorithm outperforms the SR-GD-HH and RL-GD-HH algorithms. SR-XGD-HH is comparable with SA-XGDHH when combining the strategies of low-level heuristic selection with the extended great deluge algorithm rather than the standard great deluge. In addition to, when combining the strategies of low-level heuristic selection strategies with the modified extended great deluge algorithm, it can be noticed that SR-MXGD-HH outperforms SA-MXGD-HH and RL-MXGD-HH. An overall comparison with the best-known results, however, showed that the approach in this work is an efficient approach in comparison with other approaches. In several datasets, the introduced method reached the level set by most contestants and achieved another best result in the YUE20023 instance.

| Approach | M | Problem Instance |  |  |  |  |  |  |  |  |  |  |  | $\begin{gathered} \mathrm{AVG} \\ \mathrm{RK} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Exam1 | Exam2 | Exam3 | Exam4 | Exam5 | Exam6 | Exam7 | Exam8 | Exam9 | Exam10 | Exam11 | Exam12 |  |
| Müller09 (Müller, 2008) | $\begin{gathered} \hline f_{\min } \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} 4370 \\ 3 \\ \hline \end{gathered}$ | $\begin{gathered} 400 \\ 2 \end{gathered}$ | $\begin{gathered} 10049 \\ 6 \\ \hline \end{gathered}$ | $\begin{gathered} 18141 \\ 11 \\ \hline \end{gathered}$ | $\begin{gathered} 2988 \\ 5 \\ \hline \end{gathered}$ | $\begin{gathered} 26585 \\ 10 \\ \hline \end{gathered}$ | $\begin{gathered} 4213 \\ 5 \\ \hline \end{gathered}$ | $\begin{gathered} 7742 \\ 5 \\ \hline \end{gathered}$ | $\begin{gathered} 1030 \\ 4 \\ \hline \end{gathered}$ | $\begin{gathered} 16682 \\ 11 \\ \hline \end{gathered}$ | $\begin{gathered} 34129 \\ 5 \end{gathered}$ | $\begin{gathered} 5535 \\ 8 \end{gathered}$ | 9 |
| GogosEtAl08 (Gogos et al., 2008) | $\begin{gathered} \hline f_{\min } \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} 5905 \\ 10 \\ \hline \end{gathered}$ | $\begin{gathered} 1008 \\ 15 \\ \hline \end{gathered}$ | $\begin{gathered} 13771 \\ 13 \\ \hline \end{gathered}$ | $\begin{gathered} 18674 \\ 13 \end{gathered}$ | $\begin{gathered} 4139 \\ 12 \\ \hline \end{gathered}$ | $\begin{gathered} 27640 \\ 14 \end{gathered}$ | $\begin{gathered} 6572 \\ 14 \end{gathered}$ | $\begin{gathered} 10521 \\ 14 \\ \hline \end{gathered}$ | $\begin{gathered} 1159 \\ 8 \\ \hline \end{gathered}$ |  | $\begin{gathered} 43888 \\ 10 \\ \hline \end{gathered}$ |  | 15 |
| AtsutaEtAl08 (Mccollum et al., 2010) | $\begin{gathered} \hline f_{\min } \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} 8006 \\ 15 \\ \hline \end{gathered}$ | $\begin{gathered} \hline 3470 \\ 17 \\ \hline \end{gathered}$ | $\begin{gathered} 17669 \\ 15 \\ \hline \end{gathered}$ | $\begin{gathered} 22559 \\ 14 \end{gathered}$ | $\begin{gathered} 4638 \\ 15 \end{gathered}$ | $\begin{gathered} 29155 \\ 16 \\ \hline \end{gathered}$ | $\begin{gathered} 10473 \\ 15 \end{gathered}$ | $\begin{gathered} 14317 \\ 15 \end{gathered}$ | $\begin{gathered} 1737 \\ 12 \end{gathered}$ | $\begin{gathered} 15085 \\ 9 \end{gathered}$ |  | $\begin{gathered} 5264 \\ 4 \\ \hline \end{gathered}$ | 16 |
| De Smet08 (De Smet, 2008) | $\begin{gathered} \hline f_{\min } \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} 6670 \\ 13 \\ \hline \end{gathered}$ | $\begin{gathered} 623 \\ 13 \end{gathered}$ |  | - | $\begin{gathered} 3847 \\ 11 \end{gathered}$ | $\begin{gathered} 27815 \\ 15 \end{gathered}$ | $\begin{gathered} 5420 \\ 9 \end{gathered}$ | - | $\begin{gathered} 1288 \\ 11 \end{gathered}$ | $\begin{gathered} 14778 \\ 8 \\ \hline \end{gathered}$ |  |  | 10 |
| Pillay08 (Pillay, 2008) | $\begin{aligned} & \hline f_{\min } \\ & \text { RK } \end{aligned}$ | $\begin{gathered} 12035 \\ 17 \end{gathered}$ | $\begin{gathered} 2886 \\ 16 \end{gathered}$ | $\begin{gathered} 15917 \\ 14 \end{gathered}$ | $\begin{gathered} 23582 \\ 15 \end{gathered}$ | $\begin{gathered} 6860 \\ 17 \end{gathered}$ | $\begin{gathered} 32250 \\ 17 \end{gathered}$ | $\begin{gathered} 17666 \\ 17 \end{gathered}$ | $\begin{gathered} 15592 \\ 16 \end{gathered}$ | $\begin{gathered} 2055 \\ 13 \end{gathered}$ | $\begin{gathered} 17724 \\ 12 \end{gathered}$ | $\begin{gathered} 40535 \\ 9 \end{gathered}$ | $\begin{gathered} 6310 \\ 11 \end{gathered}$ | 17 |
| McCollumEtAl09 (McCollum et al., 2009) | $\begin{gathered} f_{\text {min }} \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} 4633 \\ 4 \end{gathered}$ | $\begin{gathered} 405 \\ 4 \end{gathered}$ | $\begin{gathered} 9064 \\ 4 \end{gathered}$ | $\begin{gathered} 15663 \\ 5 \end{gathered}$ | $\begin{gathered} 3042 \\ 6 \end{gathered}$ | $\begin{gathered} \mathbf{2 5 8 8 0} \\ 3 \end{gathered}$ | $\begin{gathered} 4037 \\ 3 \end{gathered}$ | $\begin{gathered} 7461 \\ 2 \end{gathered}$ | $\begin{gathered} 1071 \\ 6 \end{gathered}$ | $\begin{gathered} 14374 \\ 6 \end{gathered}$ | $\begin{gathered} 29180 \\ 4 \end{gathered}$ | $\begin{gathered} 5693 \\ 10 \end{gathered}$ | 5 |
| DemEtAl12(Demeester et al., 2012) | $\begin{aligned} & \hline f_{\min } \\ & \text { RK } \end{aligned}$ | $\begin{gathered} 6060 \\ 11 \end{gathered}$ | $\begin{gathered} 515 \\ 9 \end{gathered}$ | $\begin{gathered} 23580 \\ 16 \end{gathered}$ | - | $\begin{gathered} 4855 \\ 16 \end{gathered}$ | $\begin{gathered} 27605 \\ 13 \end{gathered}$ | $\begin{gathered} 6065 \\ 13 \end{gathered}$ | $\begin{gathered} 9038 \\ 11 \end{gathered}$ | $\begin{gathered} 1184 \\ 9 \end{gathered}$ | $\begin{gathered} 15561 \\ 10 \end{gathered}$ | - | $\begin{gathered} 5483 \\ 7 \\ \hline \end{gathered}$ | 12 |
| GogEtAl12 (Gogos et al., 2012) | $\begin{aligned} & \hline f_{\min } \\ & \mathrm{RK} \end{aligned}$ | $\begin{gathered} 4775 \\ 5 \end{gathered}$ | $\begin{gathered} 385 \\ 1 \end{gathered}$ | $\begin{gathered} 8996 \\ 3 \end{gathered}$ | $\begin{gathered} 16204 \\ 7 \end{gathered}$ | $\begin{gathered} 2929 \\ 4 \end{gathered}$ | $\begin{gathered} 25740 \\ 2 \\ \hline \end{gathered}$ | $\begin{gathered} 4087 \\ 4 \\ \hline \end{gathered}$ | $\begin{gathered} 7777 \\ 5 \end{gathered}$ |  | - | - |  | 2 |
| Bykov\&Petrovic13 (Bykov and Petrovic, 2013) | $\begin{aligned} & f_{\min } \\ & \mathrm{RK} \end{aligned}$ | $\begin{gathered} 4008 \\ 2 \end{gathered}$ | $\begin{gathered} 404 \\ 3 \end{gathered}$ | $\begin{gathered} 8012 \\ 1 \\ \hline \end{gathered}$ | $\begin{gathered} 13132 \\ 1 \end{gathered}$ | $\begin{gathered} 2582 \\ 1 \\ \hline \end{gathered}$ | $\begin{gathered} 25448 \\ 1 \end{gathered}$ | $\begin{gathered} 3893 \\ 2 \end{gathered}$ | $\begin{gathered} 6944 \\ 1 \end{gathered}$ | $\begin{gathered} 949 \\ 1 \end{gathered}$ | $\begin{gathered} 12985 \\ 2 \end{gathered}$ | $\begin{gathered} 25194 \\ 1 \end{gathered}$ | $\begin{gathered} 5181 \\ 3 \end{gathered}$ | 1 |
| Alzaqebah\&Abdullah14 (Alzaqebah and Abdullah, 2014) | $\begin{gathered} f_{\min } \\ R K \end{gathered}$ | $\begin{gathered} 5328.00 \\ 8 \end{gathered}$ | $\begin{gathered} 512 \\ 8 \end{gathered}$ | $\begin{gathered} 10178 \\ 7 \\ \hline \end{gathered}$ | $\begin{gathered} 16465 \\ 10 \end{gathered}$ | $\begin{gathered} 3624 \\ 8 \end{gathered}$ | $\begin{gathered} 26240 \\ 9 \end{gathered}$ | $\begin{gathered} 4562 \\ 7 \end{gathered}$ | $\begin{gathered} 8098 \\ 7 \\ \hline \end{gathered}$ |  | - |  |  | 7.5 |
| Alzaqebah\&Abdullah15 (Alzaqebah and Abdullah, 2015) | $\begin{aligned} & \hline f_{\min } \\ & \text { RK } \end{aligned}$ | $\begin{gathered} 5154 \\ 6 \end{gathered}$ | $\begin{gathered} 420 \\ 7 \end{gathered}$ | $\begin{gathered} 10182 \\ 8 \end{gathered}$ | $\begin{gathered} 15716 \\ 6 \end{gathered}$ | $\begin{gathered} 3350 \\ 7 \end{gathered}$ | $\begin{gathered} 26160 \\ 7 \end{gathered}$ | $\begin{gathered} 4271 \\ 6 \\ \hline \end{gathered}$ | $\begin{gathered} 7922 \\ 6 \end{gathered}$ |  | - |  |  | 4 |
| BattistuttaEtAl17(Battistutta et al., 2017) | $\begin{aligned} & \hline f_{\min } \\ & \mathrm{RK} \end{aligned}$ | $\begin{gathered} 3926.96 \\ 1 \end{gathered}$ | $\begin{gathered} 407.72 \\ 6 \end{gathered}$ | $\begin{gathered} 8849.46 \\ 2 \\ \hline \end{gathered}$ | $\begin{gathered} 15617.82 \\ 4 \end{gathered}$ | $\begin{gathered} 2849 \\ 3 \end{gathered}$ | $\begin{gathered} 26081.35 \\ 6 \end{gathered}$ | $\begin{gathered} 3661.64 \\ 1 \end{gathered}$ | $\begin{gathered} 7729.46 \\ 3 \\ \hline \end{gathered}$ | $\begin{gathered} 991.57 \\ 2 \end{gathered}$ | $\begin{gathered} 13999.56 \\ 5 \end{gathered}$ | 27781.5 <br> 2 | $\begin{gathered} 5550.2 \\ 9 \end{gathered}$ | 3 |
| MuklasonEtAl17(Muklason et al., 2017) | $\begin{gathered} f_{\min } \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} 6856 \\ 14 \end{gathered}$ | $\begin{gathered} 632 \\ 14 \end{gathered}$ | $\begin{gathered} 11659 \\ 9 \end{gathered}$ | $\begin{gathered} 16325 \\ 9 \end{gathered}$ | $\begin{gathered} 3837 \\ 10 \end{gathered}$ | $\begin{gathered} 27370 \\ 12 \end{gathered}$ | $\begin{gathered} 5528 \\ 12 \end{gathered}$ | $\begin{gathered} 9798 \\ 12 \end{gathered}$ | $\begin{gathered} 1246 \\ 10 \end{gathered}$ | $\begin{gathered} 14556 \\ 7 \end{gathered}$ | $\begin{gathered} 36810 \\ 7 \end{gathered}$ | $\begin{gathered} 5300 \\ 5 \end{gathered}$ | 14 |
| LeiteEtAl18 (Leite et al., 2018) | $\begin{gathered} f_{\min } \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} 6207 \\ 12 \end{gathered}$ | $\begin{gathered} 535.00 \\ 11 \end{gathered}$ | $\begin{gathered} 13022 \\ 12 \end{gathered}$ | $\begin{gathered} 14302 \\ 3 \end{gathered}$ | $\begin{gathered} 3829 \\ 9 \end{gathered}$ | $\begin{gathered} 26710 \\ 11 \end{gathered}$ | $\begin{gathered} 5508 \\ 11 \end{gathered}$ | $\begin{gathered} 8716 \\ 10 \end{gathered}$ | $\begin{gathered} 1030 \\ 3 \end{gathered}$ | $\begin{gathered} 13894 \\ 4 \end{gathered}$ | $\begin{gathered} 39783 \\ 8 \end{gathered}$ | $\begin{gathered} 5142 \\ 2 \end{gathered}$ | 11 |
| Rajah\&Pillay19 (Rajah and Pillay, 2019) | $\begin{gathered} f_{\min } \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} 5192 \\ 7 \end{gathered}$ | $\begin{gathered} 546 \\ 12 \end{gathered}$ | $\begin{gathered} 9109 \\ 5 \end{gathered}$ | $\begin{gathered} 14073 \\ 2 \end{gathered}$ | $\begin{gathered} 2825 \\ 2 \end{gathered}$ | $\begin{gathered} 26030 \\ 5 \\ \hline \end{gathered}$ | $\begin{gathered} 4697 \\ 8 \end{gathered}$ | $\begin{gathered} 8570 \\ 9 \end{gathered}$ | $\begin{gathered} 1044 \\ 5 \end{gathered}$ | $\begin{gathered} 13352 \\ 3 \\ \hline \end{gathered}$ | $\begin{gathered} 28181 \\ 3 \end{gathered}$ | $\begin{gathered} 5138 \\ 1 \\ \hline \end{gathered}$ | 6 |
| MandalEtAl20 (Mandal et al., 2020) | $\begin{gathered} f_{\min } \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} 5328 \\ 8 \end{gathered}$ | $\begin{gathered} 407 \\ 5 \end{gathered}$ | $\begin{gathered} 11692 \\ 10 \end{gathered}$ | $\begin{gathered} 16204 \\ 7 \\ \hline \end{gathered}$ | $\begin{gathered} 4300 \\ 13 \end{gathered}$ | $\begin{gathered} 25880 \\ 3 \end{gathered}$ | $\begin{gathered} 5507 \\ 10 \end{gathered}$ | $\begin{gathered} 8238 \\ 8 \end{gathered}$ |  |  |  |  | 7.5 |
| Proposed ESGA | $\begin{gathered} f_{\min } \\ \mathrm{RK} \end{gathered}$ | $\begin{gathered} 8068 \\ 16 \end{gathered}$ | $\begin{gathered} 528 \\ 10 \end{gathered}$ | $\begin{gathered} 11845 \\ 11 \end{gathered}$ | $\begin{gathered} 18574 \\ 12 \end{gathered}$ | $\begin{gathered} 4325 \\ 14 \end{gathered}$ | $\begin{gathered} 26226 \\ 8 \end{gathered}$ | $\begin{gathered} 11649 \\ 16 \end{gathered}$ | $\begin{gathered} 10351 \\ 13 \end{gathered}$ | $\begin{gathered} 1142 \\ 7 \end{gathered}$ | $\begin{gathered} 12589 \\ 1 \end{gathered}$ | $\begin{gathered} 35815 \\ 6 \end{gathered}$ | $\begin{gathered} 5468 \\ 6 \end{gathered}$ | 13 |

Table 4.6 Comparison 'best' results of the proposed approach with reported 'best' results of the ITC 2007 finalists and more recent approaches applied to the ITC 2007 benchmark set. Notation as in Table 4.4

| Approach | M | Problem Instance |  |  |  |  |  |  |  | $\begin{gathered} \text { AVG } \\ \text { RK } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | YUE20011 | YUE20012 | YUE20013 | YUE20021 | YUE20022 | YUE20023 | YUE20031 | YUE20032 |  |
| Müller09 (Müller, 2008) | $f_{\text {min }}$ | 62 | 125 | 29 | 70 | 170 | 70 | 223 | 440 | 9 |
|  | RK | 7 | 7 | 1 | 6 | 8 | 12 | 9 | 9 |  |
| MuklasonEtAl17 (Muklason et al., 2017) | $f_{\text {min }}$ | 56 | 122 | 29 | 76 | 162 | 56 | 143 | 434 | 6 |
|  | RK | 6 | 6 | 1 | 7 | 5 | 2 | 3 | 7 |  |
| SR-GD-HH (Muklason, 2017) | $f_{\text {min }}$ | 88 | 126 | 29 | 97 | 150 | 56 | 186 | 362 | 7 |
|  | RK | 11 | 8 | 1 | 9 | 3 | 2 | 7 | 1 |  |
| RL-GD-HH (Muklason, 2017) | $f_{\text {min }}$ | 69 | 152 | 45 | 143 | 281 | 59 | 274 | 650 | 11 |
|  | RK | 10 | 10 | 12 | 12 | 11 | 9 | 10 | 11 |  |
| SA-GD-HH (Muklason, 2017) | $f_{\text {min }}$ | 49 | 98 | 29 | 46 | 133 | 56 | 121 | 370 | 1 |
|  | RK | 2 | 1 | 1 | 1 | 2 | 2 | 1 | 3 |  |
| SR-XGD-HH (Muklason, 2017) | $f_{\text {min }}$ | 50 | 109 | 29 | 64 | 170 | 56 | 124 | 405 | 3.5 |
|  | RK | 3 | 2 | 1 | 5 | 8 | 2 | 2 | 6 |  |
| RL-XGD-HH (Muklason, 2017) | $f_{\text {min }}$ | 63 | 161 | 33 | 101 | 233 | 61 | 279 | 648 | 10 |
|  | RK | 8 | 11 | 11 | 10 | 10 | 10 | 11 | 10 |  |
| SA-XGD-HH (Muklason, 2017) | $f_{\text {min }}$ | 55 | 113 | 29 | 51 | 163 | 56 | 146 | 377 | 3.5 |
|  | RK | 5 | 4 | 1 | 3 | 6 | 2 | 4 | 4 |  |
| SR-MXGD-HH (Muklason, 2017) | $f_{\text {min }}$ | 48 | 107 | 29 | 49 | 125 | 56 | 148 | 362 | 2 |
|  | RK | 1 | 3 | 1 | 2 | 1 | 2 | 5 | 1 |  |
| RL-MXGD-HH (Muklason, 2017) | $f_{\text {min }}$ | 110 | 213 | 30 | 126 | 311 | 65 | 345 | 685 | 12 |
|  | RK | 12 | 12 | 10 | 11 | 12 | 11 | 12 | 12 |  |
| SA-MXGD-HH (Muklason, 2017) | $f_{\text {min }}$ | 50 | 117 | 29 | 55 | 156 | 56 | 161 | 400 | 5 |
|  | RK | 3 | 5 | 1 | 4 | 4 | 2 | 6 | 5 |  |
| Proposed ESGA | $f_{\text {min }}$ | 64 | 129 | 29 | 83 | 167 | 55 | 192 | 438 | 8 |
|  | RK | 9 | 9 | 1 | 8 | 7 | 1 | 8 | 8 |  |

Table 4.7 Comparison 'best' results of the proposed ESGA approach with reported 'best' results of state-of-the-art approaches for Yeditepe dataset. Notation as in Table 4.4.

### 4.8 Summary

Various real-world timetabling problems have been investigated by many researchers. Genetic algorithms are very commonly used to tackle these problems. In this chapter, various variators, including directed and random mutations, varied sizes of mutations, solutionoriented mutations, as well as selection operators were introduced, while the crossover phase was omitted. In the experiments conducted for this study, the proposed GA yielded better results than the basic GA across all problem instances on the Toronto, ITC 2007, and Yeditepe datasets. The proposed mutation operators efficiently and effectively exploited and explored the solutions to create a high-quality solution. The proposed solution selection keeps the population diversified by preventing similar individuals from joining the population during the replacement process. Furthermore, the crossover phase was omitted in this work since it was found to increase the execution time of the GA significantly, without any improvements in the results of the examination timetabling problem. It is, therefore, crucial to assert that the operators in this work can also be utilised in GAs to solve other types of timetabling problems and/or other types of problems of constraint satisfaction like the timetabling of a high school course, nurse rostering or the classroom assignments.

In the following chapter, we will use the approach proposed in Chapter 3 (i.e. OBSI plus OBSI combined with the EA) to solve an additional examination timetabling problem, namely, the Toronto benchmark set and employ a multi-objective comparison scheme based on (uncertain) Pareto dominance in order to analyse published exam timetabling approaches on the Toronto benchmark sets and identify the (probabilistic) Pareto set of optimisers.

## Chapter 5

## A Novel Multi-objective Framework to Analyse 25 years of Exam Timetable Optimisation

Work presented in this chapter is currently under review at the Journal of the Information Sciences.

### 5.1 Introduction

In this chapter we identify a number of issues with the common comparison between published works on popular exam timetabling benchmarks in the literature. An uncertain Pareto analysis approach is proposed and developed to compare published work, which compensates for uncertainties in their effective computational budget, and represents the trade-off between optimisation time and solution quality. The aim is to compare and contrast results spanning the last 25 years of exam timetable optimisation in order to identify the Pareto set of optimisers - i.e. those that can reasonably be considered the 'best' for each problem, given the data available.

The popular Toronto and ITC 2007 benchmarks have been briefly described in Section 2.5 in Chapter 2. The following section analyses and highlights the best-known approaches reported in the literature for solving the Toronto and the ITC 2007 benchmark sets. Section 5.3 outlines the fundamental problems when comparing published algorithm performance on exam timetabling benchmarks from the literature. Section 5.4 describes a multi-objective analysis of the results that can address some of the issues identified in Section 5.3, and presents a comparison of published results of 16 different algorithms using it. The chapter ends with the summary in Section 5.5.

### 5.2 Reported 'best' Results from the Literature over Time

The examination timetabling problem is regarded as a minimisation problem where the objective formulation for this problem seeks to satisfy all hard constraints and minimise violations with regard to soft constraints (which can, therefore, be cast as a cost or loss minimisation task). As such, the algorithm which returns a solution with the overall lowest soft constraint violation value, subject to satisfying the hard constraints, can be considered as the 'best' performing algorithm.

Various optimisers have been developed over the last 25 years for the exam timetabling task, and between them have obtained several best-known results on the Toronto and the ITC 2007 benchmark instances. These are listed in Section 5.2.1 and Section 5.2.2 respectively and described in Section 4.7.3 in Chapter 4. The best-published results (i.e. the minimum cost solution values found) and the mean results for each considered optimiser on the Toronto benchmark set are presented in Table 5.1. Moreover, Table 5.2 presents the ITC 2007 results of the five finalists of the examination track of the along with more recently developed optimisers that have been applied to this problem suite and fulfilled the ITC 2007 rules. Authors' name concatenated with publishing year are used to label the various approaches. Additionally, the running times (in seconds) of theses optimisers for the Toronto and ITC 2007 benchmark sets are reported in Table 5.3 and Table 5.4.

### 5.2.1 Reported 'best' Results of the Toronto Benchmarks

- CarterEtA196 (Carter et al., 1996).
- Yang\&Petrovic04 (Yang and Petrovic, 2005).
- Eley07 (Eley, 2007).
- CaramiaEtAl08 (Caramia et al., 2008).
- Burke\&Bykov08 (Burke and Bykov, 2008).
- BurkeEtAl10 (Burke et al., 2010b).
- Pillay\&Banzhaf10 (Pillay and Banzhaf, 2010).
- DemeesterEtAl12 (Demeester et al., 2012).
- Abdullah\&Alzaqebah13 (Abdullah and Alzaqebah, 2013).
- Alzaqebah\&Abdullah14 (Alzaqebah and Abdullah, 2014).
- Alzaqebah\&Abdullah15 (Alzaqebah and Abdullah, 2015).
- FongEtAl15 (Fong et al., 2015).
- LeiteEtAl16 (Leite et al., 2016).
- MuklasonEtAl17 (Muklason et al., 2017).
- LeiteEtAl18 (Leite et al., 2018).
- Alsuwaylimi\&Fieldsend19 (Alsuwaylimi and Fieldsend, 2019): We also use $\mathrm{OBSI}^{1}$, see Chapter 3.


### 5.2.2 Reported 'best' Results of the ITC 2007 Benchmarks

- Müller09 (Müller, 2008).
- GogosEtAl08 (Gogos et al., 2008).
- AtsutaEtAl08 (Atsuta et al., 2008).
- De Smet08 (De Smet, 2008).
- Pillay08 (Pillay, 2008).
- McCollumEtAl09 (McCollum et al., 2009).
- DemeesterEtAl12 (Demeester et al., 2012).
- GogosEtAl12 (Gogos et al., 2012).
- Alzaqebah\&Abdullah14 (Alzaqebah and Abdullah, 2014).
- Alzaqebah\&Abdullah15 (Alzaqebah and Abdullah, 2015).
- BattistuttaEtAl17 (Battistutta et al., 2017).
- MuklasonEtAl17 (Muklason et al., 2017).
- LeiteEtAl18 (Leite et al., 2018).
- Alsuwaylimi\&Fieldsend19 (Alsuwaylimi and Fieldsend, 2019).


### 5.3 Problems with Comparing Results from the Literature

There are a number of issues when comparing algorithm performances published in the literature for these tasks:

1. algorithms have been run for different lengths of time, often with performance only reported for the solution returned at the end of the time allocated;
2. algorithms in different works have been run on different machines (with different processor speeds, memory speeds, cache sizes, operating systems, languages, compilation optimisations, etc.), so even where the wall-clock time reported is the same/similar, the effective CPU time could still vary greatly;
3. algorithms have been run for a different number of repeated runs, from which the best found across these repeats is reported.
[^0]| Approach | M | car91 | car92 | ear83 | hec92 | kfu93 | lse91 | pur93 | rye92 | sta83 | tre92 | uta92 | ute92 | yor83 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CarterEtAl96 | (b) | 7.10 | 6.20 | 36.40 | 10.80 | 14.00 | 10.50 | 3.90 | 7.30 | 161.50 | 9.60 | 3.50 | 25.80 | 41.70 |
|  | (m) | *** | *** | *** | *** | *** | *** | *** | *** | *** | *** | *** | *** | *** |
| Yang\&Petrovic04 | (b) | 4.50 | 3.93 | 33.71 | 10.83 | 13.82 | 10.35 | - | 8.53 | 158.35 | 7.92 | 3.14 | 25.39 | 36.53 |
|  | (m) | 4.53 | 3.99 | 34.87 | 11.36 | 14.35 | 10.87 | - | 8.79 | 158.02 | 8.10 | 3.20 | 26.10 | 36.88 |
| Eley07 | (b) | 5.20 | 4.30 | 36.80 | 11.10 | 14.50 | 11.30 | 4.60 | 9.80 | 157.30 | 8.60 | 3.50 | 26.40 | 39.40 |
|  | (m) | 5.10 | 4.40 | 38.30 | 11.40 | 14.90 | 11.70 | 4.60 | 10.00 | 157.50 | 8.70 | 3.50 | 27.00 | 40.40 |
| CaramiaEtAl08 | (b) | 6.60 | 6.00 | 29.30 | 9.20 | 13.80 | 9.60 | 3.70 | 6.80 | 158.20 | 9.40 | 3.50 | 24.40 | 36.20 |
|  | (m) | *** | ** | ** | *** | *** | *** | *** | *** | *** | *** | *** | *** | *** |
| Burke\&Bykov08 | (b) | 4.58 | 3.81 | 32.65 | 10.06 | 12.81 | 9.86 | 4.53 | 7.93 | 157.03 | 7.72 | 3.16 | 24.79 | 34.78 |
|  | (m) | 4.68 | 3.92 | 32.91 | 10.22 | 13.02 | 10.14 | 4.71 | 8.06 | 157.05 | 7.89 | 3.26 | 24.82 | 35.16 |
| BurkeEtAl10 | (b) | 4.90 | 4.10 | 33.20 | 10.30 | 13.20 | 10.40 | - | - | 156.90 | 8.30 | 3.30 | 24.90 | 36.30 |
|  | (m) | *** | ** | ** | *** | *** | *** | - | - | ** | ** | *** | *** | ** |
| Pillay\&Banzhaf10 | (b) | 4.92 | 4.22 | 35.87 | 11.50 | 14.37 | 10.89 | 4.65 | 9.30 | 157.81 | 8.38 | 3.35 | 27.24 | 39.33 |
|  | (m) | 5.05 | 4.28 | 36.49 | 11.69 | 14.42 | 10.95 | 4.70 | 9.41 | 158.07 | 8.45 | 3.39 | 27.45 | 39.74 |
| DemeesterEtAl12 | (b) | 4.52 | 3.78 | 32.49 | 10.03 | 12.90 | 10.04 | 5.67 | 8.05 | 157.03 | 7.69 | 3.13 | 24.77 | 34.64 |
|  | (m) | 4.64 | 3.86 | 32.69 | 10.06 | 13.24 | 10.21 | 5.75 | 8.20 | 157.05 | 7.79 | 3.17 | 24.88 | 34.83 |
| Abdullah\&Alzaqebah13 | (b) | 4.76 | 3.94 | 33.61 | 10.56 | 13.44 | 10.87 | - | 8.81 | 157.09 | 7.94 | 3.27 | 25.36 | 35.74 |
|  | (m) | 4.96 | 4.16 | 34.44 | 10.76 | 13.93 | 11.34 | - | 9.20 | 157.22 | 8.30 | 3.45 | 25.75 | 36.71 |
| Alzaqebah\&Abdullah14 | (b) | 4.62 | 4.00 | 33.14 | 10.43 | 13.59 | 10.75 | - | 9.17 | 157.06 | 8.00 | 3.27 | 25.16 | 35.58 |
|  | (m) | 4.74 | 4.08 | 33.72 | 10.59 | 13.86 | 11.00 | - | 9.54 | 157.16 | 8.14 | 3.33 | 25.37 | 36.32 |
| Alzaqebah\&Abdullah15 | (b) | 4.38 | 3.88 | 33.34 | 10.39 | 13.23 | 10.52 | - | 8.92 | 157.06 | 7.89 | 3.13 | 25.12 | 35.49 |
|  | (m) | 4.52 | 4.09 | 33.66 | 10.90 | 13.46 | 10.82 | - | 9.26 | 157.16 | 8.09 | 3.23 | 25.33 | 35.69 |
| FongEtAl15 | (b) | 4.79 | 3.89 | 33.43 | 10.49 | 13.72 | 10.29 | - | - | 157.07 | 7.86 | 3.10 | 25.33 | 36.12 |
|  | (m) | 4.85 | 4.27 | 34.48 | 10.61 | 13.76 | 10.39 | - | - | 157.37 | 8.04 | 3.31 | 26.04 | 36.67 |
| LeiteEtAl16 | (b) | 4.41 | 3.75 | 32.62 | 10.03 | 12.88 | 9.85 | 4.10 | 7.98 | 157.03 | 7.75 | 3.08 | 24.78 | 34.44 |
|  | (m) | 4.45 | 3.77 | 32.69 | 10.06 | 13.00 | 9.93 | 4.17 | 8.06 | 157.03 | 7.80 | 3.15 | 24.81 | 34.73 |
| MuklasonEtAl17 | (b) | 5.30 | 4.51 | 36.73 | 10.91 | 14.36 | 11.02 | 5.03 | 9.01 | 157.12 | 8.75 | 3.60 | 25.20 | 38.03 |
|  | (m) | 5.44 | 4.66 | 38.27 | 11.43 | 15.08 | 12.00 | 5.20 | 9.53 | 157.39 | 9.19 | 3.72 | 26.39 | 39.56 |
| LeiteEtAl18 | (b) | 4.31 | 3.68 | 32.48 | 10.03 | 12.81 | 9.78 | 4.14 | 7.89 | 157.03 | 7.66 | 3.01 | 24.80 | 34.45 |
|  | (m) | 4.39 | 3.72 | 32.61 | 10.05 | 12.83 | 9.81 | 4.18 | 7.93 | 157.03 | 7.70 | 3.04 | 24.83 | 34.63 |
| Alsuwaylimi\&Fieldsend19: <br> OBSI | (b) | 7.31 | 6.75 | 41.54 | 12.11 | 14.38 | 13.78 | 6.75 | 11.25 | 160.40 | 11.99 | 4.27 | 26.75 | 45.19 |
|  | (m) | 8.38 | 7.13 | 44.65 | 14.46 | 16.72 | 16.30 | 8.63 | 13.88 | 163.62 | 12.78 | 4.69 | 28.97 | 49.52 |
| OBSI + EA | (b) | 5.24 | 4.42 | 36.31 | 11.14 | 13.17 | 11.51 | 4.45 | 9.66 | 158.16 | 9.58 | 3.29 | 25.89 | 37.71 |
|  | (m) | 5.55 | 4.63 | 38.18 | 11.63 | 13.39 | 12.02 | 4.72 | 10.13 | 158.76 | 10.02 | 3.57 | 26.11 | 38.49 |

Table 5.1 Reported results of various state-of-the-art approaches on the Toronto benchmark set. In the measure column ' M ', (b) presents the best solution values reported over the multiple runs for an approach (minimum penalties) and the row (m) is the mean results. (-) indicates that a feasible solution could not be obtained, or the following datasets were not tested. In the row marked with $\left({ }^{* * *}\right)$, the authors did not report the mean results.

Issues 1 and 2 mean there is no common yardstick in order to fairly compare algorithm performance. Indeed, as we can see from Tables 5.3 and 5.4, some algorithms are run for an order-of-magnitude (or more) run time than others that they subsequently compare themselves to. For ITC 2007, we are fortunate, as there is an application provided by the

| Approach | M | Exam1 | Exam2 | Exam3 | Exam4 | Exam5 | Exam6 | Exam7 | Exam8 | Exam9 | Exam10 | Exam11 | Exam12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Müller09 | (b) | 4370 | 400 | 10049 | 18141 | 2988 | 26585 | 4213 | 7742 | 1030 | 16682 | 34129 | 5535 |
|  | (m) | 4574 | 414 | 10789.16 | 21639 | 3320.7 | 27808.5 | 4396.3 | 7950.3 | 1085.2 | 18580.9 | 34129 | 6403.2 |
| GogosEtAl08 | (b) | 5905 | 1008 | 13771 | 18674 | 4139 | 27640 | 6572 | 10521 | 1159 | - | 43888 | - |
|  | (m) | 6064 | 1048.6 | 14133.5 | 20666.6 | 4229.1 | 28077.5 | 6759.5 | 10809 | 1203.875 | - | 49861.3 | - |
| AtsutaEtAl08 | (b) | 8006 | 3470 | 17669 | 22559 | 4638 | 29155 | 10473 | 14317 | 1737 | 15085 | - | 5264 |
|  | (m) | 9083.90 | 3669.4 | 19367.4 | 26346.8 | 4920.3 | 29935 | 11004.33 | 14869.9 | 1935.6 | 15579.8 | - | 5541.9 |
| De Smet08 | (b) | 6670 | 623 | - | - | 3847 | 27815 | 5420 | - | 1288 | 14778 | - | - |
|  | (m) | 6670.80 | 623 | - | - | 3858.4 | 28155 | 5432.3 | - | 1288 | 14778 | - | - |
| Pillay08 | (b) | 12035 | 2886 | 15917 | 23582 | 6860 | 32250 | 17666 | 15592 | 2055 | 17724 | 40535 | 6310 |
|  | (m) | 12819.20 | 3925.8 | 19812.1 | 25728.8 | 11176 | 34028.88 | 19669.3 | 16720.7 | 2277 | 20332.6 | 44277.1 | 7179 |
| McCollumEtAl09 | (b) | 4633 | 405 | 9064 | 15663 | 3042 | 25880 | 4037 | 7461 | 1071 | 14374 | 29180 | 5693 |
|  | (m) | *** | *** | *** | *** | *** | *** | *** | *** | *** | *** | *** | ** |
| DemeesterEtAl12 | (b) | 6060 | 515 | 23580 | - | 4855 | 27605 | 6065 | 9038 | 1184 | 15561 | - | 5483 |
|  | (m) | 6330.20 | 612.5 | 23580 | - | 5323 | 28578.13 | 6250 | 9260.9 | 1255.9 | 16113.33 | - | 5829.14 |
| GogosEtAl12 | (b) | 4775 | 385 | 8996 | 16204 | 2929 | 25740 | 4087 | 7777 | - | - | - | - |
|  | (m) | 5032 | 404 | 9484 | 19607 | 3158 | 26310 | 4352 | 8098 | - | - | - | - |
| Alzaqebah\& | (b) | 5328 | 512 | 10178 | 16465 | 3624 | 26240 | 4562 | 8098 | - | - | - | - |
| Abdullah14 | (m) | 5517.30 | 537.9 | 10324.9 | 16589.1 | 3631.9 | 26275 | 4592.4 | 8328.8 | - | - | - | - |
| Alzaqebah\& | (b) | 5154 | 420 | 10182 | 15716 | 3350 | 26160 | 4271 | 7922 | - | - | - | - |
| Abdullah15 | (m) | 5227.81 | 457.55 | 10421.64 | 16108.27 | 3443.72 | 26247.27 | 4415 | 8225.81 | - | - | - | - |
| BattistuttaEtAl17 | (b) | 3926.96 | 407.72 | 8849.46 | 15617.82 | 2849 | 26081.35 | 3661.64 | 7729.46 | 991.57 | 13999.56 | 27781.5 | 5550.2 |
|  | (m) | 3900.30 | 400.5 | 8145.4 | 13868.8 | 2804.1 | 25929.5 | 3643.3 | 7680.3 | 997.6 | 13353.3 | 25204 | 5745.6 |
| MuklasonEtAl17 | (b) | 6856 | 632 | 11659 | 16325 | 3837 | 27370 | 5528 | 9798 | 1246 | 14556 | 36810 | 5300 |
|  | (m) | 7146 | 720 | 12574 | 18874 | 4157 | 28440 | 6006 | 10272 | 1320 | 15218 | 40752 | 5577 |
| LeiteEtAl18 | (b) | 6207 | 535 | 13022 | 14302 | 3829 | 26710 | 5508 | 8716 | 1030 | 13894 | 39783 | 5142 |
|  | (m) | 6478.20 | 572.90 | 13680.50 | 15493.70 | 4155.60 | 26873 | 5844.40 | 8942.30 | 1080.30 | 14208.70 | 43585.80 | 5249 |
| Alsuwaylimi\& | (b) | 22109 | 22485 | 64089 | 43599 | 40012 | 41105 | 43014 | 92887 | 5187 | 50308 | 163590 | 8336 |
| Fieldsend19: OBSI | (m) | 27558.60 | 28859.26 | 75950 | 51200.4 | 68418.1 | 50069.33 | 53606.6 | 118309.23 | 7711 | 69737.33 | 219894.93 | 11620.8 |
| OBSI +EA | (b) | 12055 | 1705 | 17122 | 23154 | 6732 | 26420 | 17755 | 15022 | 1361 | 13658 | 45212 | 6186 |
|  | (m) | 13092.66 | 2276.66 | 17482.7 | 24492.86 | 7095 | 29239.5 | 18491.03 | 15823.2 | 1528.5 | 14957.73 | 52998.81 | 6357 |

Table 5.2 Reported results of the ITC 2007 finalists and more recent approaches applied to the ITC 2007 benchmark set. Notation as in Table 5.1
competition organisers that participants can run, in order to stipulate the time for their particular machine to attempt to mitigate points 1 and 2 . However, this is not the case for other benchmark sets like Toronto. Point 3 means that where algorithms are compared on the 'best' solution found over multiple repetitions (as opposed to the average) then simply increasing the number of repetitions of a stochastic optimiser, will improve the expected value of the observed best performance (see Table 5.5 for the various number of repetitions employed by different works). At the limit of repeated runs, any algorithm with an initialisation or variation capability that spans the space will return the global optima under the best found over multiple runs criteria.

Given points 1-3 above, comparisons in the literature relying on values from other published works are either unfair (due to allocated compute time differences), or are subject to bias effects. It is difficult to reasonably conclude that algorithm A is better than algorithm B, if the comparison is based on markedly different compute budgets and/or a substantially different number of chances to acquire the better cost score.

The question then arises, can we usefully extract any information from prior published results to apply a putative ranking on published performance, and contrast new results to these? Point 3 is difficult to mitigate for the best-returned value, as we do not have ready access to the distribution of costs for particular problems, and therefore the expected improvement due to repeated runs is difficult to model, bar via estimation approaches. However, we can retrospectively attempt to mitigate for points 1 and 2. This is possible through the additional information obtained from results published on the ITC 2007 benchmark. Furthermore, where additional moments are provided in papers (e.g. standard deviation and variance), the standard error in the approximation of the expectation from the mean can be derived.

Due to the aforementioned timing application distributed with ITC 2007 problems (Mccollum et al., 2010), we have access to the range of times employed by researchers on this problem set (see Tables 5.3 and 5.4). The times used have been allocated based on the competition tool's evaluation of the computation power of the device used to run the evaluated optimiser. This time budget is allocated by the tool so that all algorithms are effectively judged using the same computational budget. In the published works considered here, the fastest machine was allocated 276 seconds and the slowest machine 546 seconds. For some of the publications reporting ITC 2007 results and times, we also have access to the times the author(s) ran their approaches for on other problems (e.g. Toronto). We can, therefore, use the time range on ITC 2007, to generate an uncertainty bound on the effective (normalised) time for other problems. A diagrammatic representation including temporal information is shown in Figure 5.1. We emphasis that the second fastest machine and the slowest machine both were employed by different research teams in 2012, so regressing to the publication year alone is not sufficient to accurately determine the likely computing capability used for those works that do not have corresponding ITC 2007 results.

As mentioned above, the second issue in comparison in this field is that comparisons are conducted even if there is a variation of the computational abilities between approaches

| Running times (s) for Toronto benchmark sets. |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Approach | car91 | car92 | ear83 | hec92 | kfu93 | lse91 | pur93 | rye92 | sta83 | tre92 | uta92 | ute92 | yor83 |
| CarterEtAl96 | 20.7 | 47 | 24.7 | 7.4 | 120 | 48 | 21729.4 | 507.2 | 5.7 | 107.4 | 664.3 | 9.1 | 174.5 |
| Yang\&Petrovic04 | 2773.2 | 1518 | 1135.2 | 1093.8 | 2152.8 | 1729.2 | - | 1381.8 | 739.8 | 1816.2 | 1890 | 745.8 | 1591.2 |
| Eley07 | 16200 | 16200 | 16200 | 18 | 16200 | 16200 | 16200 | 16200 | 16200 | 16200 | 16200 | 16200 | 16200 |
| CaramiaEtA108 | 172 | 1120 | 300 | 48 | 320 | 446 | 12042 | 452 | 30 | 430 | 2046 | 20 | 452 |
| Burke\&Bykov08 | 664.8 | 604.2 | 450 | 589.8 | 882 | 640.8 | 747 | 901.2 | 586.8 | 607.8 | 805.2 | 528 | 528 |
| BurkeEtAl10 | 5400 | 5400 | 120 | 120 | 120 | 120 | - | - | 120 | 120 | 5400 | 120 | 120 |
| Pillay\&Banzhaf10 | 5880 | 4260 | 751 | 451 | 3168 | 2863 | 113760 | 4320 | 469 | 1121 | 3639 | 663 | 552 |
| DemeesterEtAl12 | 43200 | 43200 | 43200 | 43200 | 43200 | 43200 | 43200 | 43200 | 3600 | 43200 | 43200 | 43200 | 43200 |
| Abdullah\&Alzaqebah13 | ** | ** | ** | ** | ** | ** | - | ** | ** | ** | ** | ** | ** |
| Alzaqebah\&Abdullah14 | 9600 | 9600 | 300 | 300 | 300 | 300 | - | 300 | 300 | 300 | 9600 | 300 | 300 |
| Alzaqebah\&Abdullah15 | 9600 | 9600 | 600 | 600 | 600 | 600 | - | 600 | 600 | 600 | 9600 | 600 | 600 |
| FongEtAl15 | 33120 | 31260 | 23460 | 13860 | 21900 | 15240 | - | - | 10680 | 24840 | 35280 | 12600 | 25200 |
| LeiteEtAl16 | 86400 | 86400 | 86400 | 86400 | 86400 | 86400 | 172800 | 86400 | 86400 | 86400 | 86400 | 86400 | 86400 |
| MuklasonEtAl17 | 360 | 360 | 360 | 360 | 360 | 360 | 360 | 360 | 360 | 360 | 360 | 360 | 360 |
| LeiteEtAl18 | 172800 | 172800 | 86400 | 86400 | 86400 | 86400 | 172800 | 86400 | 86400 | 86400 | 172800 | 86400 | 86400 |
| Alsuwaylimi\&Fieldsend19: |  |  |  |  |  |  |  |  |  |  |  |  |  |
| OBSI | 11.02 | 5.41 | 12.05 | 8.16 | 42.47 | 53.56 | 167.97 | 74.24 | 0.12 | 60.52 | 147.2 | 4.21 | 70.32 |
| $\mathrm{OBSI}+\mathrm{EA}$ | 2302 | 2328 | 2483 | 1347 | 778 | 186 | 2824 | 978 | 468 | 1618 | 2113 | 1203 | 457 |

Table 5.3 Running times (in seconds $t(s)$ ) for the Toronto benchmark set. ( ${ }^{* *}$ ) indicates that the authors did not report the algorithm execution time, and (-) means that the algorithm was not able to obtain a feasible solution.
considered. Thus, we noticed that most recent studies of solving the Toronto problem still consider any approach reported in the literature that obtained several best-known results even though its computational ability is quite out of date. This is because the best-known results reported for each problem instance in this dataset are still very competitive results to currently reported approaches. Hence, there is broadly a concern on the fairness of the comparison taking out in the literature right now. However, we actually address this

|  | Running times (s) for ITC 2007 benchmark sets. |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Approach | Exam1 | Exam2 | Exam3 | Exam4 | Exam5 | Exam6 | Exam7 | Exam8 | Exam9 | Exam10 | Exam11 | Exam12 |
| Müller09 | ** | ** | ** | ** | ** | ** | ** | ** | ** | ** | ** | ** |
| GogosEtAl08 | 422 | 422 | 422 | 422 | 422 | 422 | 422 | 422 | 422 | - | 422 | - |
| AtsutaEtAl08 | ** | ** | ** | ** | ** | ** | ** | ** | ** | ** | - | ** |
| De Smet08 | ** | ** | - | - | ** | ** | ** | - | ** | ** | - | - |
| Pillay08 | 495 | 495 | 495 | 495 | 495 | 495 | 495 | 495 | 495 | 495 | 495 | 495 |
| McCollumEtAl09 | ** | ** | ** | ** | ** | ** | ** | ** | ** | ** | ** | ** |
| DemeesterEtAl12 | 300 | 300 | 300 | - | 300 | 300 | 300 | 300 | 300 | 300 | - | 300 |
| GogosEtAl12 | 546 | 546 | 546 | 546 | 546 | 546 | 546 | 546 | 546 | 546 | 546 | 546 |
| Alzaqebah\&Abdullah14 | 460 | 460 | 460 | 460 | 460 | 460 | 460 | 460 | - | - | - | - |
| Alzaqebah\&Abdullah15 | 460 | 460 | 460 | 460 | 460 | 460 | 460 | 460 | - | - | - | - |
| BattistuttaEtAl17 | 324 | 324 | 324 | 324 | 324 | 324 | 324 | 324 | 324 | 324 | 324 | 324 |
| MuklasonEtAl17 | 360 | 360 | 360 | 360 | 360 | 360 | 360 | 360 | 360 | 360 | 360 | 360 |
| LeiteEtAl18 | 276 | 276 | 276 | 276 | 276 | 276 | 276 | 276 | 276 | 276 | 276 | 276 |
| Alsuwaylimi\&Fieldsend19: |  |  |  |  |  |  |  |  |  |  |  |  |
| OBSI | 6.3 | 10.02 | 23.13 | 1.48 | 11.99 | 0.73 | 25.32 | 7.45 | 0.18 | 0.50 | 20.98 | 0.53 |
| OBSI + EA | 392 | 392 | 392 | 392 | 392 | 392 | 392 | 392 | 392 | 392 | 392 | 392 |

Table 5.4 Running times (in seconds $t(s)$ ) for the ITC 2007 benchmark set. Notation as detailed in caption of Table 5.3.
explicitly compensating for the variation in timing that has as identified being experienced in the historical papers. We found that they are competitive with many of the state-of-the-art approaches, which should not be precluded from consideration.

|  | Repetitions |  |  |
| :---: | :---: | :---: | :---: |
| Algorithm | Toronto | ITC 2007 | Reference |
| CarterEtAl96 | 10 | - | (Carter et al., 1996) |
| Yang\&Petrovic04 | 5 | - | (Yang and Petrovic, 2005) |
| Eley07 | 20 | - | (Eley, 2007) |
| Müller09 | - | 10 | (Müller, 2008) |
| GogosEtAl08 | - | 10 | (Gogos et al., 2008) |
| AtsutaEtAl08 | - | 10 | (Atsuta et al., 2008) |
| De Smet08 | - | 10 | (De Smet, 2008) |
| Pillay08 | - | 10 | (Pillay, 2008) |
| CaramiaEtAl08 | 12 | - | (Caramia et al., 2008) |
| Burke\&Bykov08 | 20 | - | (Burke and Bykov, 2008) |
| McCollumEtAl09 | - | 51 | (McCollum et al., 2009) |
| BurkeEtAl10 | 100 | - | (Burke et al., 2010b) |
| Pillay\&Banzhaf10 | 10 | - | (Pillay and Banzhaf, 2010) |
| DemeesterEtAl12 | 10 | 10 | (Demeester et al., 2012) |
| GogosEtAl12 | - | 100 | (Gogos et al., 2012) |
| Abdullah\&Alzaqebah13 | 10 | - | (Abdullah and Alzaqebah, 2013) |
| Alzaqebah\&Abdullah14 | 11 | 11 | (Alzaqebah and Abdullah, 2014) |
| Alzaqebah\&Abdullah15 | 10 | 10 | (Alzaqebah and Abdullah, 2015) |
| FongEtAl15 | 30 | - | (Fong et al., 2015) |
| LeiteEtAl16 | 5 | - | (Leite et al., 2016) |
| BattistuttaEtAl17 | - | 10 | (Battistutta et al., 2017) |
| MuklasonEtAl17 | 21 | 21 | (Muklason et al., 2017) |
| LeiteEtAl18 | 10 | 10 | (Leite et al., 2018) |
| Alsuwaylimi\&Fieldsend19 | 30 | 30 | (Alsuwaylimi and Fieldsend, 2019) |

Table 5.5 Number of repetitions for approaches that have been applied to the Toronto and the ITC 2007 benchmark sets. (-) indicates that algorithm was not applied to the corresponding benchmark set.

### 5.4 Uncertain Multi-Objective Analysis of Published Results

To facilitate putting an order (rank) on the published algorithm performances. We will employ a bi-objective comparison scheme based on (uncertain) Pareto dominance. If we consider the deterministic case of Pareto dominance first, algorithm $x$ can be said to be better than (i.e. dominate) algorithm $y$ if it returns an equal or better solution in an equal or faster time than algorithm $y$, but the performance on both criteria are not simultaneously equal. I.e. $x \prec y$ iff $f_{c}(x) \leq f_{c}(y) \wedge t(x)<t(y)$, or $f_{c}(x)<f_{c}(y) \wedge t(x) \leq$ $t(y)$, where $t(x)$ returns the time taken by $x$ to achieve the cost being compared under $f_{c}()$. If we consider the illustration in the left-hand panel of Figure 5.2, we can see that $b \prec c$, and $b \prec d$, but $b \nprec a$ and $a \nprec b$. In this situation, $a$ and $b$ are said non-dominated and given the same (highest) rank: $b$ finds a solution with a lower cost than $a$, but takes twice as long to return its solution.

The right-hand panel of Figure 5.2 illustrates the situation we find ourselves in this study, with bounded uncertainty on the time due to the different relative performance of the machines used. As the uncertainty is of a bounded form, rather than with infinite tails (e.g. a Gaussian), we can still ascribe a dominance relation with certainty when we consider the bound extremes (Teich, 2001). Let us denote by $t_{l}(x)$ the lower bound of the time taken by algorithm $x$ and $t_{u}(x)$ the upper bound of the time taken. As there is no


Figure 5.1 Times (s) employed on ITC 2007 benchmark datasets (as assigned by competition software tool) are shown inside the nodes. These are sorted from fastest (top of diagram) to slowest (bottom of diagram) and labelled by reference number and year of publication. Note for (Alsuwaylimi and Fieldsend, 2019) this is the time for OBSI+EA, as the initialisation by itself (OBSI) takes significantly under the budget assigned (which is the same budget as OBSI + EA, as experiments were conducted on the same machine).


Figure 5.2 Illustration of uncertain multi-objective algorithm comparison. (a) Deterministic comparison. Algorithm $b$ dominates algorithms $c$ and $d$ (it is faster and gives better solutions), and is mutually non-dominated with $a$ (which returns a worse solution, but is much quicker). The uncertain Pareto set in this case is $\{a, b\}$. (b) Comparison using uncertainty bound on timings. Although $b$ is still seen to dominate $d$, we cannot be certain that it dominates $c$ due to the uncertainty over the relative effective timings (indicated by the width of the horizontal bars going through the respective operating points). The uncertain Pareto set in this case is $\{a, b, c\}$.
uncertainty on the solution cost returned, we can say with confidence that $x$ is better than $y$ iff $f_{c}(x) \leq f_{c}(y) \wedge t_{u}(x)<t_{l}(y)$, or $f_{c}(x)<f_{c}(y) \wedge t_{u}(x) \leq t_{l}(y)$. The next question is obvious: how can we determine the functions $t_{u}$ and $t_{l}$ ?

Let us first identify the lowest and highest recorded times on ITC 2007 from the literature, which we label $l$ and $u$. Now, for an algorithm $x$ applied to e.g. a Toronto problem, with a reported time of $t(x)$, we can calculate its lowest effective time as $t_{l}(x)=t(x) l / u$ (which corresponds to the assumption that the results came from running the optimiser on a machine with a capability equivalent to the fastest machine used by those publishing ITC 2007 results) and its highest effective time as $t_{u}(x)=t(x) u / l$ (which corresponds to the assumption that the reported works were run on a machine with a capability equivalent to the slowest machine used in ITC 2007 works). Where a research group has applied their algorithm to both ITC 2007 and, e.g. Toronto in the same paper, (and they have reported their ITC 2007 allocated time), $r$, we can narrow the uncertainty bands further for the reported Toronto problems. Specifically, $t_{l}(x)=t(x) r / u$ and $t_{u}(x)=t(x) u / r$. These calculations allow us to identify a reasonable approximation to the uncertain Pareto set of algorithms from the literature, with respect to each exam scheduling problem which there are reported results on. This representation explicitly compensates for the uncertainty in the effective (machine-normalised) timings.

There is a chance that some works have used machines outside of the envelope of capabilities of works applied to the ITC 2007 suite, but we do not have any additional information to guide a further widening of the tolerances applied. Furthermore, by applying a hard boundary at the limits, we are treating the uncertainty estimate that we do have in the most conservative way possible. An alternative approach would be to use the different times recorded in Figure 5.1 to approximate a distribution on times, and exploit that to assign a soft domination probability rather than rely solely on the bounds, but we have insufficient data to do this robustly.

Using the approach detailed above, we can plot in the 2D solution cost/time space the performance (and corresponding uncertainty) of all the algorithms considered, for the Toronto problem instances on best performance, and (for those that report it) mean performance. Using this, we may identify the uncertain Pareto set of algorithm solutions - denoted $\mathcal{P}$, which efficiently trade-offs solution performance and time to return solution. Note that in all these past works, we have only a single point estimate of performance, but can infer the uncertainty band around this point.

Figures 5.3-5.4 shows the uncertain Pareto front, and dominated algorithms, for the 15 published approaches we consider that were evaluated on the Toronto benchmark on the best results reported. Figures $5.5-5.6$ shows the uncertain Pareto front, and dominated algorithms, for the same algorithms on the mean results reported (note this is a subset of the algorithms shown in Figures 5.3-5.4, due to a number not reporting the mean). ${ }^{2}$ Uncertain Pareto set members are highlighted in red on their uncertain timing bars. A number of interesting properties are immediately identifiable. Firstly, the relative position of algorithms in these scatter plots is not consistent across problems - even on the timings axis (for some problems an algorithm will be run for a longer period of time than another, and on other problems this is reversed). Likewise, the relative cost positions change

[^1]between problems, and the relative positioning of algorithms on the same problem under best performance analysis is also often at variation with the relative mean performance positioning. Even when taking into consideration the uncertainty over timings it is clear that some algorithms are better than others on particular problems. However, there are between 3 and 10 approaches on each problem which are incomparable under an uncertain Pareto analysis for best performance, and between 6 and 9 for the corresponding mean performance analysis.

|  | Best cost |  | Mean cost |  |
| :---: | :---: | :---: | :---: | :---: |
|  | \# Times <br> in $\mathcal{P}$ | Times <br> in $\mathcal{P}$ | \# Times <br> in $\mathcal{P}$ | Times <br> in $\mathcal{P}$ |
|  | 12 | 92 | - | - |
| Yang\&Petrovic04 | 5 | 38 | 6 | 46 |
| Eley07 | 1 | 8 | 2 | 15 |
| Burke\&Bykov08 | 10 | 77 | 13 | 100 |
| CaramiaEtAl08 | 12 | 92 | - | - |
| Burketal10 | 7 | 54 | - | - |
| Pillay\&Banzhaf10 | 1 | 8 | 4 | 31 |
| DemeesterEtAl12 | 3 | 23 | 6 | 46 |
| Alzaqebah\&Abdullah14 | 4 | 31 | 9 | 69 |
| Alzaqebah\&Abdullah15 | 5 | 38 | 10 | 77 |
| FongEtAl15 | 1 | 8 | 1 | 8 |
| LeiteEtAl16 | 3 | 23 | 11 | 85 |
| MuklasonEtAl17 | 5 | 38 | 12 | 92 |
| LeiteEtAl18 | 5 | 38 | 12 | 92 |
| Alsuwaylimi\&Fieldsend19 (OBSI) | 13 | 100 | 13 | 100 |
| Alsuwaylimi\&Fieldsend19 (OBSI+EA) | 9 | 69 | 9 | 69 |

Table 5.6 Number and percentage of times based on the best and the mean costs for each above algorithm appears in uncertain Pareto set of optimal algorithm. A '-' indicates the authors did not report the mean costs.

If we consider the number of times an algorithm appears in the top-ranked group of nondominated approaches (i.e. $\mathcal{P}$ ) across the Toronto problem instances, we can identify two different global rankings of approaches for best and mean performance, which is shown in Table 5.6. There is some degree of correlation between the two rankings, but they are not identical. At the extreme, if we consider the approach of Leite et al. (2016), it is in the best cost based uncertain Pareto front for Toronto 3 out of 13 problems, but the mean cost based uncertain Pareto front for Toronto 11 out of 13 problems.








| - Alsuwaylimi\&Fieldsend19(OBSI) | Alzaqebah\&Abdullah14 |
| :--- | :--- |
| * Alsuwaylimi\&Fieldsend19(OBSI+EA) | $\times$ Alzaqebah\&Abdullah15 |
| $\bigcirc$ CarterEtAl96 | $\times$ BurkeEtAI10 |
| + CaramiaEtAl08 | * Eley07 |
| $\nabla$ Burke\&Bykov08 | Yang\&Petrovic04 |
| $\triangle$ DemeesterEtAl12 | $\diamond$ Pillay\&Banzhaf10 |
| $\square$ LeiteEtAl16 | $>$ MuklasonEtAl17 |
| $\checkmark$ LeiteEtAl18 | $\times$ FongEtAl15 |

Figure 5.3 Uncertain Pareto fronts of published algorithm results (the best cost over multiple runs) on the Toronto problem instances 1-7. Horizontal uncertain timing bar coloured red for uncertain Pareto front members (i.e. $\mathcal{P}$ ).







| - Alsuwaylimi\&Fieldsend19(OBSI) | ¢ Alzaqebah\&Abdullah14 |
| :---: | :---: |
| * Alsuwaylimi\&Fieldsend19(OBSI+EA) | $\times$ Alzaqebah\&Abdullah15 |
| $\bigcirc$ CarterEtAI96 | $\times$ BurkeEtAII0 |
| + CaramiaEtAl08 | * Eley07 |
| $\nabla$ Burke\&Bykov08 | 5) Yang\&Petrovic04 |
| $\triangle$ DemeesterEtA112 | $\checkmark$ Pillay\&Banzhaf10 |
| $\square$ LeiteEtAl16 | - MuklasonEtA117 |
| $\checkmark$ LeiteEtAl18 | $\times$ FongEtA115 |

Figure 5.4 Uncertain Pareto fronts of published algorithm results (the best cost over multiple runs) on the Toronto problem instances $8-13$. Horizontal uncertain timing bar coloured red for uncertain Pareto front members (i.e. $\mathcal{P}$ ).








| - Alsuwaylimi\&Fieldsend19(OBSI) | $\checkmark$ LeiteEtA118 |
| :---: | :---: |
| * Alsuwaylimi\&Fieldsend19(OBSI+EA) | \% Alzaqebah\&Abdullah14 |
| $\nabla$ Burke\&Bykov08 | $\times$ Alzaqebah\&Abdullah15 |
| $\checkmark$ Pillay\&Banzhaf10 | * Eley07 |
| $\triangle$ DemEtAl12 | It Yang\&Petrovic04 |
| $\square$ LeiteEtAl16 | $\times$ FongEtAl15 |
| D MuklasonEtA117 |  |

Figure 5.5 Uncertain Pareto fronts of published algorithm results (the mean cost over multiple runs) on the Toronto problem instances 1-7. Horizontal uncertain timing bar coloured red for uncertain Pareto front members (i.e. $\mathcal{P}$ ).







| - Alsuwaylimi\&Fieldsend19(OBSI) | $\triangleleft$ LeiteEtAl18 |
| :--- | :--- |
| * Alsuwaylimi\&Fieldsend19(OBSI+EA) | Alzaqebah\&Abdullah14 |
| $\nabla$ Burke\&Bykov08 | $\times$ Alzaqebah\&Abdullah15 |
| $\checkmark$ Pillay\&Banzhaf10 | * Eley07 |
| $\triangle$ DemEtAl12 | $\times$ Yang\&Petrovic04 |
| $\square$ LeiteEtAl16 |  |
| $\square$ MuklasonEtAl17 |  |

Figure 5.6 Uncertain Pareto fronts of published algorithm results (the mean cost over multiple runs) on the Toronto problem instances 8-13. Horizontal uncertain timing bar coloured red for uncertain Pareto front members (i.e. $\mathcal{P}$ ).

It is also interesting to note that there is no algorithm from this collection - which spans more than two decades of research and development - which is not in the uncertain optimum set for at least one problem instance, under both best and mean performance criteria. That is, all algorithms considered are competitive (or incomparable) on at least one of the problems - and a few of the approaches are competitive/incomparable on many. This could suggest that even in this narrow application domain, there may still be no free lunch (Wolpert and Macready, 1997).

The analysis above does not preclude that a particular algorithm $x$ which has found a better solution than $y$, albeit in twice the time, might not find a better solution than $y$ if it was run for half the time - and therefore, in reality, dominate it. However, we only have access to single performance combinations for these published works. This leads us on to one of the key points leading from this analysis. Ideally an anytime performance approach should be employed (Grass and Zilberstein, 1996; Zilberstein, 1996; Dean and Boddy, 1988), as used in other optimisation comparison areas (Shih and Liu, 1995; Zhang et al., 2003; Dubois-Lacoste et al., 2015; Nguyen et al., 2016). Using such an approach would result in performance curves. Corresponding uncertainty bounds on timings could also be applied if algorithms are not run on the same machine when can still compare them. However, as of yet, this approach appears not to have gained traction in the exam timetabling community.

As well as problem-level comparison and benchmark-wide Pareto set memberships ranking, I now also provide a benchmark-wide pair-wise uncertain dominance comparison between algorithms tested on thirteen problem instances of the Toronto dataset in Table 5.7 with the discussion:

The first row cells in Table 5.7 includes algorithms, and the first column cells also consist of the same algorithms. The other cells consist of two values: the first value is the count of the number of problem instances in benchmark sets in which the algorithm in the row certainly dominated another algorithm in the column. The second value represents the count of the number of problem instances where the algorithm in the column certainly dominated the algorithm in the row. Therefore, for example, the value between algorithms $a$ and $b$ is $3 / 5$ means the algorithm $a$ dominated the algorithm $b$ in three problem instances. The algorithm $a$ was also dominated by the algorithm $b$ in five problem instances. For a given value of $0 / 0$, it indicates that none of them dominated the other.

Benchmark-wide pair-wise comparisons were conducted on the same sixteen algorithms that were used to apply pair-wise instance-level comparisons. The comparisons showed that Alzaqebah\&Abdullah14 dominated Yang\&Petrovic04 four times (i.e. four problem instances), while Yang\&Petrovic04 dominated Alzaqebah\&Abdullah14 in three different problem instances. Moreover, Alsuwaylimi\&Fieldsend19 (OBSI+EA) dominated Pillay\&Banzhaf10 in two problem instances, whereas Pillay\&Banzhaf10 could not dominate Alsuwaylimi\&Fieldsend19 (OBSI+EA) in any problem instances. Elay07 also was dominated in twelve problem instances by Burke\&Bykov08. In addition, LeiteEtAl16 and LeiteEtAl18 were not able to dominate any other algorithms. Unlike LeiteEtAl16 and LeiteEtAl18, Alsuwaylimi\&Fieldsend19 (OBSI) overwhelmed all other algorithms. Fur-
thermore, CaramiaEtAl08 was capable of beating all algorithms for all problem instances except Alsuwaylimi\&Fieldsend19 (OBSI) and CarterEtAl96. Conversely, Eley07 was dominated by others except for LeiteEtAl16 and LeiteEtAl18.

The last column cells in Table 5.7 contains two values: the first one indicates the total number of times the algorithm in a row defeats the other algorithms, and the second one refers to the total number of times the algorithm in a row is defeated by others. As shown in the last column, CaramiaEtAl08 and BurkeEtAl10 have the highest figure in terms of the number of times they dominated the other algorithms. However, CaramiaEtAl08 was defeated only once (i.e. by MuklasonEtAl17), whilst BurkeEtAl10 was prevailed eight times (i.e. algorithms) across different instances. Therefore, the comparisons showed that CaramiaEtAl08 is far superior (in terms of the results' quality and the time it takes to compute them) to the other algorithms. Furthermore, we found significant variances in the overall performance comparisons regarding pair-wise instance-level and benchmark-wide pair-wise comparisons. In other words, it is not necessary for the top algorithm in the benchmark-wide pair-wise comparison to being among the top algorithms in the pair-wise instance-level comparison.

### 5.5 Summary

Exam scheduling is a common problem encountered in educational institutions and is an active area of optimisation research. Over four decades, much research in this area has been undertaken. This has covered both formulating and modeling examination timetabling problems, and developing domain specific optimisation approaches. Based on the nature of the exam timetabling problem, the exact constraints to satisfy my vary from problem instance to another, affecting what is desired in an exam timetable solution. This chapter has presented a detailed description of two widely used benchmark datasets - the Toronto and ITC 2007 datasets. We have also presented the most successful approaches which have been applied to both these popular benchmarks in the last two decades. We compare these works with respect to their published results, however these data have been directly obtained from corresponding articles (as implementations were often not available). As such, the running times refer to various platforms, different implementation languages, compilation optimisations, where the effect of these factors is uncertain. Such issues are widespread when comparing algorithms performance solely in terms of performance obtained at a certain run-time. Other statistical issues also arise in the field, where comparison between approaches is often conducted depending on only on the extreme value obtained over a non-standard number of repetitions. In the ITC 2007, the time limit is determined by a benchmarking tool provided from the ITC 2007 competition organisers, however there is no such benchmark timing attempt for the works published on the Toronto problems. As such, the results of published works are often compared even when the studies have significantly different generation circumstances, such as wallclock time and employed compute capability, and different repetitions used to generate the extreme performance value. We have derived an analysis that mitigates for timing and capability effects based on (bounded) uncertain Pareto dominance, and have shown that for all published optimiser works considered there is at least one problem instance

| Algorithm |  |  | $\begin{aligned} & \text { ㅍ } \\ & \substack{0 \\ -1 \\ \hline} \end{aligned}$ |  | O 0 0 0 0 0 0 0 0 0 0 |  |  |  | N 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 |  | 年 |  |  |  | 0 <br> 0 <br>  |  | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CarterEtAl96 | - | 1/0 | 6/0 | 0/0 | 0/0 | 0/0 | 6/0 | $1 / 0$ | $1 / 0$ | 1/0 | 0/0 | 2/0 | 4/0 | 2/0 | 0/1 | 2/0 | 26/1 |
| Yang\&Petrovic04 | 0/1 | - | 10/0 | 0/0 | 0/4 | 0/6 | 0/0 | 1/0 | $3 / 4$ | 0/3 | $1 / 0$ | 0/0 | 0/0 | 0/0 | 0/0 | 0/0 | 15/18 |
| Eley07 | 0/6 | 0/10 | - | 0/12 | 0/7 | 0/7 | $2 / 6$ | $1 / 1$ | 0/8 | 0/8 | 0/1 | 0/0 | 0/7 | 0/0 | 0/1 | $1 / 6$ | 4/80 |
| Burke\&Bykov08 | 0/0 | 0/0 | 12/0 | - | 0/2 | 3/1 | 6/0 | 5/0 | 3/0 | $1 / 0$ | 10/0 | 4/0 | 0/0 | 3/0 | 0/0 | $1 / 0$ | 48/3 |
| CaramiaEtA108 | 0/0 | 4/0 | 7/0 | 2/0 | - | 1/0 | 6/0 | 6/0 | 2/0 | 2/0 | 4/0 | 6/0 | 2/1 | 6/0 | 0/0 | 3/0 | 51/1 |
| BurkeEtAl10 | 0/0 | 6/0 | 7/0 | $1 / 3$ | 0/1 | - | 6/0 | 1/0 | 5/0 | 6/0 | 5/0 | 1/0 | 8/0 | 1/0 | 0/0 | 4/0 | 51/8 |
| Pillay\&Banzhaf10 | 0/6 | 0/0 | 6/2 | 0/6 | 0/6 | 0/6 | - | 0/0 | 0/4 | 0/3 | 0/0 | 0/0 | 0/2 | 0/0 | 0/1 | 0/2 | 6/38 |
| DemeesterEtAl12 | 0/1 | 0/1 | 1/1 | 0/5 | 0/6 | 0/1 | 0/0 | - | 0/0 | 0/2 | 0/0 | 1/0 | 0/1 | 3/0 | 0/0 | 0/1 | 5/19 |
| Alzaqebah\&Abdullah14 | 0/1 | $4 / 3$ | 8/0 | 0/3 | 0/2 | 0/5 | 4/0 | 0/0 | - | 0/0 | 6/0 | 0/0 | 0/0 | 0/0 | 0/0 | 4/0 | 26/14 |
| Alzaqebah\&Abdullah15 | 0/1 | 3/0 | 8/0 | 0/1 | 0/2 | 0/6 | $3 / 0$ | $2 / 0$ | 0/0 | - | 8/0 | 1/0 | 0/0 | 0/0 | 0/0 | 2/0 | 27/10 |
| FongEtAl15 | 0/0 | 0/1 | $1 / 0$ | 0/10 | 0/4 | 0/5 | 0/0 | 0/0 | 0/6 | 0/8 | - | 0/0 | 0/1 | 0/0 | 0/0 | 0/1 | 1/36 |
| LeiteEtAl16 | 0/2 | 0/0 | 0/0 | 0/4 | 0/6 | 0/1 | 0/0 | 0/1 | 0/0 | 0/1 | 0/0 | - | 0/0 | 0/0 | 0/0 | 0/0 | 0/15 |
| MuklasonEtAl17 | 0/4 | 0/0 | 7/0 | 0/0 | $1 / 2$ | 0/8 | 2/0 | $1 / 0$ | 0/0 | 0/0 | $1 / 0$ | 0/0 | - | 0/0 | 0/0 | $3 / 0$ | 15/14 |
| LeiteEtAl18 | 0/2 | 0/0 | 0/0 | 0/3 | 0/6 | 0/1 | 0/0 | 0/3 | 0/0 | 0/0 | 0/0 | 0/0 | 0/0 | - | 0/0 | 0/0 | 0/15 |
| OBSI | 1/0 | 0/0 | $1 / 0$ | 0/0 | 0/0 | 0/0 | $1 / 0$ | 0/0 | 0/0 | 0/0 | 0/0 | 0/0 | 0/0 | 0/0 | - | 0/0 | 3/0 |
| OBSI+EA | 0/2 | 0/0 | 6/1 | 0/1 | 0/3 | 0/4 | $2 / 0$ | $1 / 0$ | 0/4 | 0/2 | $1 / 0$ | 0/0 | 0/3 | 0/0 | 0/0 | - | 10/20 |

Table 5.7 Benchmark-wide pair-wise uncertain dominance comparison between the algorithms on the Toronto benchmark sets.
where we cannot be certain it is not among the optimal set of algorithms, i.e. those which most effectively trade-off solution performance for speed of solution return. The recent OBSI approach is in the uncertain Pareto set for all problem instances, however as this is a smart initialisation rather than optimisation approach this membership is primarily derived by being much faster than all of the competitors. Nevertheless, it is also seen to directly dominate some optimisers on a few problems also, and the OBSI+EA optimiser variant is in the set of optimal trade-off solutions for over two-thirds of the problems considered. The next chapter provides a summary of all the work reported in this thesis and some suggestions for future development.

## Chapter 6

## Conclusions and Future Work

### 6.1 Introduction

This chapter presents a summary of the research work that has been conducted in this thesis. The proposed approaches (i.e. the OBSI method and the ESGA) for constructing and tackling uncapacitated and capacitated examination timetabling problems are briefly presented in Section 6.2. In this same section, the proposed multi-objective approach to analyses published results is summarised, along with the comparison with previouslypublished algorithms. Potential avenues for future work are highlighted in Section 6.3.

### 6.2 Research Summary

The main contribution of Chapter 3 was to present a new initialisation method (i.e. the Ordering-Based Scheduling Initialisation (OBSI)) to construct solutions for examination timetabling problems. We tested the proposed initialisation approach on capacitated examination timetabling problem instances (ITC 2007 examination track (McCollum et al., 2007) and Yeditepe (Parkes and Ozcan, 2010)) and compared the obtained results with popular initialisation approaches from this domain. This showed that the OBSI method is competitive with other initialisation approaches reported in the literature. The proposed method manages three interacting lists of exams (i.e. Front List, Middle List, and Back List) to allocate exams into three corresponding sections of the timetable (i.e. Front section, Middle Section, and Back Section). These lists are arranged and processed in a step-wise fashion in order to construct a good satisfaction of both hard and soft constraints, particularly the expand constraints, which involve the "two exams in a row" and "two exams in a day" constraints. The goal of this research is to develop an initialisation method in which all solutions are feasible, and also the most challenging and highlyconstrained exams are scheduled in the most appropriate periods. However, constructing an initial exam timetable while taking into account its quality is expensive and arduous. Thus, most approaches exclusively dedicated to examination timetabling problems have employed other strategies such as squeaky wheel optimisation (Joslin and Clements, 1999), graph colouring heuristics (Burke and Newall, 2004), and decomposition techniques
( Qu and Burke, 2007) to produce only feasible solutions in the construction phase. This motivated the attempt in this work to create a method that would focus on producing timetables that fulfil hard constraints and minimise the cost of the soft constraints.

The proposed method was compared to the most commonly-used graph colouring heuristics in exam timetabling (namely, largest degree, largest weighted degree, largest enrolment and saturation degree) as well as to random schedule allocation. Most studies on examination timetabling problems have applied graph colouring heuristics, depending on ordering strategies in the first phase in order to construct initial feasible timetables. However, these studies have not considered the quality of the initial timetables, rather than attempting to produce feasible solutions initially and then improving the quality of these in the second phase. The experimental results revealed that the proposed method effectively constructed a feasible solution for all problem instances from the two different datasets. More specifically, it outperformed graph colouring heuristics and random approaches on nearly all of the ITC 2007 benchmark instances for both quality and diversity, as well as some of the Yeditepe benchmark instances for quality. In order to improve the initial feasible solutions and compare the effectiveness of the proposed method with other methods, all of these methods were incorporated within a simple evolutionary algorithm (EA) using the same parameter settings and objective function. This comparison indicated that the incorporation of the proposed method within the EA not only resulted in relatively high-quality solutions compared to other initialisation approaches but that these solutions were effective for seeding an efficient population-based search. Furthermore, most problem instances using the initial OBSI outcome to generate initial solutions surpassed the quality of runs using other initialisation strategies, and this was achieved for the same total time cost (initialisation time plus optimisation time).

Chapter 4 proposed a novel Genetic Algorithm, with a range of novel parameters and operators to tackle particular examination timetabling problems. This new variant is called the Exam Specialised Genetic Algorithm (ESGA). The operators involve varied types of operation, which are applied to examinations or periods. Several mutation types (i.e. MM, PBM, DM, PBDM, HM, LM, and ELM) are applied to certain individuals under certain circumstances. These include new parameters that aim to achieve a successful balance between exploration and exploitation by preventing premature convergence and controlling the size of the mutation and the probability that the mutation will be applied. This proposed algorithm, along with a basic GA, uses the OBSI method with the aim of generating the first population so that fair comparisons are conducted. The Toronto, ITC 2007, and Yeditepe benchmark sets were used for comparison with the Basic GA. The findings revealed that the ESGA achieved the best average fitness for all the problem instances of the datasets and that it required more execution time. A comparison was also conducted between the ESGA results for the three datasets and those of other state-of-the-art approaches. Furthermore, the results of this work were also compared with the top five performing algorithms in the ITC 2007 competition. It was found that the improved approach reached and beat most contestants. Regarding the Yeditepe dataset, the proposed algorithm results were compared with the results of state-of-the-art methods. This showed that the proposed approach is as efficient as other approaches, reaching the
level of most of those alternative algorithms in most problem instances and obtaining a new best result for the YUE20023 instance.

Chapter 5 highlights several issues that arise when comparing the performance of published algorithms on common examination timetabling benchmarks. These are often compared even when they have significantly different generation circumstances, such as wall-clock time and the computation capability employed. We have derived an uncertain Pareto analysis approach that mitigates for timing and capability effects based on (bounded) uncertain Pareto dominance, and show that for all the published optimisation works considered, there is at least one problem instance where we cannot be certain that is not among the optimal set of algorithms trading-off solution cost for speed of solution return.

We have observed that under the uncertain Pareto analysis all approaches considered provide a competitive (non-dominated) performance on at least one problem instance from the Toronto benchmark: even in this narrow application domain, there appears to be "no free lunch". However, there is a great variation between optimisers in terms of the number of problems in which their performance is non-dominated.

### 6.3 Future Work

This thesis has presented several new approaches for tackling the problem of university examination timetabling, generating competitive results compared with other examples in the literature for the main benchmark problem instances. It is challenging to generalise a methodology for solving the examination timetabling problem, however, because restrictions (i.e. constraints) vary significantly from one institution to another. In order to enhance the efficiency of the proposed approaches, several suggestions can be considered in future work. Several of these are identified below.

### 6.3.1 Improving the Investigated Approaches

As seen in Chapter 3, this work has focused on applying a new initialisation strategy (OBSI) to generate initial solutions for the ITC 2007 and Yeditepe benchmark sets. The proposed OBSI was compared against other initialisation strategies (i.e. several graph colouring heuristics and the random schedule allocation method), and additionally, the effectiveness of the proposed approach, and other approaches, were also compared by incorporating them in turn in a simple evolutionary algorithm. Each solution constructed by the proposed OBSI has been represented in a way that simulates reality (indirect representation); therefore the solution consists of a list of periods available in exam session, where each period contains a predefined list of the rooms that will include as many exams as possible depending on the satisfaction of the stipulated constraints and their capacities.

Also in Chapter 3, it can be noted that generating an initial solution with the four graph colouring heuristics can be achieved more quickly than with the OBSI, albeit delivering lower quality solutions. The drawback of the proposed OBSI, therefore, is that it requires significantly higher computational time to construct an initial population (particularly for the ITC 2007 datasets). This is because when the proposed OBSI attempts to schedule
an exam into a period, the duration property of the exam is compared with the duration property of the period in order to satisfy the period duration constraint, and this process adds computational time. While in real-world examination timetabling problems, the time taken to generate the examination timetables is often not critical, in the timetabling literature, the methods are required to produce good results with fast execution times. It would be interesting to see if this proposed algorithm obtains results very quickly, taking into account the quality and diversity. Efficiency time could be realised by identifying a pre-determined mechanism that aims to satisfy the period duration constraint in which it determines an appropriate list (i.e. FL, BL, and ML) for each exam before assigning the exam into the list. With this mechanism, each exam would consist of a list of valid periods from the corresponding section (i.e. FS or BS or MS) that must be greater than or equal to the duration of the exam. The revised OBSI would then attempt to schedule an exam in a period from that valid list.

### 6.3.2 Anytime Analysis

An anytime algorithm is defined as an algorithm that has the capability to return solutions to a specific problem whenever it is interrupted (Dean and Boddy, 1988). This is in contrast with traditional algorithms which do not guarantee solutions until a certain stopping criterion is met. Moreover, this concept always offers a trade-off between solution quality and execution time.

The work in Chapter 5 underpins the need for the use of anytime analysis in the area of exam timetable optimisation going forward (which has already gained traction in other optimisation areas) (Shih and Liu, 1995; Zhang et al., 2003; Dubois-Lacoste et al., 2015; Nguyen et al., 2016) - as this would allow a performance curve to be traced out for each algorithm, and therefore may identify a much smaller set of high performance algorithms. Although, even in this situation, an uncertain performance curve analysis would need to be employed to compensate for uncertainties in compute capabilities, alongside the error in the estimation of expected performance. We also assert that using the best result found over multiple runs rather than the average is a poor choice - particularly when there is no fixed number of repetitions mandated. Compounding this is the fact that the distribution form of a heuristic algorithm's performance is commonly not known, and indeed for many distributions there is no known unbiased estimator for the maximum or minimum in any respect (D'Eramo et al., 2016).

### 6.3.3 Hybridisation

The findings in Chapter 3 showed the advantage of using OBSI to generate an initial population of high quality and diverse solutions lies in the quality of the final timetables returned. Accordingly, the quality of final examination timetables is determined by the quality of the initial examination timetables. The limitation of this work is that the performance of the proposed OBSI is only evaluated by incorporating it within a simple EA. It would be very interesting to integrate this new approach into some recently proposed state-of-the-art timetabling meta-heuristics. We expect that such an integration would produce outcomes that would be even more competitive with other results published in
the literature. Furthermore, the examination timetables generated by the proposed OBSI (as shown in chapter 3) could be further improved by implementing many meta-heuristic algorithms. It may be worth investigating this when the algorithms start from the same seeded solutions. The objective would be to select the meta-heuristic that would obtain the best improvement.

The proposed approach investigated in Chapter 4 is open for hybridisation with some local search techniques. Hybridisations of GA with local search techniques could lead to further improvements. The objective would be to find a local search algorithm that can work and increase the speed of the proposed GA. Future work could also study hill-climbing methods (Qu et al., 2009b; Rahim et al., 2013).

### 6.3.4 Parameter Tuning

It is known that parameter tuning is a very effective way to enhance many of the techniques discussed in this thesis. Chapter 4 offered an intensive empirical investigation of parameter tuning. Several preliminary experiments were conducted in order to determine appropriate values for parameters, such as the number of iterations, the size of the population, the size of the elite pool, the probability of a solution being selected for mutation and the size of the mutation supplied by each mutation operator. The limitation of this work is that a tailor-made approach for getting good parameter settings was needed for the proposed GA in order to produce high-quality and competitive solutions for all problem instances tested in the experiments. Future research work could investigate an adaptation approach and automated parameter tuning strategy.

### 6.3.5 Many-objective Optimisation Problem Formulation and Applying Many-objective Optimisation Approaches

As discussed in Section 2.11 in Chapter 2, many meta-heuristic methods that have utilised to tackle the examination timetabling problem as a single objective optimisation problem have also been extended for use with multi-objective problems (Muklason, 2017; Coello et al., 2007). Although some previous studies have sought to employ multi-objective meta-heuristics in examination timetabling problems, these have mainly been conducted on uncapacitated examination timetabling problems (i.e. the Toronto dataset) (Côté et al., 2005), with only a very few investigating multi-objective approaches to the capacitated ITC 2007 dataset (e.g. (Muklason et al., 2017)). It would be worthwhile to investigate how multi-objectivisation and the use of many-objective optimisation approaches can improve the search performance and the quality of the solutions found for the ITC 2007 problem while minimising violations of soft constraints. This could be done by casting the ITC 2007 as many-objective optimisation problem and considering all its soft constraints (i.e seven soft constraints) as objectives in this problem (i.e. $C^{2 R}, C^{2 D}, C^{P S}, C^{N M D}, C^{F L}$, $C^{R}$, and $C^{P}$ ) and attempting to minimise the violations in parallel.
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