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Abstract: Urban sewer networks (SNs) are increasingly facing water quality issues as 30 

a result of many challenges, such as population growth, urbanization and climate 31 

change. A promising way to addressing these issues is by developing and using water 32 

quality models. Many of these models have been developed in recent years to facilitate 33 

the management of SNs. Given the proliferation of different water quality models and 34 

the promise they have shown, it is timely to assess the state-of-the-art in this field, to 35 

identify potential challenges and suggest future research directions. In this review, 36 

model types, modelled quality parameters, modelling purpose, data availability, type of 37 

case studies and model performance evaluation are critically analyzed and discussed 38 

based on a review of 110 papers published between 2010 and 2019. The review 39 

identified that applications of process driven models dominate those of data driven 40 

models for addressing water quality issues. The majority of models are developed for 41 

prediction and process understanding using synthetic or field sampled data. Water 42 

quality models have been rarely employed to enable SN control and real-time 43 

management with the aid of continuously monitored data. While many models have 44 

been applied to real problems, the corresponding prediction accuracies are overall 45 

moderate or, in some cases, low, especially when dealing with large SNs. The review 46 

also identified the most common issues associated with water quality modelling of SNs 47 

and based on these proposed several future research directions. These include the 48 

identification of appropriate data resolutions for the development of different SN 49 

models, the need and opportunity to develop hybrid SN models and the improvement 50 

of SN model transferability. 51 
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Highlights  54 

 Process-driven models dominate data driven-models in SN water quality 55 

modelling 56 

 Models are mainly developed for prediction and process understanding  57 

 Models are developed using limited field data, while synthetic data are often 58 

used 59 

 Models exhibit overall low to moderate prediction performance for real SNs 60 

 Future work should focus on appropriate data resolution, hybrid models and 61 

model transferability 62 

63 



1. Introduction 64 

Sewer networks (SNs), or wastewater networks, are considered to be one of the most 65 

important urban infrastructure systems, as they play a vital role in ensuring public 66 

health and safety, protecting the urban water environment, preventing the spread of 67 

waterborne diseases, and reducing the risk of urban floods (Vollertsen et al. 2011, 68 

Barone et al. 2019, Pikaar et al. 2014). SNs are typically composed of pipes, manholes, 69 

pumping stations, overflow structures and other hydraulic facilities that are normally 70 

buried underground (Joseph-Duran et al. 2014) and represent significant infrastructure 71 

investments. For example, the value of sewer pipes is estimated to be up to $1 trillion 72 

USD in the USA (Pikaar et al 2014) and $35 billion USD in Australia (Jiang et al. 73 

2016a).  74 

Historically, SNs have been designed to collect wastewater and stormwater, 75 

transporting them to wastewater treatment plants (WWTPs) for processing or disposal 76 

(Martin and Vanrolleghem 2014, Haghighi and Bakhshipour 2015). Such SNs are 77 

generally referred to as combined sewer systems (CSSs), as they transport a 78 

combination of wastewater and stormwater (Hager and Gisonni 2005). However, many 79 

cities have separated or are separating CSSs into independent storm drainage systems 80 

(storm sewers or infiltrations facilities) and foul sewer systems (Thorndahl et al. 2015, 81 

Mahaut et al. 2018), where the former are used to convey urban runoff solely to surface 82 

waters (e.g., rivers) and the latter are used to deliver sewerage that is collected from 83 

houses and commercial buildings before being conveyed to treatment facilities. This 84 



separation can be beneficial to urban water environments as it can avoid combined 85 

sewer overflows (CSO, Joseph-Duran et al. 2015, Mollerup et al. 2015). However, illicit 86 

connections between storm drainage and sewer systems are often observed in many 87 

cities with separate systems, causing storm water to be polluted with sewage or foul 88 

sewers to be hydraulically overloaded due to infiltration and inflow (I/I) (Panasiuk et 89 

al. 2016).  90 

1.1 Drivers of change 91 

Over the past few decades, sewer networks (SNs) have been subject to significant 92 

changes due to a number of drivers, including, for example, population growth, climate 93 

change, system changes, variation of pollutant discharge patterns, human activities, as 94 

well as the emergence of new technology and changing regulations, as shown in Figure 95 

1. More specifically, population growth and climate change can substantially increase 96 

the amount of wastewater to be delivered (Egger and Maurer 2015, Sweetapple et al. 97 

2018). Resulting system changes are often represented by the expanded spatial scales 98 

of SNs, increased complexity in their topology structures and system ageing (Rokstad 99 

and Ugarelli 2015, Huang et al. 2018). The nature of the wastewater to be treated is also 100 

changing, with increases in wastewater concentrations due to water conservation 101 

(Bailey et al. 2020), separation at source and other related measures (discharge pattern 102 

variations, Lyu et al. 2016). The amount and type of harmful pollutants that cannot be 103 

easily removed at WWTPs is also likely to increase as the number of new substances 104 

keeps growing. These include, for example, medicine discharges used by an aging 105 



population, widely used personal care products, and heavy metals released from 106 

industrial activities (Marleni et al. 2012). In addition, regulations about the quality of 107 

the water that can be discharged into the environment are becoming more stringent in 108 

many countries, such as China (Zhang et al. 2015). 109 

110 

Figure 1 Schematic illustration of the motivation for this review111 

The abovementioned drivers pose significant challenges/difficulties to the effective 112 

management and operation of SNs. These challenges can be divided into two main 113 

categories, involving those related to system hydraulic capacity, such as pipe and pump 114 

sizing (Steele et al. 2016, Tian et al., 2018), and those related to water quality, such as 115 

illegal discharges, corrosion, illicit connections, hazard gas production and leaks (Banik 116 

et al. 2017, Grengg et al. 2018, Guerineau et al. 2014, Mannina et al. 2018). The focus 117 

of this review paper is on the latter challenge – that is, water quality issues in urban 118 

SNs. It is also noted that the SNs in this review can be foul sewers, combined sewer 119 



systems, gravity sewers, as well as pressurized transport mains, as long as models have 120 

been developed to simulate the water quality parameters in these systems. 121 

1.2 Water quality issues  122 

Due to the SN changes as a result of the drivers discussed in Section 1.1, a number of 123 

water quality issues occur frequently in many SNs, as illustrated conceptually by a 124 

physical system in Figure 1. As shown, illicit discharges from local businesses can 125 

significantly affect water quality in SNs and consequently induce contamination of the 126 

receiving water body (McCall et al. 2016). This is because such discharges often 127 

contain toxic substances (e.g., heavy metals) that are commonly beyond the processing 128 

capacity of downstream WWTPs (Banik et al. 2017, Irvine et al. 2011). Another water 129 

quality issue within SNs is deposits, e.g., sediments, or fat, oil and grease - FOG 130 

(Roushangar and Ghasempour 2017, Song et al. 2018, Yousefelahiyeh et al. 2017). 131 

These can induce various water quality issues as a result of their direct impacts on flow 132 

capacities, such as manhole overflows (Hager and Gisonni 2005).  133 

Gas emissions (including greenhouse and poisonous gases) resulting from biochemical 134 

reactions in sewer pipes (Auguet et al. 2016) are another typical problem associated 135 

with SNs, leading to odour issues. These hazardous gases not only affect the air quality 136 

of surrounding areas, but can also dissolve in the wastewater and hence can threaten 137 

the safety of sewer systems, e.g., via pipe erosion or explosion (Grengg et al. 2018). As 138 

shown in Fig. 1, leaks from sewer pipes are also frequently reported in many studies, 139 

which can be due to pipe failures, inadequate sealing or illicit connections (Beheshti 140 



and Saegrov 2018). These leaks can result in exfiltration of wastewater when the 141 

groundwater tables are below sewer invert level (Du et al. 2013), and can also induce 142 

infiltration of groundwater if the groundwater tables are high (Mario et al., 2013). These 143 

exfiltration or infiltration issues can significantly affect surrounding environments (Lee 144 

et al. 2015) or influence the operation of WWTPs (Ganora et al. 2017, Karpf and Krebs 145 

2013). Another potential problem is the illicit connection between sewer and 146 

stormwater pipes for separated SNs (foul sewers). Such issues are reported frequently 147 

in many developing countries, such as China (Montserrat et al. 2015; Xu et al. 2016). 148 

A recent survey reports that the COD concentrations of the inflows of 70% of WWTPs 149 

in China are less than 300 mg/L due to unexpected infiltration and inflows (Xu et al. 150 

2016), highlighting the widespread nature of this issue.151 

1.3 Importance of water quality modelling in SNs  152 

To address the issues highlighted in Fig. 1, significant research efforts have been 153 

devoted to understanding the underlying mechanisms and processes that cause these 154 

issues, such as the underlying reaction processes of gas emissions (Liu et al. 2015a). 155 

The majority of these studies are based on laboratory experiments or real system 156 

samples taken at specific locations (Xu et al. 2016). While these studies have made 157 

significant contributions to enable an improved understanding of biochemical processes, 158 

they are insufficient to allow for the effective management and operation of entire SNs. 159 

This is mainly because the majority of SNs are distributed over a large spatial area with 160 

pipes buried underground and hence it is difficult, if not impossible, to collect data or 161 



undertake experiments for all locations of these systems to comprehensively understand 162 

the changes in various water quality parameters.  163 

A promising way of addressing this issue is via water quality models. Such models 164 

provide, at least theoretically and indicatively, insights into potential issues over the full 165 

spatial extent of SNs, as well as how these might change in response to the drivers of 166 

change discussed in Section 1.1, conditioned on the improved understanding of the 167 

underlying reaction processes of the water quality parameters that can be achieved from 168 

limited experiments. This provides an opportunity to develop effective and efficient 169 

system management and operational strategies for SNs (Gao et al. 2018), as well as the 170 

development of plans for the future. The demand for water quality modelling has 171 

increased in recent years, as real-time system management and operation are becoming 172 

more important in the domain of SNs (Kiilerich et al. 2018). This is partly driven by 173 

rapid developments in sensor and information technologies (Zheng et al., 2018), which 174 

can assist with real-time data acquisition, transmission, and storage, all of which can be 175 

used to calibrate and validate existing water quality models, as well as to develop new 176 

models.  177 

1.4 Motivation for this review  178 

As stated above, a number of water quality issues exist within SNs (Section 1.2) as a 179 

result of the drivers of change shown in Figure 1. Attempts have been made to address 180 

these issues with the aid of water quality models due to their significant potential for 181 

addressing some of these problems, as mentioned in Section 1.3. This is supported by 182 



the fact that a broad range of water quality parameters has been modelled using different 183 

techniques over the past 10 years (between 2010 and 2019). However, to the best of our 184 

knowledge, there is a lack of a critical and comprehensive review to provide knowledge 185 

on the current status of modelling across different water quality parameters and the 186 

issues associated with current modelling practice, to enable the articulation of the most 187 

fruitful directions to enable this field of research to progress as effectively as possible. 188 

While a number of previous reviews are available (e.g., Eijo-Rio et al., 2015, Liu et al., 189 

2015b, Shammay et al., 2016, Talaiekhozani et al., 2016, Carrera et al., 2016, Jiang et 190 

al., 2017), they have mainly focused on specific water quality parameters, especially on 191 

the transmission processes and control methods of water quality parameters, rather than 192 

the development of water quality modelling techniques (the focus of the present review). 193 

Consequently, this review provides new knowledge into the potential challenges/issues 194 

associated with existing water quality modelling of SNs, and provides guidance on the 195 

future development of water quality modelling techniques.  196 

In summary, the overall objective of this paper is to review the progress of the models 197 

used for various SN quality parameters, rather than a particular model type or a specific 198 

water quality type. In addition, the common issues and future directions associated with 199 

various water quality models are identified. The specific objectives of this review (See 200 

Figure 1) include: (i) a comprehensive summary of the current status of water quality 201 

modelling for SNs, where water quality parameters, model purpose, data availability, 202 

model applications (case studies) and model performance evaluation associated with 203 

different model types are analyzed critically, (ii) a detailed discussion on potential 204 



challenges/issues associated with models applied to water quality parameters within 205 

SNs; and (iii) horizon scanning and identification of future research needs and 206 

directions in relation to water quality modelling in SNs.  207 

The remainder of this paper is structured as follows. Section 2 articulates the review 208 

methodology adopted in this study. Section 3 provides a detailed and critical review of 209 

current water quality models, and Section 4 presents a comprehensive analysis of the 210 

challenges/issues associated with existing water quality modelling methods. Finally, 211 

future directions in this research are discussed in Section 5.  212 

2. Review methodology 213 

In this review, we have identified 110 publications published over the past 10 years 214 

(2010-2019), which are associated with water quality models applied to the domain of 215 

sewer networks (SNs). It is expected that such a review time period is sufficient to 216 

represent the overall state-of-the-art progress of water quality modelling in SNs. These 217 

papers are identified using the following steps. Firstly, “sewer systems”, “sewer 218 

networks”, “sewer pipes”, “foul sewers”, “wastewater networks” and “drainage 219 

systems” are used as keywords to search for papers in the Web of Science database 220 

(Thomson Reuters, 2016). Secondly, a review of the abstracts of these papers is 221 

conducted to identify the papers that are relevant to water quality modelling, identifying 222 

97 papers to be included in this review. Finally, the authors used the above keywords to 223 

search across a number of influential wastewater-related journals and conference 224 

proceedings (e.g., International Conference on Urban Drainage Modelling), including 225 



Water Research, Water Resources Research, Journal of Hydrology, Environmental 226 

Modelling and Software, Journal of Water Resources Planning and Management, 227 

Hydrology and Earth System Sciences and Water Science and Technology, leading to 228 

the inclusion of an additional 13 papers. Consequently, a total of 110 publications are 229 

identified for review.  230 

It is noted that it is difficult, if not impossible, to ensure all the published papers between 231 

2010-2019 regarding SN water quality modelling have been included in this review. 232 

This may have a certain impact on the observations regarding some particular model 233 

properties (e.g., the model purposes in Section 3.3). However, it is believed that the 234 

main progress, as well as the main characteristics of the SN water quality models, can 235 

be identified based on the selected 110 papers.  236 

3. Current status of water quality modelling in SNs 237 

Figure 2 provides a conceptual representation of the factors considered in our critical 238 

review of the status of water quality modelling within SNs. These factors are selected 239 

for review as they represent the main steps involved in model development and 240 

application. As shown in this figure, a model type (Section 3.1) needs to be selected for 241 

a particular problem (e.g., data-driven or process-driven model) when developing 242 

models for particular water quality parameters (Section 3.2). This is followed by the 243 

analysis of model purpose (e.g., prediction, process understanding and control, Section 244 

3.3) and the availability of the data (Section 3.4) that are used for model development, 245 

such as data collection frequency (e.g., continuous or grab sample) and data type (e.g., 246 



real or synthetically generated). Finally, the properties of the case studies (e.g., synthetic 247 

or real system, Section 3.5) to which the models have been applied, as well as the 248 

resultant model performance (Section 3.6), are reviewed. It is noted that model 249 

performance evaluation is not conducted for individual papers, but focuses on the trends 250 

emerging across the papers considered.  251 

252 

Figure 2 Conceptual representation of the factors considered in the critical 253 

review254 

3.1. Modelling approaches used 255 

Based on a detailed review, four different model types have been identified. These are 256 

regression models, machine learning models, empirical process-driven models and 257 

kinetic process-driven models. It should be highlighted that both the regression and 258 

machine learning models are data-driven model types, but they possess different model 259 

structures and philosophies. Regression models, as a simple type of data-driven model 260 

with pre-specified model structures, have been often used to describe the relationships 261 

Model type (Section 3.1)

• Data-driven
 Regression
 Machine learning

• Process-driven
 Empirical
 Kinetic

Case study (Section 3.5)

Model  performance 
evaluations (Section 3.6)

Model purpose (Section 3.3)

• Prediction
• Control
• Understanding

Data availability (Section 
3.4)• Synthetic

• Grab sample
• Continuous

Water quality parameters 
（Section 3.2）

• Sulfide
• Sediments
• Chemical oxygen demand (COD)
• Total suspended solid (TSS)
• Biomarkers
• Methane (CH4 )
• Biochemical oxygen demand (BOD)
• Nitrogen (N)
• Pharmaceutical and personal care 

products (PPCPs)
• Fat, oil and grease (FOG)
• Microorganisms 
• phosphorus (P)
• Metals
• Carbon dioxide (CO2 )
• Toilet trash
• Dissolved oxygen (DO)
• Iodine (I)

• Synthetic
• Real

• Available (performance level)
• Not available



between water quality parameters within SNs and other system properties (e.g., 262 

diameters and flow velocity, Safari and Mehr, 2018). In addition to regression, machine 263 

learning models with unknown model structures have also been proposed to analyze 264 

the behaviour of water quality parameters within SNs in recent years (Najafzadeh et al. 265 

2017). A few stochastic approaches (Coutu et al. 2016, Roni et al. 2019) developed in 266 

the reviewed papers either use regression structures or unspecified model structures that 267 

had to be identified. Therefore, the approaches associated with regression structures are 268 

assigned to the regression model types, and approaches with unspecified model 269 

structures are assigned to machine learning model types in this study.  270 

In parallel to the development of data-driven models, process-driven models have also 271 

been used for sewer water quality modelling, benefitting from their capacity for 272 

representing the transformation processes involving water quality parameters in SNs 273 

explicitly (Morales et al. 2016, Li et al., 2018). Process-driven water quality models 274 

can be further divided into two main sub-categories based on their properties. These 275 

include empirical and kinetic process-driven models. In empirical process-driven 276 

models, the water quality parameters (W) are described as a function of a set of 277 

environmental parameters ( , e.g., flow, hydraulic retention time, diameter, as shown 278 

in the example in Equation 1) and coefficients ( ). In kinetic process-driven models, 279 

the temporal or spatial changes in water quality parameters (
dt

dW
 ) are expressed 280 

mathematically as a function of their concentrations and a set of decay coefficients (K, 281 

as shown in the following Equations). 282 



TLengthDiameterFlowfW ],,,[),(  ， (1) 

T
nkkkKKWf

dt

dW
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where ki is the ith decay coefficient considered in the kinetics models. In these two 283 

equations, the set of coefficients  and K need to be obtained by calibration.  284 

Figure 3 shows the relative prevalence of the four model types that have been used in 285 

the selected papers. As shown in this figure, the use of process-driven models dominates 286 

over the use of data-driven models, with 87 of the 110 papers focusing on the former 287 

model type. This can be mainly attributed to the fact that (i) process-driven models 288 

typically possess greater model transparency and generalization ability, as they are 289 

developed according to the physics and chemistry of the analyzed water quality 290 

phenomenon based on data from laboratory conditions or field monitoring (Li et al., 291 

2019), thereby facilitating their wide applications in engineering practice; and (ii) data-292 

driven models often require a large amount of data for model development, but 293 

intensive water quality measurements in SNs are typically difficult and expensive 294 

(Zheng et al. 2018). An important feature of these process-driven models is that they 295 

typically combine water quality and hydraulic models, where the latter are used to 296 

provide hydraulic variables to enable the simulations of the former (Matos et al. 2019). 297 

The reason for this is that the mixing process (involving both advection and dispersion), 298 



as well as sedimentation and resuspension (i.e. the transport of different substances with 299 

the flow of water), tend to dominate the water quality processes in SNs. 300 

301 

Figure 3 Relative prevalence of the four model types that have been used in the 302 

reviewed papers 303 

Within the data-driven model types, the number of the regression models is overall 304 

similar with that using machine learning models, but within process-driven models, 305 

empirical models are used significantly more frequently than kinetic models (see Figure 306 

3). This is mainly caused by the fact that empirical models typically consider the 307 

impacts of environmental factors within their model structures, and hence they can be 308 

relatively more easily generalized for various practical applications under different 309 

environmental conditions compared to kinetic process-driven models.  310 

3.2. Water quality parameters modelled 311 

Figure 4 shows the number of papers that have modelled different water quality 312 

parameters. This figure indicates that sulfide has been the most frequently modelled 313 

parameter (in 27 of the 110 papers considered), followed by sediments (25 papers), 314 

Empirical
52%

Kinetic
27%

Regression
11%

Machine 
learning

10%

Process-driven model

Data-driven model



COD (14 papers) and total suspended solids (TSS) (14 papers). This can be partly 315 

explained by the fact that these water quality parameters are closely related to common 316 

or important issues within SNs, such as material degradation or odour issues (e.g., H2S, 317 

Carrera et al. 2017), deposit problems (sediments, Montes et al. 2019, 2020) and illicit 318 

discharges or inflows (high CODs and TSSs, Xu et al. 2016). Attempts have also been 319 

made to model the behaviours of the biomarkers, methane (CH4), BOD, nitrogen (N), 320 

PPCPs, and FOG, as they are typical parameters that characterize overall wastewater 321 

quality in sewer pipes (e.g., N and P, Marleni et al. 2015b). Models have also been 322 

developed for microorganisms, phosphorus (P), metals, CO2, domestic gross solids 323 

(DGSs), dissolved oxygen (DO) and Iodine (I), as shown in Figure 4, but with relatively 324 

fewer applications compared to the other quality parameters mentioned above. 325 

326 

327 

Figure 4 Distribution of model types associated with different water quality 328 

parameters 329 



The distribution of the four typical modelling approaches used (Figure 3) across the 330 

different water quality parameters modelled is also shown in Figure 4. As can be seen, 331 

process-driven models (empirical or kinetic), which are the dominant modelling 332 

approach used (Fig. 3), have been exclusively used for a range of different water quality 333 

parameters, which are the biomarkers, BOD, N, P, metals, domestic gross solids (DGSs), 334 

dissolved oxygen (DO) and Iodine (I). This can be attributed to the fact that data 335 

collection for these complex water quality parameters can be very difficult and hence 336 

process-driven models are preferred, as they require a relatively smaller amount of data 337 

for model development. In addition to process-driven models, data-driven models 338 

(regression or machine learning) have been used for the modelling of sulfide, sediments, 339 

COD, TSS, CH4, PPCPs, FOG and microorganisms. Interestingly, CO2 is the only water 340 

quality parameter that has not been modelled using a process-driven approach, with 341 

only regression models being used. Another interesting observation from Figure 4 is 342 

that ANN models have only been frequently developed for sediments (Ebtehaj et al. 343 

2014, 2016). This could be because the development of ANNs typically requires a larger 344 

number of data observations, which are generally more available for sediments 345 

compared to many other water quality parameters, such as biomarkers, metals and COD 346 

(Zan et al. 2019, Kim et al. 2019). 347 

Table 1 provides details of the modelling approaches used for each water quality 348 

parameter, including the processes, inputs and outputs considered for each of the 349 

models. For example, as shown in this table, when considering sulfide as the quality 350 

parameter, two main processes have been modelled. These are the production of sulfide 351 



within the SNs under different environmental conditions or impacted by different 352 

covariates (e.g., temperature, chemical dosage, Jiang et al., 2010, Alani et al., 2014) and 353 

the mass transfer (e.g., H2S) between the wastewater in SNs and the air under various 354 

air velocities (Matias et al., 2018, Teuber et al., 2019). For the regression models of 355 

sulfides, the covariates (i.e., inputs) can vary ranging from sewer structure and seasons 356 

to wastewater characteristics and chemical dosages, and the model outputs can be H2S 357 

emission hotspots (Zuo et al., 2019) or sulfide concentrations (Jiang et al., 2011). 358 

Similar observations can be made for the ANN models applied to sediments, with 359 

covariates including pipe sizes, slopes, sediment sizes, sediment concentrations and 360 

deposit thickness, and outputs including blockage locations, Froude number or critical 361 

flow velocity (Safari and Mehr 2018, Safari 2019). It is anticipated that the 362 

comprehensive details given in Table 1 can provide significant knowledge regarding 363 

the similarities and differences of the modelling processes, model inputs, and model 364 

outputs of each model type applied to water quality parameters, which is a useful 365 

contribution to the literature.  366 

Table 1 Properties of the models used in the reviewed papers 367 

WQ parameter Model 
type 

Modelled 
process 

Principal model 
input(s) (types) 

Principal 
model 
output(s)

Model purpose Reference(s)

sulfide 

regression production 

sewer structures, 
season, wastewater 
characteristics

H2S emission 
hotspots 

understand the 
impact factors of 
H2S emission

Zuo et al. 2019 

chemical dosage sulfide 
concentration

control sulfide by 
chemical dosage

Jiang et al. 2011, 
Jiang et al. 2010 

empirical  

production 

COD concentration,
temperature, pipe 
size, chemical 
dosage

sulfide 
production 
rate 

predict sulfide 
production 

Alani et al. 2014, 
Marleni et al. 
2015b 

water management 
practices 

sulfide 
concentration 

understand the 
impact of water 
consumption on 
sulfide 
production

Sun et al. 2015 

mass transfer air velocity and 
turbulence 

sulfide 
concentration 

improve 
understanding of 
sulfide 
production

Matias et al. 2018 



hydraulic 
characteristics 

sulfide 
concentration 

understand the 
impact of 
hydraulic 
characteristics on 
sulfide emission

Carrera et al. 2017, 
Matos et al. 2019, 
Teuber et al. 2019 

production chemical dosage 
sulfide 
concentration 

control sulfide by 
chemical dosing 

Ganigue et al. 
2018, Liu et al. 
2013, 2016a, 
Sharma et al. 2014, 
Sharma et al. 2013, 
Sharma et al. 2012, 
Vollertsen et al. 
2011 

kinetic  

production COD concentration, 
biofilm depth 

sulfide 
production 
rate, 
concentration 

improve 
understanding of 
sulfide 
production 

Rudelle et al. 
2012, Rudelle et 
al. 2013, Sun et al. 
2018, Zan et al. 
2019 

mass transfer waterfall height and 
fluid velocity 

sulfide 
concentration 

improve 
understanding of 
sulfide 
production 

Jung et al. 2017 

production chemical dosage sulfide 
concentration 

control sulfide by 
chemical dosing 

Abdikheibari et al. 
2016, Jiang et al. 
2013, Kiilerich et 
al. 2018, 
Rathnayake et al. 
2019 

sediments 

regression 
deposition

pipe size, slope 
sediment
depth

predict sediment 
deposition

Al-Ani and Al-
Obaidi 2019 

machine 
learning 
(ANNs) 

deposition pipe size, slope blockage 
location

predict sediment 
deposition

Bailey et al. 2016 

transport and 
deposition 

sediment size, 
sediment 
concentration, 
deposit thickness, 
pipe size 

Froude 
number 
(which can be 
used for 
design to 
avoid deposit) 

predict sediment 
transport 

Ebtehaj and 
Bonakdari 2014a, 
b, 2016, Ebtehaj et 
al. 2016, 
Najafzadeh et al. 
2017, Roushangar 
and Ghasempour 
2017, Safari 2019, 
Safari and Mehr 
2018 

critical 
velocity

predict critical 
velocity Mohtar et al. 2018 

empirical 

deposition 

flow velocity, 
sediment size, 
sediment 
concentration

sediment 
depth 

predict sediment 
deposition 

Campisano et al. 
2019, Ota and 
Perrusquia 2013, 
Song et al. 2018 

water management 
practice 

sediment
depth predict sediment 

deposition 
Murali et al. 2019 

pipe size, slope blockage 
location

predict sediment 
deposition Baker 2016 

transport and 
deposition 

TSS concentration 
of inflows sediment load predict sediment 

load 

Hannouche et al. 
2014, Mouri and 
Oki 2010, Rossi et 
al. 2013, Seco et 
al. 2018, Seco et 
al. 2014 

temperature, water 
viscosity, rainfall 

sediment 
load, transport 
and mobility 
parameters

improve 
understanding of 
sediment 
transport

Rodriguez et al. 
2010, Safari et al. 
2017, Shrestha et 
al. 2013 

H2S and CH4

generation 
flow velocity H2S and CH4

emission 

understand how 
the H2S and CH4

are generated 
from sediments

Liu et al. 2016b 

COD 

regression transport 

rainfall depth, 
rainfall intensity, 
CSO volume 

COD 
concentration 

predict COD 
concentration in 
the overflows of 
the sewers

Brzezinska et al. 
2018 

rainfall depth, 
rainfall intensity 

COD 
concentration 

understand 
correlations 
between turbidity 
and COD

Metadier and 
Bertrand-
Krajewski 2011, 
2012 

empirical  transport 
hydrologic 
parameters, network 
characteristics 

COD 
concentration 

improve 
understanding of 
COD transport  

De Keyser et al. 
2010, Freni et al. 
2010b, Guo et al. 
2019, Pablo 
Rodriguez et al. 
2013, Torres-
Matallana et al. 
2018, Verdaguer et 
al. 2014 



water management 
practice 

COD 
concentration 

understand the 
impact of water 
consumption on 
COD 
concentration

Marleni et al. 
2015a 

sizes and slopes of 
interceptors, tank 
operation 

COD 
concentration 

control overflow 
pollution by 
operation 

Chen et al. 2019, 
Freni et al. 2010a, 
Langeveld et al. 
2013 

kinetic  hydrolysis 
hydrologic 
parameters, network 
characteristics

COD 
concentration 

improve
understanding of 
COD hydrolysis 

Maruejouls et al. 
2014 

TSS 

regression transport 

rainfall depth, 
rainfall intensity, 
CSO volume 

TSS 
concentration 

predict TSS 
concentration in 
the overflows of 
the sewers

Brzezinska et al. 
2018, Gamerith et 
al. 2011 

rainfall depth, 
rainfall intensity 

TSS 
concentration 

understand 
correlations 
between turbidity 
and TSS

Metadier and 
Bertrand-
Krajewski 2011, 
2012 

empirical  transport 

hydrologic 
parameters, network 
characteristics 

TSS
concentration 

predict TSS
concentration in 
the overflows of 
the sewers

Cook et al. 2018 

hydrologic 
parameters, network 
characteristics 

TSS
concentration 

improve 
understanding of 
TSS transport 

Dembele et al. 
2011, Freni et al. 
2010b, 
Ledergerber et al. 
2019, Mannina 
and Viviani 2010, 
Pablo Rodriguez et 
al. 2013, 
Verdaguer et al. 
2014, Zhang et al. 
2016b 

hydrologic 
parameters, network 
characteristics 

TSS
concentration 

understand 
contribution of 
different sources 
to TSS

Pongmala et al. 
2015 

tank operation TSS 
concentration 

control overflow 
pollution by 
operation

Freni et al. 2010a 

biomarkers kinetic 

degradation 

temperature, 
biofilm area, pH, 
hydraulic retention 
time 

biomarker 
concentration, 
degradation 
rate 

understand the 
stability of 
biomarkers 

Banks et al. 2018, 
Gao et al. 2019, 
Gao et al. 2018, Li 
et al. 2018, McCall 
et al. 2017, Senta 
et al. 2014, Thai et 
al. 2014 

biotransformati
on and Sorption 

biofilm area, TSS 
concentration, 
hydraulic retention 
time 

biomarker 
concentration 

understand the 
impact of 
variables on 
biotransformation 
and sorption 
process

Plosz et al. 2013, 
Ramin et al. 2017 

CH4

regression production chemical dosage 
CH4 

concentration
control CH4 by 
chemical dosage

Jiang et al. 2011, 
Jiang et al. 2010 

empirical  

production 

surface area to 
volume ratio of 
sewer, hydraulic 
retention time, 
wastewater 
temperature

CH4

concentration 
predict CH4 

production 
Chaosakul et al. 
2014 

water management 
practice 

CH4

concentration 

understand the 
impact of water 
consumption on 
sulfide 
production

Sun et al. 2015 

mass transfer hydraulic 
characteristics 

CH4

concentration 

understand the 
impact of 
hydraulic 
characteristics on 
CH4 emission

Matos et al. 2019 

kinetic  production 
COD concentration 

CH4

production 
rate

improve 
understanding of 
CH4 production 

Sun et al. 2018 

chemical dosage 
CH4

concentration
control CH4 by 
chemical dosing Jiang et al. 2013 

BOD empirical  transport 

hydrologic 
parameters, network 
characteristics

BOD
concentration 

predict BOD
concentration 

Cook et al. 2018 

hydrologic 
parameters, network 
characteristics 

BOD
concentration 

improve 
understanding of 
BOD transport  

De Keyser et al. 
2010, Freni et al. 
2010b, Pablo 
Rodriguez et al. 



2013, Verdaguer et 
al. 2014 

tank operation BOD 
concentration 

control overflow 
pollution by 
operation

Freni et al. 2010a 

kinetic  transport 
hydrologic 
parameters, network 
characteristics

BOD
concentration 

predict BOD
concentration 

Morales et al. 2016 

N empirical  transport 

hydrologic 
parameters, network 
characteristics 

NH4 

concentration 

improve 
understanding of 
NH4 transport 

De Keyser et al. 
2010, Guo et al. 
2019, Torres-
Matallana et al. 
2018, Verdaguer et 
al. 2014 

water management 
practice 

NO3

concentration 

understand the 
impact on nitrate 
concentration

Marleni et al. 
2015a 

sizes and slopes of 
interceptors, tank 
operation

NH4

concentration 

control overflow 
pollution by 
operation

Chen et al. 2019, 
Langeveld et al. 
2013 

PPCPs 

regression exfiltration pipe size and 
material, road class 

PPCPs 
exfiltration 
location 

predict 
exfiltration 
location of 
wastewater based 
on PPCPs 
concentrations

Lee et al. 2015 

empirical transport 

flow velocity, DO 
concentration 

PPCP 
concentration 

understand
whether the 
parameters are up 
to standard in 
particular areas

Shahvi et al. 2016 

catchment 
characteristics and 
population 

PPCP 
concentration 

predict PPCP 
concentration 

Bollmann et al. 
2019, 
Rieckermann et al. 
2011 

kinetic degradation — PPCP 
concentration 

predict PPCPs 
concentration and 
degradation rate

Coutu et al. 2016, 
Menzies et al. 
2017 

FOG 

regression deposition socioeconomic 
parameters 

probability of 
FOG 
accumulation 

understand the 
impact of 
variables on FOG 
accumulation

Nieuwenhuis et al. 
2018 

empirical  deposition pH FOG deposits 
understand the 
impact of pH on 
FOG deposition

He et al. 2013 

kinetic  deposition 

pH, temperature 
saponified 
solid 

understand FOG 
deposition 
process

Iasmin et al. 2016 

socioeconomic
parameters, sewer 
flow

saponified 
solid 

predict 
accumulation of 
FOG

Yousefelahiyeh et 
al. 2017 

microorganisms 

machine 
learning 
(ANNs) 

intrusion 

sewer system 
geometry, 
hydraulics, 
transport variables

E.coli
concentration 

predict the 
location of 
microbial 
intrusions

Kim et al. 2013 

empirical  transport 
solid mass, 
hydrologic 
parameters 

E.coli
concentration 

understand 
contribution of 
different sources 
to E.coli

De Marchis et al. 
2013, Pongmala et 
al. 2015 

kinetic  growth process shear stress 
biofilm 
thickness 

understand the 
mechanisms of 
biofilm growth

Ai et al. 2016 

P empirical  transport 

hydrologic 
parameters, network 
characteristics 

PO4

concentration 

improve 
understanding of 
PO4 transport (by 
optimizing model 
structure, 
calibrating 
parameter, and 
sensitivity 
analysis)

De Keyser et al. 
2010, Guo et al. 
2019, Verdaguer et 
al. 2014 

hydrologic 
parameters, network 
characteristics 

phosphorus 
concentration 

understand 
contribution of 
different sources 
to phosphorus

Beenen et al. 2011 

metals empirical  

intrusion 
network 
characteristics 

pollutant 
concentration 

predict illicit 
intrusion location 

Banik et al. 2017, 
Sambito et al. 
2020 

transport spatio-temporal 
changes 

TiO2

concentration 

understand the
spatio-temporal 
impact on TiO2 

transport

Kim et al. 2019 

CO2 regression emission 
construction and 
operational 
activities

CO2 emission 
predict CO2

emission 
Kyung et al. 2017, 
Zhang et al. 2016a 



toilet trash kinetic  disintegration 
turbulence intensity, 
solid characteristic 

disintegration 
rate 

predict the 
disintegration 
rate

Eren and 
Karadagli 2012, 
Roni et al. 2019 

DO kinetic  transport 
hydrologic 
parameters, network 
characteristics

DO
concentration 

predict DO
concentration Morales et al. 2016 

I empirical  degradation 
hydrologic 
parameters, network 
characteristics 

adsorbable 
organic iodine 
concentration 

understand
source 
distribution of 
iodinated 
substances

Knodel et al. 2011 

368 

3.3. Purposes of models 369 

The purposes for which the models were developed are summarized in Figure 5, where 370 

the ratio of different modelling purposes relative to the total number of reviewed papers 371 

is presented. As can be seen, models have been developed for three purposes, including 372 

prediction, understanding and control. Prediction is a typical aim of many water quality 373 

models, where the future behaviours of the quality parameters (e.g., concentrations) are 374 

predicted based on the known status of the covariates, as well as the revealed 375 

relationship between the covariates and the quality parameters (e.g., regression) being 376 

considered (Chaosakul et al. 2014, Campisano et al. 2019). Understanding is often 377 

attained by using a process-driven modelling approach, as this enables the underlying 378 

temporal and spatial dynamics/evolutions of the water quality parameters within SNs 379 

to be determined as a function of varying external conditions (Sharma et al. 2014, Li et 380 

al. 2018). Control can be defined as the interventions adopted to influence the behaviour 381 

of water quality parameters, mainly through manipulating the factors that can affect 382 

their reaction processes (Morales et al. 2016, Guo et al. 2019). It should be noted that 383 

within the system controlling processes, the prediction of the status is often required for 384 

some specific control strategies, such as predictive control and feedforward control 385 

(Langeveld et al. 2013, Liu et al. 2016a). This implies that the prediction and control 386 



purposes can be inherently integrated to enable the practical application for some cases. 387 

In this study, such an integrated modelling approach is considered as the controlling 388 

purpose, as system control is the primary aim in these studies (Liu et al. 2016a).While 389 

models are developed for different purposes, they are ultimately (directly or indirectly) 390 

utilized to enable effective SN design, management or operations (Gamerith et al. 2011, 391 

Vollertsen et al. 2011, Ebtehaj et al. 2016). 392 

393 

Figure 5 Distribution of model types across different modelling purposes394 

As shown in Figure 5, papers focusing on understanding dominate the other two 395 

categories, while papers that consider control are represented least. This is expected, as 396 

system control is often built on the prediction and understanding of the water quality 397 

parameters being considered (Sharma et al. 2014). The distribution of model types 398 

across these model purposes varies significantly, suggesting that the choice of model 399 

type is heavily influenced by model purpose. As expected, process-driven models are 400 

frequently used to enhance process understanding and to enable system control. This is 401 



because process-driven models are not developed on data specific to a particular 402 

situation, but rely on the underlying physics and chemistry. This makes such models 403 

more transparent (i.e. ‘white-box’), as opposed to data-driven models, which are often 404 

referred to as ‘black-box’ models. Therefore, the applicability of process-driven models 405 

can be extended beyond the dataset on which they are originally tested, thereby 406 

enabling their wider adoption. As observed from Figure 5, empirical process-driven 407 

models have been employed more frequently than kinetic process-driven models for all 408 

modelling purposes. This is because the dynamic biochemical behaviours of many 409 

water quality parameters can be significantly affected by environmental conditions (e.g., 410 

flow velocities, Teuber et al. 2019) and hence it is necessary to account for such 411 

environmental factors within the modelling process with the aid of empirical process-412 

driven models (Verdaguer et al. 2014). For prediction, the number of data-driven model 413 

applications is significantly larger compared to those developed to enable 414 

understanding and control, as shown in Figure 5.  415 

Figure 6 presents the distribution of the model types with different purposes across 416 

various water quality parameters. As shown in this figure, when the model purposes 417 

considered are process understanding or control, the process-driven model type is 418 

frequently selected for all water quality parameters. If prediction is the main purpose, 419 

regression and machine learning model types can be used in addition to process-driven 420 

models (Figure 6), with the selection depending on the specific parameters being 421 

considered, as well as data availability (details given in the next sub-section).  422 



423 

Figure 6 Distributions of model types with different model purposes for each 424 

water quality type425 

Table 1 outlines the detailed purposes for different water quality models. As shown in 426 

this table, models for sulfide and COD were used for different purposes, such as 427 

concentration predictions, sewer quality and corrosion controls, as well as an 428 

understanding of the impacts of different external conditions (e.g., pH, COD and the 429 

reduced water consumption) on these two quality parameters (Marleni et al. 2015a, Sun 430 

et al. 2018). For sediments, critical velocity or sediment transport was often predicted 431 

using models (e.g., Mohtar et al. 2018), aimed at controlling pipe deposits in an 432 

effective manner (e.g., Song et al. 2018). Process-driven models were developed to 433 

understand the interactions between sediments and gas emission (e.g., H2S and CH4, 434 



e.g., Liu et al. 2016b). All the studies in the reviewed papers regarding biomarkers or 435 

microorganisms focused on revealing their degradation or growth processes, as shown 436 

in Table 2 (Thai et al. 2014, Ai et al. 2016). For PPCPs, FOG, TSS, BOD, their 437 

concentrations within SNs or in their overflows were predicted and the utility of the 438 

controlling strategies (e.g., mineralization, pump operations, changing of pH, retention 439 

tanks) assessed with the aid of models (Maruejouls et al. 2014, Nieuwenhuis et al. 2018). 440 

The descriptions of the model purposes for other quality parameters are detailed in 441 

Table 1.  442 

In summary, the results in this section show the following: (i) the majority of the models 443 

are developed to predict and understand the behavior of water quality parameters in 444 

SNs, with a relatively small number of models used for control, (ii) a strong correlation 445 

exits between modelling purpose and type, where purpose often determines model type 446 

(e.g., the model purpose of understanding leads to the use of a process-driven model), 447 

and (iii) data-driven models are developed for the prediction of various water quality 448 

parameter values in cases where appropriate data are available; process-driven models 449 

are often used to uncover the complex biochemical processes of quality parameters such 450 

as biomarkers, microorganisms and phosphorous. 451 

3.4 Data types used for modelling 452 

Figure 7 shows that the distribution of types of data used are classified into three main 453 

categories, namely synthetic, field samples and continuous. Synthetic data are often 454 

generated in the laboratory based on the components of water quality being considered 455 



(Safari 2019), field sampled data are collected manually from real sewer pipes 456 

(Bollmann et al. 2019), and continuous data samples are collected from online sensors 457 

with a high time resolution (Kiilerich et al. 2018). As can be seen from Figure 7, most 458 

of the data used for water quality model development in the reviewed papers are either 459 

synthetic or taken from field samples with relatively low time resolutions. This is likley 460 

because current sensor technologies are not sufficiently well developed to provide 461 

reliable high frequency long-term online measurements for some complex quality 462 

parameters (e.g., microorganisms) (Zheng et al. 2018). It should be noted that some 463 

modelling studies used mixed data sources, where field samples were used for complex 464 

water quality parameters (e.g., COD, sulfide concentrations), and continuous data 465 

samples were used for the covariates (e.g., hydraulic and hydrologic parameters) of the 466 

quality parameters being considered (e.g., Liu et al. 2016b, Brzezinska et al. 2018, 467 

Ganigue et al. 2018). In this review, the types of data used are classified based on the 468 

water quality parameters being modelled, rather than their covariates, to enable clear 469 

interpretation.  470 



471 

Figure 7 Data sources available for model development 472 

Figure 7 shows that process driven (empirical and kinetic) and regression models have 473 

been developed using all three data sources, as these models can use various lengths 474 

and resolutions of data, provided that data on all requisite variables are available (Banks 475 

et al. 2018, Gao et al. 2018). It can also be seen that machine learning models (only 476 

ANNs are used, as mentioned previously) have been primarily developed using 477 

synthetic laboratory data, which is likely because machine learning models often 478 

require longer data records / more data samples for their development, which can be 479 

synthetically generated more easily and cheaply. Figure 8 presents the distribution of 480 

the data types used for model development across different water quality parameters. 481 

The figure shows that synthetic data have been generated for modelling a wide range 482 

of water quality parameters. This is because many water quality models are often 483 

designed under laboratory conditions in order to understand their utility in a well-484 

controlled environment, thereby improving understanding on their underlying 485 

processes prior to their applications to real sewer systems with field sampled data (Li 486 



et al. 2018). For example, Thai et al. (2014) designed laboratory experiments to 487 

generate synthetic data for developing an improved understanding of the degradation 488 

kinetics of various drug biomarkers, followed by the development of process-driven 489 

models to simulate the behaviour of drug biomarkers within real SNs (McCall et al., 490 

2017) using manually collected field samples.  491 

492 

Figure 8 Data sources for modelling of different water quality parameters493 

However, for PPCPs, CO2 and DO, field sampled data have been used directly for 494 

model development. This might be the preferred approach because models for these 495 

water quality parameters are mainly used for prediction or control (see Figure 7), i.e., 496 

there is less focus on process understanding (e.g., Shahvi et al., 2016) . It is interesting 497 

to note that attempts have been made to continuously monitor H2S (a type of sulfide, 498 



Kiilerich et al. 2018), COD (Torres-Matallana et al. 2018), TSS (Gamerith et al. 2013) 499 

and NH4 (a type of N, Torres-Matallana et al. 2018) concentrations using sensors over 500 

the past few years.  501 

Among the 110 reviewed papers, only 18 studies have explicitly mentioned the 502 

temporal resolution of the models used. These studies all use process-driven models, 503 

with temporal resolution ranging from one second (Song et al. 2018) to one hour (Pablo 504 

Rodriguez et al. 2013). For the same quality parameter (e.g., COD) and with the same 505 

purpose (improve the understanding), the model time resolution can be significantly 506 

varied (from 1 minute to 1 hour, see e.g.  Torres-Matallana et al. (2018) and Pablo 507 

Rodriguez et al. (2013)). This is because once process-driven models have been 508 

calibrated using the observations, the models can be applied at any given spatial/time 509 

resolution.  510 

From results in this section, it can be deduced that: (i) well-planned and conducted lab-511 

scale experiments can provide useful data, especially when the goal is to improve the 512 

understanding of underlying processes of the complex water quality parameters, (ii) 513 

data from manual or automatic grab sampling can provide valuable information for 514 

specific modelling purposes at particular locations, for which grab sampling data have 515 

been widely used so far, as shown in Figures 7 and 8, (iii) the collection of water quality 516 

data is often laborious and costly, and hence it is necessary to consider the trade-offs 517 

between the selection of model type and the effort required for acquiring the spatial and 518 

temporal data needed for model development and calibration, and (iv) while continuous 519 



online monitoring has been used for a small number of water quality parameters (e.g., 520 

H2S and COD), its use is limited due to the high cost associated with the purchasing, 521 

installation and operation of the required sensors. However, this data type has 522 

significant future potential, not only for water quality modelling (data-driven models), 523 

but also for the development of various warning systems and new prediction approaches 524 

via data assimilation, as well as for enabling improved SN operation, asset management 525 

and planning (Zheng et al. 2018).  526 

3.5. Case study types that water quality models have been applied to527 

As shown in Figure 9, the number of water quality models that have been applied to 528 

real case studies is larger than that applied to synthetic problems. Figure 9 also shows 529 

that kinetic process-driven models have been applied relatively evenly to both real and 530 

synthetic case studies, but that empirical process-driven models are more likely to be 531 

developed for real problems. Among the data-driven models, regression models have 532 

been applied primarily to real case studies, with few applications to synthetic case 533 

studies, while the opposite is true for machine learning models (ANNs). 534 

535 



Figure 9 Types of case studies used for model applications  536 

Synthetic case studies have been used for many water quality parameters (except PPCPs, 537 

CO2 and DO) before their applications to real problems, as shown in Figure10. This 538 

matches well with the observations made in Figure 8, where synthetic data are shown 539 

to be widely used for water quality model development. Figure 10 shows that models 540 

have been applied to real SNs over the past 10 years for all water quality parameters 541 

except DGSs. This implies that applications of water quality models in real SNs have 542 

been an important focus in recent years, in addition to the synthetic analysis that is often 543 

used to understand their reaction mechanisms.  544 

In summary, results in this section imply that (i) water quality models have already been 545 

frequently applied to real SNs, irrespective of model type, which is likely to lead to 546 

further developments in this area, (ii) the experience gained from models applied to 547 

synthetic case studies under well-controlled conditions is useful for the application of 548 

such models to real problems, as highlighted in Li et al. (2018), implying that modelling 549 

quality parameters (especially for complex or newly emerged pollutants) with the aid 550 

of synthetic case studies is still an indispensable part to enable successful modeling for 551 

real SNs.  552 



553 

Figure 10 Types of case studies used for model applications for different water 554 

quality parameters555 

3.6. Degree to which model performance has been evaluated556 

Figure 11 summarizes the availability of performance evaluations using an independent 557 

dataset for the different water quality model types. Although model performance was 558 

reported for the majority of studies, this was not the case for a significant number of 559 

papers (60). This is mainly because insufficient data were available to enable the 560 

evaluation of model performance. Interestingly, the performance of all ANN models 561 

was evaluated using an independent data set, likely because a large proportion of ANN 562 

models were developed with abundant synthetic laboratory data and because 563 

independent validation is common practice in the development of ANN models due to 564 



their propensity of overfitting (Wu et al., 2014; Humphrey et al., 2017). In contrast, for 565 

regression and process driven model types, only just under half of the studies 566 

considered have carried out model performance evaluations using independent data sets, 567 

as shown in Figure 11. 568 

569 

Figure 11 Consideration of independent model performance evaluation for 570 

different model types, where ‘available’ and ‘Not available’ indicates the model 571 

accuracy validated by independent dataset is and is not given respectively572 

Figure 12 shows the model evaluation status associated with each water quality 573 

parameter and model type. As can be seen, for the majority of the water quality 574 

parameters, the performance of the developed models has been evaluated for some 575 

applications, but not for others. The exception is models for microorganisms, for which 576 

the performance of all models has been evaluated and models for P (empirical process-577 

driven models), metals (empirical process-driven models), CO2 (regression models), 578 

DO (kinetic process-driven models) and I (empirical process-driven models), for which 579 

no performance evaluation was performed. In the instances where model performance 580 

was evaluated, this was generally done using observations obtained with the aid of 581 



closed circuit television (CCTV, Baker et al. 2016), visual inspection (Yousefelahiyeh 582 

et al. 2017) or in-situ measured data (Chen et al., 2019).583 

584 

Figure 12 Model performance evaluations for different water quality 585 

parameters, where ‘A’ and ‘NA’ indicate the model accuracy validated by 586 

independent dataset is, and is not, available, respectively587 

Table 2 shows the model accuracies for the applications where performance evaluation 588 

has been explicitly reported in terms of performance metrics R2 and Nash-Sutcliffe 589 

efficiency coefficient (NSE). This is because these two metrics have been widely used 590 

in the reviewed papers with reported model accuracies (in about 70% of the papers with 591 

reported model accuracies). Furthermore, these two metrics are dimensionless and 592 

hence can be used to enable comparison across different quality parameters. It was 593 

observed from Table 2 that the scales of the real case studies were significantly different, 594 

with the largest SNs being 1244.7 km in length (Mouri and Oki, 2010) and the smallest 595 



SNs being 1.05 km in length (a single pipe, Gao et al., 2018). It was noted that the 596 

relatively simple and common parameters, such as sediments, COD, TSS and BOD, 597 

tended to be considered in rather larger real SNs, compared to the more complex 598 

parameters, such as biomarkers and microorganisms, as outlined in Table 2.  599 

Table 2 Case study scales and the model performance 600 

WQ 
parameter Model type Case study size

(Total length or area of SNs)
Prediction 
accuracy* Reference 

Sulfide Empirical 9.93 km (a rising main sewer) R2= 0.99 Ganigue et al. 2018 

Sediments 

Regression 10.5 km R2=0.896 Al-Ani and Al-Obaidi 2019 

Empirical 

2.2 km NSE=0.78 Seco et al. 2018 

1244.7 km R2= 0.69 Mouri and Oki 2010 

0.85 km2 NSE=0.67 Rodriguez et al. 2010 

COD Regression 45 km2 R2=0.80 Brzezinska et al. 2018 

TSS 

Regression 
45km2 R2=0.79 Brzezinska et al. 2018 

0.45 km2 R2=0.87 Gamerith et al. 2011 

Empirical 

2.45 km2 NSE=0.85 Dembele et al. 2011 

80 km2 NSE=0.22 Ledergerber et al. 2019 

150 km2 NSE=0.46 Pablo Rodriguez et al. 2013 

Biomarkers Kinetic 
1.05 (a single pipe) R2=0.56 Gao et al. 2018 

1.05 (a single pipe) R2= 0.66 Li et al. 2018 

CH4 Empirical 3 km (a rising main) R2=0.41 Chaosakul et al. 2014 

BOD 
Empirical 150 km2 NSE=0.43 Pablo Rodriguez et al. 2013 

Kinetic 3.16 km2 NSE=0.97 Morales et al. 2016 

PPCPs Regression 470 km R2= 0.80 Lee et al. 2015 

Microorgani
sms Empirical 

6.33 km2 NSE=0.62 De Marchis et al. 2013 

7.51 km NSE=0.30 Pongmala et al. 2015 

*The averaged metric value is presented when multiple values are reported in the paper 601 

It can also be observed that the majority of the model applications with reported model 602 

accuracy had a relatively low level of performance, with R2 or NSE less 0.8. In relative 603 

terms, biomarkers, CH4 and microorganisms were more likely to have a lower level of 604 

model accuracy, which is likely due to their greater level of complexity in the processes 605 

affecting these parameters. As shown in Figure 3, higher levels of model performance 606 

(R2 or NSE greater than 0.9) were generally associated with good data availability, as 607 

was the case for empirical process-driven models for H2S (a type of sulfide), where 608 



continuously monitored data were available (Ganigue et al., 2018), or for smaller SNs, 609 

such as the kinetic process-driven model applied to a real SN with an area of 3.16 km2610 

(Morales et al., 2016). Finally, it can be observed from Table 2 that no strong 611 

correlations existed between model performance levels and model types, and we 612 

deduced that the model accuracy level was mainly affected by the process complexities 613 

of the quality parameters (including their concentration levels), the data availability and 614 

the scales of the problems being considered. 615 

4. Current issues 616 

Section 3 shows that significant efforts have been made over the past ten years to 617 

develop various models in order to simulate water quality parameters within SNs. 618 

However, the critical analysis of the current status of the literature has also highlighted 619 

some potential issues in relation to these models, as summarized in Figure 13. As shown 620 

in this figure, these issues can be divided into three main categories: water quality 621 

parameters (as reflected in Section 3.2), model applications (Sections 3.3, 3.5 and 3.6), 622 

and data availability (Section 3.4). 623 

While various models have been developed for a range of water quality parameters 624 

within SNs (Section 3.2), model applications to relatively complex quality parameters 625 

are sparse. As outlined in Figure 4, the modelling of sulfide and sediments within SNs 626 

was addressed in 27 and 25 papers, respectively, but very few models have been 627 

developed for relatively complex parameters, such as microorganisms, P, DO and I over 628 

the past ten years. This can be attributed to the corresponding complex processes 629 



involved which are not easy to capture, as well as the lack of ground-truth data at an 630 

adequate spatiotemporal resolution, which may hamper further progress in simulating 631 

these complex quality parameters. More specifically, although experiments have been 632 

designed to reveal the reaction processes of complex water quality parameters, it is still 633 

necessary to replicate and reproduce results from these existing experimental studies. 634 

In other words, it is essential to continue collecting data from real SNs to provide 635 

additional evidence on the utility of existing models for these complex quality 636 

parameters.  637 

638 

Figure 13 Identified issues of the current water quality modelling practice within 639 

sewer networks 640 

In recent years, in addition to many common parameters, such as sediments, H2S and 641 

COD, some complex and newly emerged pollutants, such as biomarkers and PPCPs, 642 

have been increasingly the subject of modelling studies. However, this is still not 643 

widespread, as there are many other water quality parameters in SNs that have not been 644 

yet considered, even though their presence can significantly affect the safety and 645 

operation of such networks. For example, other types of widely used personal care 646 

• Insufficient model practice for complex water quality parameters

• Lack of modelling on newly emerging parameters

Issues of water quality 
parameters (Section 3.2)

• Low model performance when applied to large and real problems

• Lack of real-time modelling

Issues of model applications 
(Section 3.3, 3.5 and 3.6)

• Insufficient continuous data collection

• Lack of highly spatial data for real problems

Issues of data availability 
(Section 3.4)



products, such as antimicrobials, sunscreen agents and preservatives, can be toxic on 647 

aquatic organisms when discharged from sewer networks. Their impact on receiving 648 

water bodies and adverse effects on human beings can be significant (Wang and Wang, 649 

2016, Grassi et al. 2013). While some modelling concepts have been developed to 650 

quantify the emission of these personal care products in sewer networks, such as the 651 

discharge to raw water through CSOs (e.g., O'Brien et al. 2017; McCall et al. 2017; 652 

Pouzol et al. 2018), their dynamic behaviors in SNs are not yet comprehensively 653 

simulated. Another type of emerging contaminant are endocrine disruptor compounds 654 

(EDCs) that can have negative impacts on both wildlife and humans, even at very low 655 

concentrations (Balest et al. 2008, Falade et al. 2018). However, EDCs have not yet 656 

been sufficiently modelled in SNs. In more recent years, microplastics have been 657 

increasingly recognized as harmful anthropogenic contaminants that cause physical and 658 

chemical damage to exposed aquatic organisms and accordingly represent threats to 659 

human health (Chua et al., 2014, Cole et al., 2015, Ziajahromi et al. 2017). Future 660 

modelling practice should consider such new contaminant types to enable SNs to be 661 

managed, as also highlighted in Rodrigues et al. (2018).  662 

The second category of issues is related to model applications (Figure 13). The 663 

performance of models applied to large and real problems is overall moderate, or even 664 

low, as outlined in Table 2. This is likely due to the high level of complexity of the 665 

reaction process of the quality parameters being considered in larger SNs (Pongmala et 666 

al. 2015), as well as the low spatial resolution of the data used for model development 667 

(Ledergerber et al. 2019). It is also observed that almost all SN quality models 668 



developed so far are offline models. While such models are generally sufficient for 669 

scenario analysis (Pongmala et al. 2015), system design or long-term management 670 

(Gamerith et al. 2011, Pablo Rodriguez et al. 2013), they are not well suited to real-671 

time modelling of SN water quality parameters, which is therefore an area that should 672 

be considered in the near future due to the growing need for real-time system 673 

management (Creaco et al. 2019).  674 

The third common problem associated with current water quality modelling practice 675 

within SNs is the lack of data (Figure 13), including insufficient continuous data 676 

collection for specific locations, as well as a lack of the spatial data needed for model 677 

development for practical applications. This is likely to be the main reason that the 678 

performance of many models has either not been evaluated (see Figure 12) or is 679 

unsatisfactory (Table 3) (these models have not been well calibrated using a sufficient 680 

amount of data based on the evidence provided in Section 3). This data scarcity is 681 

mainly caused by: (i) the difficulties/challenges involved in measuring complex water 682 

quality parameters (microorganisms, metals, PPCPs and biomarkers), especially in a 683 

real-time fashion (De Marchis et al. 2013; Cong et al. 2015), and (ii) the low sensor 684 

density within real SNs due to the high cost of sensor purchase, installation and 685 

maintenance (Ishihara. 2017).  686 

5. Future directions  687 

Based on the current state of water quality modelling efforts in SNs (Section 3) and the 688 

identified issues within their applications (Section 4), it can be concluded that efforts 689 



should be made to improve water quality modelling of SNs by intensively collecting 690 

data and improving the understanding of underlying physical processes of quality 691 

parameters. It is also important to build true collaboration between practitioners and 692 

academia in order to ensure a wider adoption of good modelling methods and their 693 

applications to real SNs. Since data shortage and reliability is currently a significant 694 

bottleneck, the development of corresponding uncertainty analysis techniques is 695 

encouraged to overcome issues in the short term, i.e. whilst waiting for data from more 696 

and new sensors to be collected.  697 

In addition to these efforts, three important/key future directions for research in this 698 

field are identified as follows: 699 

(a) Develop novel approaches to collect water quality data of different types at 700 

improved quantity, quality and accuracy and at lower cost. Collecting data is critical to 701 

underpin the future development of improved water quality models in sewer networks 702 

and develop improved understanding of underlying complex processes. This includes 703 

the following research sub-directions. 704 

 Development of new and improved existing water quality sensors. The primary 705 

objective is to develop sensors that are able to acquire data that are currently difficult 706 

or virtually impossible to collect, or that are currently too expensive to collect, as this 707 

requires specialist equipment, expertise and service. An example of this is the data 708 

collection on the biofilm parameter where microorganisms associated with the biofilm 709 

need to be manually taken from the sewer pipe, followed by the measurement with the 710 

aid of a microscope (Ai et al. 2016). The entire process is time consuming as well as 711 



requires specialist equipment and expertise to enable accurate measurements. The 712 

additional objective is to collect wide-ranging water quality data with improved 713 

frequency, accuracy and reliability and at lower cost. This is required for a range of 714 

applications in SNs, but especially the development of real-time water quality models, 715 

which is a growing need in recent years to support more efficient and automated system 716 

operation, control and management (e.g., warning of illicit discharges, Creaco et al. 717 

2019). 718 

 Develop novel approaches to identify optimal spatial and temporal data 719 

resolutions for various quality parameters. Collecting data at a resolution that is higher 720 

than required would result in unnecessarily high sensor costs and model development 721 

effort. However, a data resolution that is too low would not be able to represent well 722 

the temporal and spatial variations of interest, and would hence lead to models with 723 

reduced performance (Geli et al. 2009, Ouattara et al. 2013). For example, the temporal 724 

resolution of data used for modelling microorganisms can be significantly lower than 725 

that for a common parameter such as TSS. This is because the evolution dynamics of 726 

microorganisms can be appreciably slower than that of TSS. To achieve optimal data 727 

resolution, it is critical to understand the comprehensive biochemical processes of water 728 

quality parameters in SNs. This is especially the case for the more complex parameters 729 

(e.g. biomarkers, PPCPs and microorganisms) and some newly emerged pollutants (e.g. 730 

EDCs). However, for quality parameters with relatively slow evolution processes, it 731 

may not be necessary to develop high temporal or spatial resolution models to simulate 732 

their reaction behaviors within SNs.  733 



(b) Develop improved water quality models for SNs by developing hybrid models. 734 

There is a growing need to improve the prediction accuracy and reliability of various 735 

water quality models, as many have shown low to moderate prediction accuracy levels, 736 

especially for complex water quality parameters and complex reaction mechanisms 737 

(e.g., P) or for large real SNs (see Table 2). In this context, the development of hybrid 738 

models is proposed as a possible future research direction (Maier et al., 2010; Mount et 739 

al., 2016). For example, hybrid models could be useful in cases where the degree of 740 

understanding of the different sub-processes to be modelled is variable, in which case 741 

process-driven models could be used to account for the processes that are well-742 

understood, with data-driven models used to model the residual relationship between 743 

model inputs and outputs. A similar approach could be used to account for cases where 744 

there is variability in the availability of data, including a mixture of grab samples for 745 

some parameters possessing relatively low reaction dynamics (e.g., PPCPs and 746 

microorganisms) and continuous data for parameters with relatively quick reaction rates 747 

in the SNs (e.g., TSS). Hybrid models seem appealing especially in cases where the 748 

underlying physical, chemical and biological process are so complex that the process-749 

driven modelling of respective water quality parameters would be impractical or 750 

virtually impossible, even with improved quantity and quality of observed data. In these 751 

cases, process-based models could be used to represent the main underlying processes 752 

of interest, with data-driven models used to explain the rest of prediction variance, i.e. 753 

the underlying patterns that may not be immediately obvious, often due to lack of 754 

relevant knowledge. This way hybrid models can lead to the ultimate goal of generating 755 



new knowledge and insights, thus advancing the field of water quality modelling in 756 

sewer networks.  757 

(c) Improve model transferability between different sewer networks and 758 

applications. Many current water quality models, especially process-driven models, are 759 

developed for specific applications. Therefore, their calibrated model parameters, as 760 

well as the reported model performances, are conditioned on specific data collection 761 

approaches, data availabilities and even operational scenarios. These models often need 762 

to be modified or even completely rebuilt when applying to different SNs or 763 

applications, which requires significant effort. This low transferability of these SN 764 

water quality models has significantly hampered their practical use. Therefore, an 765 

important future direction in this field is to develop models that can transcend specific 766 

case studies, thereby improving model transferability so as to enable their wider uptake 767 

for practical applications. To achieve this goal, it may be necessary to investigate the 768 

scalability of the developed models across different problems and operational scenarios.  769 

6. Conclusions 770 

This review discusses progress with regard to water quality model development in 771 

urban sewer networks (SNs) over the past 10 years. Based on the outcomes of this 772 

review, we can summarize the main conclusions as follows: 773 

(i) Four main types of models that simulate water quality parameters in SNs are 774 

identified. These are regression models, machine learning models, empirical process-775 

driven models and kinetic process-driven models. It is found that the use of process-776 



driven models dominates over the use of data-driven models for many quality 777 

parameters (Figures 3 and 4). This is because process-driven models typically have 778 

greater model transparency and generalization ability across different problems and 779 

operational scenarios, making them more attractive for practical applications. In 780 

addition, the development of data-driven models (regression and machine learning 781 

models) generally also requires a larger amount of data, which can be difficult and 782 

expensive to obtain for real SNs. Furthermore, in the past, higher education institutions 783 

have favoured the development of process-based models over data-driven ones, but this 784 

trend is changing now and both types of models have a role to play in future water 785 

quality modelling of sewer networks. 786 

(ii) The main applications of water quality models are identified as prediction, 787 

process understanding and control of sewer networks (Table 1). It is observed that 788 

process-driven models are primarily used for understanding and control purposes, 789 

whereas regression and machine learning models are mainly used for prediction 790 

(Figures 5 and 6). This can be attributed to the fact that process-driven models possess 791 

higher model transparency, and hence do not need to adjust their model structures when 792 

faced with system variations caused by control or operation actions. In contrast, data-793 

driven models tend to be good at forecasting due to their ability to effectively learn 794 

patterns in the observed data. 795 

(iii) Synthetic data generated in the laboratory and limited field grab samples are 796 

the two main data sources for water quality model development, with limited attempts 797 

made to collect online continuous data for the same purpose (Figures 7 and 8). This 798 



trend resulted in the wide uptake of process-driven models due to the fact that they 799 

require relatively less data for their development compared with data-driven models. 800 

Therefore, the increasing availability of continuous (i.e., sensor) data is likely to lead 801 

to wider development of data-driven and hybrid models, where for the latter methods 802 

data-driven and process-driven models are used jointly.  803 

(iv) Many water quality models have been developed and applied to real SNs 804 

(Figures 9 and 10), but the evaluation of their performances could have been improved 805 

further. For example, the performances of these models have often not been evaluated 806 

using an independent, validation data set (Figures 11 and 12). In addition, some models 807 

have shown low to moderate prediction accuracy levels, especially for complex water 808 

quality parameters and complex reaction mechanisms (e.g., P) or for large real SNs 809 

(Table 2). It is believed that this is, at least partly, due to the fact that the underlying 810 

reaction processes of the quality parameters within real, large SNs are not well 811 

understood, as well as the lack of data available for model calibration.  812 

(v) A number of other important issues that exist within SN water quality 813 

modelling are identified. These include insufficient consideration of complex and 814 

newly emerged quality parameters, lack of real-time modelling and insufficient 815 

observed data (Figure 13).  816 

To address the issues mentioned above, three specific future research directions 817 

are suggested: (a) development of novel approaches to collect water quality data of 818 

different type, improved quantity, quality and accuracy and at lower cost; (b) 819 

development of improved water quality models, especially hybrid type models that 820 



involve process-driven and data-driven methods working together to overcome various 821 

limitations that exist currently in both approaches; this approach will aslo enable the 822 

modelling of complex water quality processes and phenomena that are currently 823 

virtually impossible to model; (c) improvement of model transferability between 824 

different sewer networks and applications, i.e., development of more general and robust 825 

water quality models that can be transferred between different case studies and 826 

applications without the need to make substantial model updates. Further details about 827 

these future research directions are given in Section 5. It is highlighted here that 828 

advancing the modelling of water quality in SNs needs greater efforts involving 829 

multidisciplinary research and sharing of best practices across different quality 830 

parameters, both between various research groups but especially between practitioners 831 

and academia. 832 
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