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Abstract 

Due to the coronavirus disease 2019 (COVID-19) outbreak, there is an urgent need to research the spread of 

disease and prevention strategies. As the spread of COVID-19 is closely related to the structure of human social 

networks, there are a lot of existing works that use a topological structure to analyze the characteristics of 

spread. Several studies have proposed certain strategies to prevent COVID-19 by analyzing the topological 

structure of the contact network, but most of the existing works have focused on detecting dense groups such 

as cliques; however, as the clique is the densest subgraph, it is easy for it to be influenced when the data has 

noise or lacks some edges. To reduce the influences of noise or lacks of data, there is a concept of γ-quasi-

cliques is considered in this paper. γ-quasi-cliques is less restrictive and denser than cliques, and it is thus more 

suitable for analyzing and detecting communities in social networks to identify the close contacts of patients 

and achieve timely control under high levels of epidemic prevention strategies. Therefore, this paper proposed 

an algorithm based on the traditional formal concept analysis method for detecting γ-quasi-cliques, and also 

designed a model for detecting and mining close contacts and sub-close (secondary) contacts in the patient’s 

contact network. Consequently, manual intervention occurs in response to the asymptomatic close or sub-close 

contacts detected by this model, and nucleic acid testing and home isolation are performed to prevent the 

widespread of COVID-19. In our experiments, a real-life contact network is used to determine the ideal value 

of γ for the detection of quasi-clique, which is 0.6, and the results show the validity and feasibility of the model. 
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1. Introduction 

With the global outbreak of coronavirus disease 2019 (COVID-19), the World Health Organization 

has defined the pandemic as a public health emergency of international concern. In human societies, the 

spread of disease is influenced by three key factors: the biological structure of the virus, the social 

structure of the society, and the individual’s knowledge of the virus. The spread of the virus reflects the 

movement of the population and the composition of its corresponding social networks. A social network 
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is a network system formed by social relationships between individual members of society. Many of the 

existing social network analysis is to collect user data through online social media for analysis [1–5], we 

can also obtain the social network constituted by people’s actual geographic location through the user’s 

GPS positioning, etc., to build a contact network. Existing studies [6] have established a network of 

contacts and interactions between the carriers of the virus, which is known as the contact network. In a 

contact network, nodes represent users and edges represent various types of contact relationships between 

users, which can represent strong family ties and connections between strangers [7, 8], as well as the 

geographical distance between people [9]. The virus can spread through human society through these 

connections. Analyzing a patient's contact network is key to elucidating the spread of the disease. Such 

analysis helps identify the transmission route of the virus, and it is an important basis for preventive 

measures. However, the current studies have mostly been based on retrospective epidemiological studies 

of COVID-19 patients, and there has been a lack of research into patient contact networks. 

Before the COVID-19 outbreak, there had been several studies analyzing the spread of various viruses 

through contact networks, including sexually transmitted diseases (STDS) [7], acquired immune 

deficiency syndrome (AIDS) [10], and plague [8]. 

Many diseases contact networks, such as those in the cases described above, can be characterized as 

small-world networks [11]. Such contact networks have two characteristics depending on the location 

distance: one consists of dense local clusters and is formed by many local connections, and the other 

consists of many different local clusters in different regions and groups that are connected by the 

occasional long-distance linkage [12]. In such a network structure, even if each person has a limited 

number of contacts, the virus can still quickly spread throughout the network, thus causing a disease 

outbreak [7]. This characteristic leads to the spread of the virus beyond the original infection site, and it 

also leads to synchrotron oscillations that cause distant disease outbreaks [6]. The spread of COVID-19 

in the contact network also has such characteristics.  

Classical disease transmission models in social networks include the SI model, SIR model, SIS model, 

SEIR model, etc. The SEIR model considers the exposed state (E) on the basis of the SIR model. The 

susceptible state transfers to the latent state with the infection probability per unit time β, and the latent 

state transfers to the infection state with the infection probability per unit time γ [13]. Considering the 

incubation period of COVID-19 patients, this study classified COVID-19 as a SEIR model [14]. 

According to this model, individuals have five states in total: susceptible (S), exposed (E), infected-

infectious (I), infected-asymptomatic (A), and recovered (R). The SEIR infectious disease model is 

illustrated in Fig. 1.  

 

 

Fig. 1. The model of SEIR infectious disease. 

 

With the COVID-19 virus as a backdrop, an increasing number of studies have shown that there are a 

certain number of asymptomatic carriers among COVID-19 patients [15], and preliminary evidence has 

proved their infectiousness [16]. Sun et al. [17] shows that asymptomatic persons infected with COVID-

19 are also a possible source of infection, and that emphasis should be placed on isolating asymptomatic 

infected persons and protecting the surrounding people. The authors of [18] found that 54 of the 391 

patients (about 13.8%) had no obvious symptoms. Qui [19] pointed out that the proportion of 

asymptomatic patients is very high, and that 30%–60% of infected persons are asymptomatic or have 

mild symptoms. 

Due to a large number of asymptomatic infected persons, it is not safe to prevent outbreaks merely by 

controlling close contacts of confirmed patients, as some sub-close contacts may have been infected [20]. 

Therefore, we need nucleic acid testing and home quarantine not only for close contacts of confirmed 
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cases but also for certain sub-close contacts (i.e., people who have been in contact with close contacts, 

but who have not been in contact with a confirmed patient).  

The commonly used method of close contact mining and detection is to discover cliques in the contact 

network and obtain the close contacts of confirmed users. However, this method has two disadvantages: 

(i) a clique is comprised of a completed connected graph with the most rigorous definition; the obtained 

group is the densest group, and it is susceptible to interference from data noise or missing information, 

and (ii) only detecting cliques will ignore those sub-close contacts who may have been infected. 

Therefore, in this paper, we use the concept of a quasi-clique, which has a relatively loose definition and 

a smaller constraint than cliques in mining the group. 

In summary, to present a COVID-19 prevention and control model to improve the COVID-19 response, 

this paper considers the possible infection of some asymptomatic patients, close contacts and sub-close 

contacts through the contact network, and recommends they undergo nucleic acid testing and quarantine 

measures. 

The contribution of this paper is as follows: 

⚫ A γ-quasi-clique enumeration method based on formal concept analysis (FCA) is designed. The 

FCA method and concept lattice are applied to the mining problem of γ-quasi-clique, the correlation 

between concept lattice and γ-quasi-clique is studied and discussed, some concepts in the concept 

lattice are filtered and screened according to the specific conditions, and the corresponding γ-quasi-

clique is finally obtained. 

⚫ Since the quasi-clique is not a completed connected graph, some nodes which are not in the clique 

can also be classified into the group related to targeting users. This paper uses the unique advantages 

of the quasi-clique concept to design a model to track all possible infected close contacts and sub-

close contacts from the entire contact network by using the algorithm mentioned above by providing 

a target confirmed patient. 

⚫ The real contact network is used in experiments to test the model proposed in this paper, and 

according to the results, we study the γ-quasi-clique quantities of the contact network under different 

threshold γ and determine the most appropriate threshold value. The experimental results show that 

the model performs best when the threshold value is 0.6. 

The organizational structure of this paper is as follows: Section 1 introduces and analyzes the research 

background and motivation; Section 2 provides the definition of γ-quasi-clique and FCA as well as the 

existing research work. Section 3 presents the problem description and the proposed method, and it 

proposes and explains the algorithm used in this paper. Section 4 describes the experiments are conducted 

for evaluating the proposed algorithm. Section 5 presents the conclusion and suggestions for future work. 

 

2. Related Work  

2.1 γ-Quasi-Clique 

2.1.1 Basic definition 

Graphs are some of the most commonly used data structures, and they are often used to describe 

complex relationships [21]. Graph mining is an important research direction in the data mining field. 

Graph mining technology can be applied in the fields of biology, computers, social systems, and others, 

such as protein interactive network analysis, gene biological network analysis, community mining, social 

network analysis [22], academic map construction, etc. 

Clique is an important concept in graph theory. In a graph, a clique is a set of vertices that can form a 

complete subgraph with the adjacence of any two points. It has the best connectivity and is the core of 

the dense substructure in the graph, and it contains centralized knowledge information. Clique mining is 

one of the most basic problems in the field of graph mining [23]. The concept of a clique can be used in 

many areas, such as k-clique community mining, movie recommendation systems [24], and so on. 
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Since the clique is the densest subgraph form, its definition is very strict, and all nodes must be 

connected in pairs. As a result, any data loss will seriously affect the results of clique mining, and the 

loss of edges in the graph caused by data noise or statistical errors will substantially reduce the value of 

any mined cliques; as a result, its use in practical problems is limited. Compared to clique, which has a 

strict definition, the definition of quasi-clique is relatively loose. Quasi-clique is a concept derived from 

the extension of the clique which was first proposed by Abello et al. [25]. Quasi-clique is typically defined 

in one of two ways. One is based on the definition of edge number, which requires that the proportion of 

the number of edges in the subgraph and the number of edges in the complete graph formed by its nodes 

be greater than the given threshold value [26]. The other is the definition based on degrees, which requires 

that the ratio of the degree of each node to the total number of nodes in the subgraph be greater than the 

given threshold [27]. 

The definition of quasi-clique adopted in this paper is based on degrees; that is, the degree of each node 

is not less than γ*|(n–1)|, where n is the number of nodes in a quasi-clique, and γ is the parameter, which 

is typically in the range of (0.5, 1), thus indicating the density of quasi-clique. 

 

Definition 1 (𝜸-quasi-clique). Given a graph G and 𝐺 = (𝑉, 𝐸) if ∀𝑣 ∈ 𝑉, 𝑑𝑒𝑔𝐺(𝑉) ≥  𝛾(|𝑉| − 1), 

then the graph G is a quasi-clique and the parameter is γ, by γ-quasi-clique. When V is the set of nodes 

and 𝑉 = {𝑣1, 𝑣2, 𝑣3, … , 𝑣𝑛}, E is the set of edges and 𝐸 = {(𝑢, 𝑣)| 𝑢, 𝑣 ∈ 𝑉}. 

 

Definition 2 (Maximal 𝜸-quasi-clique). For the graph 𝐺 = (𝑉, 𝐸) and point set 𝑋 ⊆ 𝑉, if G(X) is a 

γ-quasi-clique and there is no point set 𝑌 ⊃ 𝑋 that makes G(Y) a γ-quasi-clique, we call G(X) a maximal 

γ-quasi-clique.  

The problem discussed in this paper is: Input graph 𝐺 = (𝑉, 𝐸), and the degree threshold 𝛾 ∈ (0.5, 1); 

output all point sets X such that G(X), and G(X) is the maximal γ-quasi-clique when γ is the minimum 

threshold. 

A quasi-clique formed by two nodes can only consist of the two nodes and the edge connecting them, 

which can be directly obtained by enumerating all the edges in the graph. Since the quasi-clique of two 

nodes is simple and meaningless, it is equivalent to an edge in the graph, so the number of nodes in the 

quasi-clique discussed in this paper is greater than or equal to 3 by default. 

Here is an example (Example 1) illustrating the γ-quasi-clique. 

 

Example 1. Taking graph G in Fig. 2 as an example, if γ = 0.6, all γ-quasi-cliques in graph G are: {{3, 

4, 5, 6}, {7, 8, 9, 10}, {8, 11, 12}}; if 𝛾 ∈ [0.7, 1], all γ-quasi-cliques in graph G are: {{3, 4, 5}, {3, 5, 

6}, {7, 8, 9, 10}, {8, 11, 12}}. 

 

 

Fig. 2. An example of graph G. 

 

2.1.2 Existing quasi-clique algorithms 

The earliest publication on this topic is attributed to Abello et al. [25], who defined the concept of γ-

quasi-clique and proposed greedy randomized adaptive search procedures (GRASP) for detecting large 

quasi-cliques in graphs illustrating telecommunications data. The Crochet algorithm, proposed by Pei et 

al. [26] and presented in a paper at the 2005 SIGKDD Conference, was the first algorithm for the maximal 

γ-quasi-clique enumeration problem. Based on the depth-first search framework, the algorithm constructs 
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a γ-quasi-clique depth-first search tree. Zeng et al. [27] proposed two new pruning strategies based on 

the Crochet algorithm proposed by Pei et al. [26], and also designed a Cocain algorithm based on Crochet. 

The runtime time of the Cocain algorithm is significantly less than that of the Crochet algorithm. The 

Quick algorithm proposed by Liu and Wong [28] is a high efficiency maximal γ-quasi-clique enumeration 

algorithm. In this algorithm, which is based on the other algorithms described above, five new pruning 

strategies are proposed, which greatly improves the efficiency of the algorithm. There have also been 

several other papers, some of which have used modified definitions of quasi-cliques, that have presented 

heuristic approaches to detecting large quasi-cliques in graphs for use in various applications. 

 

2.2 Formal Concept Analysis 

2.2.1 Basic definition 

FCA is a typical data analysis method; it defines a set of formal concepts that represent the relationships 

between objects and attributes in an information system. These formal concepts are organized as concept 

lattices with a partial order. FCA has been widely used in data mining, machine learning, software 

engineering, data analysis, ontology, and other fields. In this paper, we apply this method for enumerating 

maximal 𝛾-quasi-clique. 

 

Definition 3 (Formal context [21]). Let F = (O, A, I) be a formal context, where O = {x1,x2,...,xn} is 

the set of objects, A = {a1,a2,...,am} is the set of attributes, and I is a binary relation between O and A. 

Each xi (i ≤ n) is called an object, and each aj (j ≤ m) is called an attribute. If an object o has an attribute 

a, we note oIa or (o, a) ∈ I. This is presented in Table 1. 

 

Table 1. A formal context F 

O×A A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 

O1 1 0 0 0 0 0 0 0 0 0 0 1 

O2 0 1 1 0 0 0 0 0 1 0 0 0 

O3 0 1 1 1 1 1 0 0 0 0 0 0 

O4 0 0 1 1 1 0 0 0 0 0 0 0 

O5 0 0 1 1 1 1 0 0 0 0 0 0 

O6 0 0 1 0 1 1 0 0 0 0 0 0 

O7 0 0 0 0 0 0 1 1 1 1 0 0 

O8 0 0 0 0 0 0 1 1 1 1 1 1 

O9 0 1 0 0 0 0 1 1 1 1 0 0 

O10 0 0 0 0 0 0 1 1 1 1 0 0 

O11 0 0 0 0 0 0 0 1 0 0 1 1 

O12 1 0 0 0 0 0 0 1 0 0 1 1 

 

Definition 4 (Operators ↑ and ↓ [21]). Let F = (O, A, I) be a formal context. The operators ↑ and ↓ on 

X ⊆ O and Y ⊆ A are respectively defined as:  

 

X↑ = {a ∈ A|∀o ∈ O,(o,a) ∈ I} (1) 

Y ↓ = {o ∈ O|∀a ∈ A,(o,a) ∈ I} (2) 

∀o ∈ X, let {o}↑=o↑. For ∀a ∈ A, let {a}↓ ∈ a↓. 

 

Definition 5 (Formal concept [21]). For a formal context F = (O, A, I), if (O, A) satisfies O↑=A and 

A↓=O, (O, A) is called a formal concept (FC), O is the extent of the concept, and A is the intent of the 

concept. FC(F) is an operation for obtaining a formal concept from formal context F. 
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Definition 6 ([21]). Let F(K) denote the set of all formal concepts of the formal context F = (O, A, I). 

If (O1, A1), (O2, A2) ∈ FC(K), then let 

 

(O1, A1) ≤ (O2, A2) ↔ O1 ⊆ O2(↔ A1 ⊇ A2) (3) 

 

Then, “≤” is a partial relation of F(K). 

Definition 7 (Concept lattice [21]). For a set of all concepts of the formal context F = (O, A, I), a 

concept lattice, CL(F), satisfies the following constraints:  

 

FC(F) ⊆ CL(F), and CL(F) = ∑ FC(F) (4) 

 

All concepts FC(F) can form a Concept Lattice CL(F) = (FC(F), ≤) by the partial ordered relation ≤. 

Here, a graphical representation of the partial ordered relation ≤ is presented in the form of a Hasse 

diagram. We provide an example to facilitate the understanding of a formal context and formal concept 

lattice. 

Below, we provide an example to elucidate the generation process of the formal concept lattice. 

 

Example 2. Table 1 presents a formal context F = (O, A, I). The set of objects is O = (o1, o2, o3, o4, 

o5, …, o11), and the set of attributes is A = (a1, a2, a3, a4, …, a11). “I” represents the binary relationship 

between O and A. For example, I (o1, a12) = 1 means that there is an attribute of a12 on the object o1, and 

I(o2, a1) = 0 means that object o2 has no attribute a1. Further, the attributes “a3”, “a4”, “a5”, and “a6” have 

the common objects “o3, o5”, so we can obtain a concept of ((3, 5), (3, 4, 5, 6)). 

 

The Hasse diagram shown in Fig. 3 illustrates the concept lattice for the context of Table 1. As shown 

in Fig. 3, each node indicates a concept, and the labelled numbers in black represent the intent of the 

concept, while the labelled numbers in red represent the extent of the concept. 

 

 

Fig. 3. The concept lattice of formal context F. 

 

2.2.2 Existing algorithms of FCA 

The FCA theory was proposed by R. Wille [29] in 1982. As obtaining the concept lattice is an NP-

completed problem, the algorithm for generating concept lattices is a challenge, and it represents an 



Human-centric Computing and Information Sciences                                                                                                                          Page 7 / 15 

important research issue in FCA. Ganter and Wille [29] proposed a Next Closure algorithm for obtaining 

the concept lattice corresponding to a given formal context. The authors of [30] proposed scalable 

algorithms for large datasets using Spark to save consumption. Yang et al. [31] proposed an FCA 

generation algorithm for the attribute-incremental formal context and a generation algorithm for the 

dynamic social network. 

Beyond the proposed generation method of FCA, there have been many application cases to detect 

community and clique using FCA. For example, Hao et al. [32] constructed the formal context by taking 

the nodes in social networks as the objects and attributes of the formal context; importantly, the k-

equiconcept in concept lattice is defined, and the equivalent theorem between the k-equiconcept and k-

clique is presented for efficiently detecting k-cliques. They also applied FCA and the three-way concept 

for knowledge discovery in social networks [33] and COVID-19 knowledge navigation [34]. 

However, in this paper, we apply FCA to the detection and enumeration of 𝛾-quasi-clique. 

 

3. Quasi-Clique-based COVID-19 Virus Prevention Model  

3.1 Model Overview 

To strengthen the prevention and control of COVID-19, this paper aims to establish a model based on 

γ-quasi-clique and FCA to determine whether certain users in the contact network are close contacts or 

secondary contacts of COVID-19 patients, and whether nucleic acid testing and home quarantine should 

be suggested. 

Fig. 4 depicts a big picture diagram of the model. In this big picture, the first step is to preprocess the 

data set and convert it into a two-dimensional matrix (contact network) with a safe distance of N m as the 

judgment condition. The second step is to call the γ-quasi-clique detection method provided in this paper 

to obtain all γ-quasi-cliques of the contact network. The next step is to enter the ID of some given 

confirmed cases (patients) and obtain their close and sub-close contacts users’ ID. Finally, we will 

provide the nucleic acid testing and home quarantine suggestions based on the close and sub-close 

contacts users’ ID. 

 

 

Fig. 4. A big picture diagram of the prevention and control of COVID-19. 

 

3.2 Model Implementation 

3.2.1 γ-quasi-clique detection with FCA 

Based on the basic knowledge in Section 2, we know that each node in a concept lattice represents a 

concept, and that the extent and intent of the concept contain certain relationships between object and 

attribute.  
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In Fig. 2, a social network G is formulated as a graph with the vertices indicating a set of individuals 

and the edges representing the binary relations between vertices. In this paper, we adopt the modified 

adjacency matrix to represent the formal context of graph G; that is, Formal context(G) = (V, V, I), where 

I is the binary relationship between two vertices. 

 

Definition 8 (Modified adjacency matrix [32]). Let a social network be a graph with n vertices that 

are assumed to be ordered from v1 to vn. The n × n matrix M is called a modified adjacency matrix, in 

which 

M (F ) ={

𝑚𝑖𝑗 = 1, 𝑖𝑓 (𝑣𝑖 , 𝑣𝑗) ∈ 𝐼 𝑎𝑛𝑑 𝑖 ≠ 𝑗

𝑚𝑖𝑗 = 1, 𝑖𝑓 𝑖 = 𝑗                                

𝑚𝑖𝑗 = 0, 𝑖𝑓 (𝑣𝑖 , 𝑣𝑗) ∉ 𝐼 𝑎𝑛𝑑 𝑖 ≠ 𝑗

 (5) 

 

According to formula (5), the social network G in Fig. 2 should be converted to a formal context F, as 

presented in Table 1. The formal concept lattice is shown in Fig. 3. 

Here, it is obvious that when the extent and intent of the concept are both greater than 2, every concept 

is a γ-quasi-clique (𝛾 ∈ (0,1), but we keep 𝛾 ∈ (0.5, 1)). 

We calculate and screen out the concepts conforming to our given threshold γ, after which we can 

obtain the corresponding γ-quasi-clique. In addition, regarding the symmetry of the social network, the 

modified adjacencies matrix is symmetric, and the concept lattice in this paper must be symmetric. 

Therefore, to maximize the efficiency of the algorithm, we only consider half of the concepts in the 

concept lattice. 

Algorithm 1, which is used to calculate and screen out the γ-quasi-clique, is described as follows: 

 

Algorithm 1. 𝛾-quasi-clique detection by FCA 

1: Input a threshold 𝛾, formal context adjMat 

2: Initialize the sets of QuasiClique, candidate 

//QuasiClique is the set of 𝛾-Quasi-Cliques //Candidate is the set of candidate 

3: begin 

4: FL← FCA generation method(G) // Generating the formal concept lattice. 

5: for each concept c ∈ FL: 

6:     if c.extent.length> 1 and c.intent.length> 1 and c.extent.length >= 

c.inttent.length 

7:        if c.extent.length == 2 and c.extent.equales(c.intent) is True: 

8:            pass 

9:        else: 

10:            candidate ← add(c) 

// Calculate the threshold value of whether the node is a quasi-clique in this concept  

11: for each ce ∈ candidate:  

12:     NR ←𝛾* c.extent.length 

13:     flag = TRUE 

14:     for n ∈ ce: 

15:        temp = -1 

16:        for m ∈ ce: 

17:            if adjMat[n][m]==1:       

18:                 tm +=1 

19:        if NR > tm: 

20:            flag= FALSE 

21:        if flag: 

22:            QuasiClique.add(ce) 

23: return QuasiClique 

24: end 

25: Output QuasiClique Set 
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In Algorithm 1, lines 1–2 give the input and initializes the set of QuasiClique and candidate; line 4 

obtain the formal concept lattice by traditional FCA algorithm; lines 5–10 filter the candidate sets that 

meet the criteria; lines 11–23 travel the candidate set and compute the NR value of each concept, then 

determining whether the concept is a quasi-clique by comparing with the threshold value; line 25 output 

the result of the algorithm. 

 

3.2.2 The model of prevention and control of COVID-19 

According to the process in the big picture diagram given in Section 3.1, and the method based on 

FCA detection γ-quasi-clique that was designed in subsection 3.2.1, this section described the overall 

process of the COVID-19 prevention and control model in pseudocode. The procedure followed in this 

model can be described as in the following algorithm: 

 

Algorithm 2. The model of prevention and control of COVID-19 

1: begin 

2: Pre-processing Data to generate a formal context F 

// Given different distance threshold, it will be obtained different formal context 

3: Generating Formal Concept Lattice L of formal context F 

// Generating the formal concept lattice. 

4: Detecting 𝛾-Quasi-Clique from Concept Lattice L by Algorithm 1. 

5: Input a patient ID 

6:     if the ID in set of 𝛾-Quasi-Clique: 

7:          print all 𝛾-Quasi-Cliques which has the ID 

8:          //give a recommend result of Nucleic acid testing and Home quarantine for the  

users in above 𝛾-Quasi-Cliques. 

9:     else:  

10:          print “there is not close contact users and secondary contact users” 

11: end 

 

In Algorithm 2, lines 1–2 do the pre-process for the dataset to suit for our method; lines 3–4 obtain the 

formal concept lattice and detect the γ-quasi-cliques by Algorithm 1; lines 5–11 input a target patient 

ID and detect the contact users or sub-contact users from the γ-quasi-cliques, then we will print the all 

users who are the contact ID or sub-contact ID.   

 

4. Empirical Study 

The experimental environment is a workstation equipped with the macOS Big Sur operating system, 

two Intel 2.3 GHz Quad-Core Intel Core i5 CPUs, and 16G RAM; the programming language is Python 

3.8. 

 

4.1 Dataset 

In this paper, we use an open data set of human social interactions dedicated to modeling the dynamics 

of infectious diseases [9]. High-resolution GPS data from residents of the town of Haslemere, UK, was 

collected over three days, and in [9], analysis of this dataset shows that it is both structurally relevant to 

modeling disease transmission and has great potential for understanding and controlling the real-world 

disease. 

The Haslemere dataset consists of pairwise distances of up to 1 m resolution between 469 volunteers 

from Haslemere, UK, at 5-minute intervals over three consecutive days (Thursday Oct 12 – Saturday Oct 

14, 2017), excluding the hours between 11 PM and 7 AM. 
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In our experiment, we took the first-day data of only 469 volunteers and turned it into a contact network 

matrix. Fig. 5 shows a scatterplot of the data of the 469 volunteers on the first day. 

 

 
Fig. 5. Scatterplot of 469 volunteers on the first day. 

 

4.2 Experimental Results  

4.2.1 Parameters configuration 

According to relevant research, the most dangerous distance for COVID-19 transmission is 2 m, and 

the maximum distance across which droplets can splash in the air is 6 m, so we constructed two contact 

networks based on 2 m and 6 m.  

Fig. 6(a) shows the contact network constructed with a safe distance of 2 m, and it has a total of 469 

nodes and 1,135 edges; Fig. 6(b) shows the contact network constructed with a safe distance of 6 m, and 

it has a total of 469 nodes and 1,355 edges. It can be seen that the contact network with a safe distance 

of 6 m is denser than that in Fig. 6(a). To improve the level of epidemic prevention, we selected the 

contact network in Fig. 6(b) as the test dataset to apply for the model to experiment. 

 

 
 

(a) (b) 

Fig. 6. The contact networks with different safe distances of the Haslemere dataset: (a) 2 m and (b) 6 m. 

 

Obviously, Fig. 6(b), which uses a safe distance of 6 m is denser than Fig. 6(a), and more γ-quasi-

cliques are detected, so that the prevention and control efforts in this case will be greater. 

Table 2 lists the number of γ-quasi-cliques and the number of total nodes in all γ-quasi-cliques in the 

Haslemere contact network (with 6 m safe distance). 
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 Table 2. Number of γ-quasi-cliques and nodes with varying parameter 𝛾 

 γ=0.5 γ=0.6 γ=0.7 γ=0.8 γ=0.9 γ=1.0 

Number of γ-quasi-cliques 62 64 75 77 78 78 

Total number of nodes in all γ-quasi-cliques 133 133 133 133 133 133 

 

According to the experiment results in Table 2, the smaller the value of γ, the higher the density of the 

quasi-clique. In other words, the smaller the γ value, the greater the number of close contacts and sub-

close (secondary) contacts found by target users, and the greater the prevention and control efforts. Here, 

we provide an average quasi-clique density formula with which to evaluate the quality of the threshold. 

 

Definition 9 (Average quasi-clique density [AQD]).  

 

𝐴𝑄𝐷 =
𝑇ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑜𝑑𝑒𝑠 𝑖𝑛 𝑎𝑙𝑙 𝛾−𝑄𝑢𝑎𝑠𝑖−𝐶𝑙𝑖𝑞𝑢𝑒𝑠

𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝛾−𝑄𝑢𝑎𝑠𝑖−𝐶𝑙𝑖𝑞𝑢𝑒𝑠
 (𝛾 = 0.5, 0.6, 0.7, … , 1) (6) 

 

 According to formula (6), we calculated the AQD with different γ, and the results are presented in 

Table 3 and Fig. 7. Since 0.5 and 1 are the two boundary values of γ, we do not consider the AQD values 

of 0.5 and 1.0; the AQD value is the largest when γ = 0.6, so 0.6 is considered to be the ideal threshold 

for γ.  

 

Table 3. Number of AQD with varying parameter 𝛾 

 γ=0.5 γ=0.6 γ=0.7 γ=0.8 γ=0.9 γ=1.0 

AQD 2.146 2.078 1.773 1.727 1.705 1.705 

 

 

 

Fig. 7. AQD with different γ. 

 

4.2.2 Analysis results 

Fig. 7 shows all 0.6-quasi-cliques in the Haslemere contact network (Fig. 6(b)), where the number is 

the ID of the node in the contact network. The visualized nodes are marked in Fig. 8, where the blue 

nodes are the nodes contained in the 0.6-quasi-cluster. 

When the user with ID 73 is a COVID-19 patient, the 0.6-quasi-cliques which contain ID 73 can be 

detected by our model as follows: (73, 109,330), (73, 217, 276, 330, 375, 416), (73, 268, 330), (72, 73, 

414), (20, 39, 73, 330), (73, 315, 330), (73, 166, 330) (72, 73, 217, 301, 330), and (73, 217, 228, 276, 

330, 375) as all contain user of the target user 73, users (416, 228, 166, 39, 72, 73, 330, 268, 109, 301, 

276, 20, 375, 217, 315, 414) are advised to undergo nucleic acid testing and follow a home quarantine. 

Fig. 9 shows these nodes in orange. 
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Fig. 7. List of all 0.6-quasi-cliques in the Haslemere contact network. 

 

 

Fig. 8. All nodes in the 0.6-quasi-clique. 

 

 

 

Fig. 9 The contact and sub-contact nodes of the node ID 73 in the 0.6-quasi-cliques.  
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5. Conclusion 

In this paper, with the backdrop of the COVID-19 pandemic, an algorithm suitable for the detection of 

γ-quasi-cliques is designed using the traditional FCA method, and a model for detecting and mining close 

contacts and sub-close (secondary) contacts of patients in the patient’s contact network is proposed. 

Asymptomatic close or sub-close contacts detected by the model should be responded to with manual 

intervention, and they should undergo nucleic acid tests and home quarantine to prevent the widespread 

of the COVID-19 virus. In future work, we will conduct further research using the approach of directed 

graphs as well as the simulation of virus propagation speed and evolution to identify the key nodes in the 

contact network. 
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