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ABSTRACT

Environmental contours are a pragmatic and widespread method to estimate the long-term
extreme response of marine structures. Over the years, a range of approaches have been
proposed. A benchmarking study was recently conducted to compare the various methods using
acommon set of data. The current work extends this benchmark study by providing a quantitative
assessment of the contours submitted to the exercise. The estimates of long-term responses
from the contours were compared against a response-based analysis (RBA) for a wide range
of responses. While some contour methods agreed well with estimates from the RBA (relative
errors less than 10%), most methods were found to give large errors relative to the RBA. For the
1-year responses most methods showed a large positive bias, whilst both positive and negative
biases were found for the 20-year responses. The reasons for the differences between the contours
and RBA were explored. It was shown that the fitted statistical models accounted for a large
portion of the error in some approaches, with both positive and negative biases of the order
of 50% for some contributions, depending on the response type. Whilst for other methods, the
statistical model gave accurate predictions for most responses, no models were able to capture all
response behaviours for all locations. Secondly, most contour methods do not account for serial
correlation in the data. It is shown that this introduces a significant positive bias into long-term
response estimates, especially for lower return periods. The level of error introduced by the type
of contour method is dependent on the assumption made about the shape of the failure region
in the contour definition. For the predominantly unimodal response types considered, contours
which approximate the failure region as having a linear boundary (IFORM and direct sampling
contours), introduce relatively little error for most responses. However, for some responses, the
direct sampling contours were found to introduce errors in the range 20-40%, depending on the
variable space in which they are constructed. The ISORM and highest density contours were
found to have a significant over-conservatism bias, which would be expected for the response
types considered.

Nomenclature
H, Significant wave height

T, Zero up-crossing wave period

DIFORM Direct IFORM with de-clustering

DSCM Direct sampling contour method
EC Environmental contour
GHM Global hierarchical model

HDCM Highest density contour method

IDSCM Inverse directional simulation contour method

IFORM Inverse First Order Method
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ISORM Inverse Second Order Method

LSQ Least Square

MLE Maximum Likelyhood Estimate

POT  Peaks Over threshold

PPOTM Projected peak over threshold model
RBA  Response Based Analysis

SRM  Storm resampling method

VBM Vertical bending moment

1. Introduction

Inrecent years, the environmental contour (EC) method has become a popular approach for estimating the long-term
extreme responses of marine structures. The EC method is widely recommended in design guidelines and standards
[1-6], as it provides a practical, approximate method of estimating extreme responses, based on dynamic response
calculations for a relatively small number of design conditions. One attractive feature of the EC method is that it
effectively separates the probabilistic description of the environment from the structural design. Having established a
set of environmental contours for a given environment, they may be used for a range of different structures and designs,
and can be used to explore various design options. This is particularly useful in early stages of design.

The EC method generally involves three steps. First, a statistical model for the joint distribution of the metocean
data is estimated. This statistical model is then used to construct contours. Finally, responses are calculated for a range
of conditions along the N-year contour, and the largest response is taken as N -year extreme response. This procedure
typically ignores the short-term variability in the response in a sea state, but there exists ways of adjusting contours to
account for short-term variability in situations where this is important, see e.g. [5, 7, 8].

A wide variety of methods have been proposed, both for estimating the joint distribution of observations and
for constructing contours from the joint distribution. Methods for estimating the joint distributions include global
hierarchical models [9—15], kernel density estimates [16, 17], copula models [18—22], conditional extreme value models
[23-25], and block-resampling methods [26]. Methods for constructing contours from the joint distribution include
the inverse first-order reliability method (IFORM) [12, 27], the direct sampling contour method (DSCM) [28, 29], the
direct IFORM (DIFORM) method [30], the highest density contour method (HDCM) [31], the inverse second-order
reliability method (ISORM) [32] and inverse direct simulation contour method (IDSCM) [33]. It should be noted that
the contours estimated by the various methods are defined differently, so they essentially represent different aspects of
the joint distributions; they are not merely different approximations of the same thing.

Itis widely acknowledged that the environmental contour method is a simple and approximate approach with several
sources of uncertainties. Previous studies have investigated some of these uncertainties [34, 35], and also compared
various aspects of different contour methods, see e.g. [36—41]. A comparison of contour-based methods and response-
based methods for estimating long-term extreme ship responses is presented in [42]. Recently, an alternative approach
to long-term extreme response assessment that does not rely on environmental contours was proposed in [43].

Due to the wide variety of methods available, a benchmarking exercise was recently proposed to compare contours
constructed using different methods [44]. The contributions to the benchmarking exercise have recently been compiled
and presented in [45]. There was a large variation in the contours derived using different methods, with the maximum
value of significant wave height, H, along the 20-year contours differing by a factor of two for some methods.
However, from the assessment metrics presented in [45] it was not clear which contours would give the most accurate
estimates of long-term extreme responses. Moreover, it was not made clear how the different steps involved in the
contour construction contribute to these differences and what the effect of the differences could be on typical structural
responses.

The current paper aims to extend the analysis of the results presented in [45]. We present a quantitative assessment
of the accuracy of long-term extreme responses derived from the various benchmark contributions, compared to a
response-based analysis (RBA). A range of responses are considered, including the roll and vertical bending moment
(VBM) response for eight ships and the tether tension for a tension leg platform (TLP). As the objective is to quantify
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the relative error between various contour approaches and a reference estimate (RBA), simplified response models are
used which are representative of realistic structures.

We then go on to explore the reasons for differences between the various contour methods and RBA. The differences
are explained in terms of (a) the fit of the statistical model for the joint distribution of the data; (b) the method used to
construct contours; and (c) assumptions made about serial correlation in the data. It is shown that each of these factors
can significantly influence the results. Although the range of responses considered is, necessarily, limited, we attempt
to draw conclusions from the analysis that have wider applicability.

The paper is organised as follows. A brief overview of the benchmarking exercise and the contributions submitted
for comparison is presented in Section 2. The responses considered and the method used for RBA are described in
Section 3. The results of the comparison between the contours and RBA is presented in Section 4 and the reasons for
the differences are discussed in Section 5. Finally, conclusions and recommendations are presented in Section 6.

2. Overview of benchmarking exercise and contributions

The benchmarking exercise considered datasets for six locations. Three datasets contained 10 years of measure-
ments of significant wave height, H,, and zero up-crossing period, T,. The other three contained 25 years of hindcast
wind speed and H. In the current work, we restrict our attention to the three H, - T, datasets. Dataset A was taken
from NDBC buoy 44007, located off the coast of Maine, US; Dataset B was taken from NDBC buoy 41009, located
off the coast of Florida, US; and Dataset C was taken from NDBC buoy 42001, located in the Gulf of Mexico.

Participants to the benchmarking exercise were asked to provide estimates of environmental contours for return
periods of 1 year and 20 years for each of the three datasets. Nine contributions were made to the benchmarking
exercise, details of which can be found in [45]. A summary of the contributions is presented Table 1, which lists the
statistical model used for the sea state data and the method used to construct contours. No information was provided
about the statistical model used contribution 7.

Of the nine contributions, seven used global hierarchical models (GHMs) for the sea state data. That is, an
assumption is made about the form of the distribution of each variable, and the parameters of the distribution of one
variable is modelled as conditional on the other, with a pre-assumed parametric form for the dependence function. In the
GHMs the models are fitted to all observations, under the tacit assumption that they are independent and identically
distributed (IID). The forms of distribution used and assumed parameter dependence models are listed in Table 2.
Contributions 1, 2 and 9 all used the same form of GHM. Contributions 1 and 2 used the parameter values estimated
for the baseline results, reported in [44], whereas contribution 9 used a different set of parameter estimates, reported
in [46]. All other parameter values for the GHMs can be found in [45].

For contribution 5, a joint distribution model was not fitted to the data. Instead, contours are constructed using a
number of univariate fits to data projected onto lines at various angles to the origin, as described in [30]. The statistical
model is fitted in terms of v; = H /s, and v, = H,T,/s,, where s, and s, are scale parameters, used to ensure the
scale of the two variables is roughly equivalent. The scale parameters are defined as the 0.99 quantile of H, and H; T,
respectively. The variables v; and v, are projected onto lines at various angles to the origin, v, cos(a) + v, sin(a), and
a threshold is set as the empirical return value at a return period of 3 months for dataset A and B and 4 months for
dataset C. The generalised Pareto (GP) distribution is then fitted to declustered threshold exceedances for each angle, a.
Contours are defined using the same approach as in the direct sampling contour method [28], with the quantile at each
angle defined in terms of the POT fits. The contour method is referred to as the direct-IFORM (DIFORM) method.

For contribution 6, the statistical model was fitted using a multivariate block-maxima approach, described in [26].
The distribution of all data is recovered by simulating block-peak values from the fitted model and resampling and
rescaling the measured blocks so that the peak values from the resampled blocks match the simulated peak values.
The fit is made in terms of the significant steepness, s = 27 H,/ gTzz, (where g is acceleration due to gravity), and a
distance variable which is orthogonal to steepness, defined as d = (H2 + T2/2)!/2.

A variety of methods were used to construct contours from the data. Contribution 9 submitted three contours for
each dataset, constructed from the same joint distribution, but using DSCM, smoothed DSCM and IFORM (these are
labelled 9a, 9b and 9c¢ from hereon). Contributions 1, 3 and 4 all used contours which are defined in terms of the
probability that an observation falls anywhere outside the contour (referred to as the total exceedance probability).
Whereas, the other contributions used contours defined in terms of the probability that an observation falls within
a half-plane region, tangent to the contour (equivalent to a marginal exceedance probability under rotations of the
axes). For a given joint distribution, contours defined in terms of total exceedance probability are significantly more
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Table 1
List of contributions to the benchmarking exercise [45]
Contribution  Authors Model for sea state data Contour method

1 W. Chai, B. Leira GHM ISORM

2 C. Guilherme, C. Guedes Soares GHM DSCM

3 A. Hannesdéttir, N. Dimitrov GHM IDSCM

4 A. F. Haselsteiner, A. Sander, J.-H. GHM HDCM

Ohlendorf, K.-D. Thoben

5 G. de Hauteclocque PPOTM DIFORM

6 E. Mackay, P. Jonathan SRM IFORM

7 C. Qiao, A. Myers - IFORM

8 A. Rode, A. Hildebrandt, B. Schmidt GHM IFORM

9 E. Vanem, A. B. Huseby GHM IFORM and DSCM
Table 2

Global hierarchical models used in the benchmarking exercise. 2-P = 2-Parameter. 3-P = 3-Parameter. y and o are
log-normal location and scale parameters. @ and f are Weibull location and scale parameters. g is acceleration due to
gravity. ¢; are constants estimated from the data.

Contribution Conditioning variable Conditioned variable Parameter dependence
and model and model model

1,2,9 H,, 3-P Weibull T,, 2-P Log-normal u=c +ch
o =c, + csexp(cghy)

3 H,, 3-P Log-normal T,, 2-P Log-normal U=c+ ek
o = ¢, + csexp(cghy)

4 H,, 3-P Exponentiated Weibull T,, 2-P Log-normal u =log(c, + c,1/h,/8)
oc=c;+c¢, /(1 +cshy)

8 T,, 2-P Weibull H,, 2-P Weibull a=ct>+ct, +c

P =cyt+est, + ¢

conservative than contours defined in terms of marginal probabilities (see [47] for a discussion of this). Another key
difference in the contour methods is the assumptions that are made about serial correlation in the data. The DIFORM
method directly accounts for serial correlation, whereas all the other contour methods considered here, make the tacit
assumption that hourly observations are independent. The effect of this is discussed further in Section 5.3.

Figure | shows the 1-year and 20-year contours for all contributions to the benchmarking exercise. There is a large
scatter in the results for both the 1-year and 20-year contours. For the 20-year contours, the largest values of H, on
the contours differ by more than a factor of 2 between the highest and lowest contributions. There is a similar spread
of values for T,, which is clearly visible for the longer period values. For the short-period side of the contours, it
is clearer to plot the contours in terms of H| and significant steepness, as shown in Figure 2. From this figure, it is
evident that many of the contributions to the benchmarking exercise give 20-year contours that contain conditions with
steepnesses far in excess of the observed range, and which exceed physical limitations due to wave breaking (sea states
with significant steepness in excess of 0.1 correspond to hurricane-strength winds and short fetches).

3. Responses used for assessment

The aim of the environmental approach is to provide estimates of long-term response values, at reasonable
computational cost. Therefore, to evaluate the contour approaches in the benchmarking exercise, we compare the
contours to estimates of long-term responses from a method that makes fewer approximations. The reference method
used here for the long-term response assessment is response-based analysis (RBA). There is currently no commonly-
agreed interpretation of what RBA involves. In the current work we use a peaks-over-threshold (POT) method,
described in Section 3.2.
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Figure 1: Environmental contours submitted to the benchmarking exercise and 10-year observed datasets (dots).
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Figure 2: As previous figure, but plotted in terms of H, and significant steepness.

To simplify the analysis, we do not consider the problem of accounting for short-term variability in the response.
Instead, we consider the ‘significant response’ (defined in Section 3.1 below), which is assumed fixed for a given sea-
state, and not random. Practical solutions for accounting for short-term variability in contour methods are discussed
in e.g. [7, 8]. If the short-term response function is known, then short-term variability can also be accounted for
straightforwardly in a POT approach using a Monte Carlo method (see e.g. [48, 49]). However, this is not considered
further here. Since short-term variability is not accounted for in any of the contour methods considered here, neglecting
this effect does not influence the relative comparison between the methods.
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CodeName TYPE L(m) B/L D/L T.Js) C,
GO03 Liquefied gas carrier 935 0.18 0.06 1035 0.77
R05 Roll-on/Roll-off 148.0 0.17 0.05 7.48 0.66
T22 Tanker 1642 0.17 0.07 1190 0.76
B26 Bulk carrier 169.6 0.17 0.06 12.10 0.83
C19 Container-Ship 172.8 0.19 0.06 20.27 0.62
Co3 Container-Ship 183.1 0.16 0.06 2541 0.67
B30 Bulk carrier 2112 0.15 0.06 1559 0.83
B22 Bulk carrier 2139 0.15 0.07 9.19 0.87

Table 3

Ships considered for the response models.

L is the length, B the beam, D the draft, T, the roll resonance period and C, the block coefficient (the ratio of the
displaced volume of water to L X B X D)

3.1. Responses investigated

To be able to draw reasonably general conclusions, a variety of responses are investigated. We consider the vertical
bending moment (VBM) in head-seas and roll response in beam-seas of eight ships, with dimension listed in Table 3.
Ships with different lengths and resonance periods have been chosen to cover a wide range of characteristic periods,
with the natural period for the roll response between 7.5 s and 25 s. Although, only two types of ship response
are considered, roll is typical of many resonance driven responses, with a sharp-peaked narrow-band response. In
contrast, VBM, is more excitation-driven, with a broader bandwidth. Thus the roll and VBM responses used here can
be considered as representative of a wider range of responses of offshore structures.

The response amplitude operators (RAO)s for the ships, were calculated with using a 3D boundary element code,
using the HydroStar software package [50]. The normalised VBM and roll RAOs are shown in Figure 3. The VBM and
roll responses are linear in H,. For both the RBA and the contour methods, we assume that waves are unidirectional
and each sea state is represented by a JONSWAP spectrum with peak enhancement factor y = 1.5. The response
spectrum is then defined as S,.(f) = S, (f YRAO?(f), where S, 1s the wave spectrum and the ‘significant response’
R, is defined as R, = 4\/nTO, where m, is the zeroth moment of S, (analogous to the definition of significant wave
height). The significant responses, Ry, are calculated for each sea-state in the time-series for datasets A, B and C, and
for all sea-states along the various environmental contours.

In addition, we consider a nonlinear tether tension response for a tension leg platform (TLP), described in Appendix
A. Finally, we also consider H as a response variable, as wave elevation is itself a value of interest, for instance, for
air-gap analysis.

It is acknowledged that the response models used here are approximate. For instance the hogging/sagging non-
linearity in the VBM is not accounted for; and the linear roll response does not account for a quadratic damping
term or for parametric roll. Since the aim of the current work is to compare various contour approaches to RBA, the
precise values of the response functions are of less importance. The response models used here are therefore considered
sufficiently realistic and the use of more complex nonlinear responses would not be expected to change the conclusions.

3.2. Response based analysis

The RBA method applied here, uses a peaks-over-threshold (POT) method, following standard textbook approach
[51]. For a given response and dataset, the significant response R; is calculated for each sea state in the time series, as
described in the previous section. The response time series are then declustered to identify local maxima in the time
series, separated by a minimum of 48 hours, which is assumed sufficient to ensure independence between adjacent
peaks. The threshold is set as the empirical 3-month return value of the declustered response peaks. The generalized
Pareto (GP) distribution is then fitted to the exceedance, using maximum likelihood estimation (MLE).

Return periods and return values can be defined in a number of ways which are asymptotically equivalent (see e.g.
[52]). Here, we define a return value of variable X, denoted X, at return period T'-years, in terms of the cumulative
distribution function (CDF) of the maximum value of X in a T-year period, denoted F(X). The return value is defined
as the solution of

Fr(Xy) = exp(—1) =~ 0.3679. €]
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Figure 3: Normalised RAOs considered in the study.

This definition makes no assumption about what constitutes ‘independent events’ and is applicable to return periods
less than one year. The definition can be shown to be asymptotically equivalent to defining return values as the solution
of

1
MT' @

where F,(X) is the CDF of independent cluster-maxima of X, and M is the expected number of cluster-maxima per
year [51, §4.3.3]. In the case that the cluster size is taken as one year, then M = 1, and this expression is equivalent to
the definition in terms of the distribution of annual maxima for T»1 year. In the case that it is assumed (erroneously)
that hourly data are independent, then M = 24 X 365.25 is the average number of hourly values per year. The latter
case, considering hourly (or 3-hourly) observations as independent, is commonly used to construct contours (for all
contributions to the benchmark exercise, other than contribution 5), so is also used here for reference.

Examples of the RBA for the VBM and roll responses of ship G03 are illustrated in Figures 4 and 5, respectively.
Centred 95% confidence intervals (CI) have been calculated using the likelihood-delta method [51]. Iso-failure surfaces
for each response are shown in Figure 6, where the failure value is taken as the 20-year response from the RBA.

Given the limited data available, there is considerable uncertainty associated with the 20-year return values. Due
to this uncertainty, the RBA estimates of 20-year return values are used as a reference for comparison, and are not
intended to be interpreted as the ‘true’ reference value. However, the confidence intervals for the 1-year values are
much narrower, and provide a more certain reference for comparison with the contour estimates.

The RBA performed here is, relatively, easy for two reasons: the short-term variability is ignored, and the responses
are calculated at almost no CPU cost. Actual responses relevant for design are likely to require time-consuming
simulation which might not be computationally-feasible for several years of data (hence the need for simplified approach
as environmental contour). As the focus of this work is to compare, relatively, response estimates from EC and RBA,
the response functions used are considered sufficiently accurate for meaningful conclusions to be drawn.

F,(Xp)=1-

4. Results

For each of the responses investigated, the maximum response over each individual contour is calculated and
compared to the RBA, for the 1 and 20-year extreme response, respectively. For a given contour, dataset and response,
the relative error compared to the RBA is defined as

Rgc,

-1, 3

i =
RRrpa,

where Rpc; and Rpp,; are the response estimates from the EC and RBA, respectively. The full results for all
contributions to the benchmarking exercise are listed in Tables 4 and 5, in Appendix B.
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Figure 5: POT analysis of VBM significant response for ship G03 for dataset B.

To get a more concise overview, we summarise the results in terms of the mean error, E(¢), root-mean-square error
(RMSE), and coefficient of variation (CoV), defined as

n

E(e) = % e 4)

i=1

(&)

(6)

where o(€) denotes the standard deviation, and the summation is over all response types and the three datasets.

The summary errors statistics for the 1-year and 20-year responses are shown in Figure 7. Apart from contribution
2, all contributions show a positive bias at the 1-year level. Contributions 5 and 8 have only a small positive bias of
2% and 6%, respectively. In contrast, contributions 3, 4, 6, 7 and 9a-c have positive biases in the range 30-90% and
correspondingly large RMSE. The biases are significantly reduced at the 20-year level, with contributions 1, 2, 3 and 8

. Preprint submitted to Elsevier Page 8 of 26



Quantitative comparison of environmental contour approaches

ISO failure lines (dataset A, RP = 20)

tether
7 10 ==+ Hs

ISO failure lines (dataset A, RP = 20) ISO failure lines (dataset A, RP = 20)
\ 1 / Y )

— G03_VBM
10 RO5_VBM
—-- T22_VBM

B26_VBM
—— C19.VBM

C03_vBM
E 61 —-- B30_VBM
R 822 VBM

— G03_rol \
10 ROS._roll oo
— - T22_roll

B26_roll
— C19_roll

€03_roll
61 —.. B30_roll
""" B22_roll

Tz (s) T: (s) T (s)
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Figure 7: Errors statistics for the contributions to the benchmarking exercise.

exhibiting negative biases. Contributions 5, 6 and 9 have mean errors close to zero, while contributions 4 and 7 remain
positively biased relative to the RBA. The CoV in the errors is increased compared to the 1-year values.

Given the relatively large confidence intervals for the 20-year return values from the RBA, some of the increase
in the CoV of the errors at the 20-year level can be attributed to sampling uncertainties in the RBA. In an attempt to
quantify this effect, Figure 8 shows the fraction of the cases for which the contour value lies within the 95% confidence
interval for the RBA estimate. From Figures 7 and 8, it appears that, except for contribution 5, most of the contour fail to
capture correctly the 1-year return values, for which the sampling uncertainties are small. With regard to 20-year return
values, the comparison is more ambiguous, as the confidence interval associated with the reference RBA calculations
are larger. However, a significant number of the contour estimates fall outside the 95% confidence interval.

5. Discussion

To explain the reasons for the large differences between the responses estimated from the various contours and the
RBA, we consider three factors which influence the results. These are, (1) the fit of the statistical model to the data; (2)
the contour method used; and (3) assumptions made about serial correlation in the data. In the following subsections,
we isolate the influence of each of these factors, to determine how much they influence results.

5.1. Statistical model

In this section, we begin by making a qualitative assessment of the fit of the statistical models to the data, before
considering how this affects the accuracy of response predictions. The fit of the models is assessed graphically in
terms of the marginal distribution of H and the joint density functions. The fit of the models could also be assessed
using various other diagnostic plots, such as binning the data into ranges of either H; or T, and looking at the fit
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Figure 8: Percentage of contour response in RBA confidence interval

of the models through ‘slices’ of the joint distribution, or by examining the fit of model to data projected onto lines
at various angles to the origin (using a similar idea to the direct sampling or direct [FORM contours). Alternatively,
quantitative metrics of goodness-of-fit, such as the Kullback—Leibler divergence, could be calculated. It should be
noted, however, that for extreme response estimation, it is the fit of the tails of the distributions that are important,
and the overall goodness-of-fit measured by various metrics may not be directly relevant. Hence, for the purpose of
explaining the errors in response predictions, which result from the fit of the statistical model, the diagnostic plots give
a good indication of the reasons for discrepancies.

As noted in Section 2, no information on the statistical model for contribution 7 was provided. Furthermore, we
consider contribution 5 separately to the other contributions, since this method only fits statistical models to declustered
threshold-exceedances for projected data, whereas the other methods attempt to replicate the joint distribution of all
observations. For contribution 5, the fits of the GP model for different projection angles, a, are shown in Figure 9. It
can be seen that the fitted GP models are reasonably good match for the data for the three sites.

The return values of H| for the observations and fitted models is shown in Figure 10 for the three sites (where
return periods are calculated under the assumption of IID hourly observations). The model for contributions 1 & 2
significantly under-estimates the probability of large H| for all three sites. For datasets B and C, the marginal model
for H for contribution 8 is a poor fit to the data, significantly overestimating H at lower exceedance probabilities for
dataset B and underestimating the occurrence of large H, for dataset C. For datasets A and B, there is range of just
over 1 m in the return values of H| at the 1-year level for the other fitted models, and a spread of just over 2 m at the
1-year level for dataset C. The estimates of return values diverge significantly at higher return periods. For dataset A,
there is a spread of 3.5 m at the 10-year level (ignoring contribution 1) and a spread of nearly 7m at the 100-year level.
A similar range of results is observed for dataset C, with the range for dataset B being slightly smaller.

Apart from contribution 6, all the fitted statistical models shown in Figure 10 are based on global models (although
for contribution 8, H, is modelled as conditional on T}). Figure 10 clearly illustrates the strong influence that the prior
assumption about the form of the distribution can have on estimates of return values, even for return periods shorter
than the length of the dataset. For dataset B there is a change in the gradient of the tail at a return period of around 10~!,
which indicates that the use of a simple parametric model may not be adequate. Both datasets B and C are located in
regions influenced by tropical cyclones, so the change of gradient in the tail may be related to the extreme observations
coming from a different population to the more common climatic conditions.

Figures 11 - 13 show scatter plots of observed H, and T, for the three datasets, overlaid with isodensity contours
of the joint density functions for the fitted model. Contours are shown at probability densities of 107" forn = 1, ..., 6.
Note that these are not “environmental contours” as there is no fixed exceedance probability associated with them.
Instead, the joint density function is shown instead of a particular type of environmental contour, as it can be used
directly and unambiguously to assess the fit of the model. Although the empirical density is not shown, a qualitative
visual assessment of the fit of the model can be made by noting that if the model is a good fit for the data, then the
occurrence of observations between isodensity contours should be approximately constant. For the 10-year datasets
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of observations at 1 hour intervals, the expected number of points in a square of size At X Ah is approximately
10X 365.25 x 24 x f(t, h)AtAh, where f(¢, h) is the average density in the square. This equates to ~ 8.7 observations
ina 1 x 1 square where the average density is 10™* or &~ 3.5 observations in a 2 X 2 square where the average density
is 107>. Due to serial-correlation in sea states, clustering of observations is expected in low density regions, meaning
that the spread of observations will not be completely even. However, we can get an idea of systematic biases in the
models by looking at how the density of observations compares to the isodensity contours.

As with the 1-year and 20-year environmental contours, shown in Figure 1, there is significant variation between
the isodensity contours of the fitted models for each site. Some models are evidently in poor agreement with the data.
For example, the model from contribution 8 at site B predicts occurrence of much steeper sea states than observed,
and at site C, the model predicts the occurrence of relatively large H at very low T,. A common feature of models for
datasets A and B, is that all models, other than contribution 6, predict the occurrence of significantly steeper conditions
that observed (this is evident from there being no observations in the high steepness side of the joint density contours).
This is a result of the a priori assumption that the distribution of T, conditional on H is log-normal (for contributions
1, 2, 4 and 9), which evidently is not a good fit to the data at low probability levels for datasets A and B, but appears
to be a slightly better model for datasets C. For contribution 3, the model for the scale parameter of the conditional
log-normal distribution becomes negative at high H, for all three sites, resulting in the joint density function not being
defined above this level. So although the marginal model for H predicts a non-zero density above this level, the joint
model is undefined when the log-normal scale parameter is negative, so the total probability of the joint distribution is
less than one.

Contribution 6 appears to give the closest match to the data for steep sea states, which is likely related to fitting of
the model to the data explicitly in terms of steepness and the distance variable (see Section 2). However, for datasets
B and C it appears that it predicts more long-period sea states at large H than are observed. Of the other models, the
fit of the joint distributions for the longer periods is rather mixed, with no model giving a consistently good match to
the data at all sites.

To isolate how the fitted statistical models influence the accuracy of the response estimates, we compare responses
calculated directly from the observations to those calculated from simulated data from the statistical models. For each
of the statistical models, 1000 years of hourly observations were simulated and the VBM and roll responses for the eight
vessels were calculated. The effect of the fit of the statistical models used in contribution 5 on the response estimates,
cannot be decoupled from the contour approach in the same way as for the other contributions. We therefore do not not
considered contribution 5 in the following discussion. For contribution 3, when the log-normal shape parameter is zero
or negative, the value of T}, has been set to e# (i.e. the mean value when ¢ = 0). Figures 14 and 15 show the percentage
errors in return values of VBM and roll from the statistical models compared to those calculated directly from the
observations, together with the percentage error in return values of H (again, calculated under the assumption that
hourly observations are IID). It should be noted that there is significant sampling error in the largest empirical response
values, so some level of scatter is expected on the right hand side of the plots.

Since these response functions are linear in H, differences in the response return values scale linearly with
differences in return values of H,. If there was no bias in the marginal values of H from the fitted models, then
models that predict a greater occurrence of long-period sea states than observed will lead to a positive bias in return
values for the responses with higher natural periods (and vice versa for short periods). In reality, error due to biases
in H, and conditional T, are combined, so the result of biases in T, appear as a scatter about the biases in the return
values of H, alone. Some level of scatter in the return values from observations and fitted models would be expected
due to finite sample size effects. However, systematic differences in the performance of each contribution are clearly
evident.

The effect of biases in T}, have a lesser effect on the VBM response, since this is more broad-banded meaning that
any errors are averaged over a range of periods to a certain extent. We therefore focus the discussion on the roll response
ratios shown in Figure 15. There is a wide range in the responses predicted by various contributions, consistent with the
differences in the statistical models, discussed above. The model for contributions 1 and 2, significantly underestimates
responses for all three datasets, due to the underestimate in marginal H, and with a larger negative bias for the longer
period responses. For contribution 3, there is a large bias in the longer period responses, with the ratio of return values
in excess of 2 for dataset A at the 10-year level and in excess of 3 for dataset C at the 10-year level (note that the
vertical scale has been cropped at 2 to provide a better visualisation for the other contributions). Similarly, there is a
large scatter of response ratios for contribution 8, due to the poor match of the joint distribution to the observations.
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Figure 9: Fit of projected, declustered data for contribution 5.
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Figure 10: Comparison of exceedance probabilities for observed and modelled of H| for the three sites.

The scatter is lower for the other contributions, although there are still significant differences for all models for at least
one site, with differences around 50% in the return values at the 10-year level for some responses.

A summary of the error statistics from fitted statistical models compared to RBA under the assumption of IID
hourly observations is shown in Figure 16. The RBA under the assumption of IID observation is performed in the
same way as the one presented in section 3.2, except that all sea-state above threshold are considered (no declustering).

At the 1-year level, contribution 4 has the lowest bias and RMSE over all responses and sites, whilst at the 20-year
level, contributions 6 and 9 both have a mean error of 0%, and contribution 6 has the lowest RMSE. The largest errors
at both the 1- and 20-year levels are from contributions 1 and 3. The results indicate that the fit of the statistical model
can introduce large biases into response estimates. Therefore, ensuring that the statistical model is a good fit to the data
is of key importance for obtaining accurate response estimates.
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Figure 11: Scatter plot of observed H, and T, (dots), overlaid with isodensity contours of the fitted models for Dataset
A. Contours shown at probability densities of 107 for n =1, ..., 6.
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Figure 12: As previous figure, but for Dataset B.
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Figure 13: As previous figure, but for Dataset C.
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Figure 16: Error statistics from fitted statistical models compared to RBA under the assumption of I1ID hourly observations.

5.2. Contour construction

To isolate the effect of the contour construction method from other effects (errors in the statistical model and
assumptions of independent observations), we compare response estimates from simulated data from a statistical
model, under the assumption of IID hourly observations, to response estimates from various contours constructed
from the same model. The statistical model user here is the model for dataset A, estimated in the baseline results [44].
We compare six types of contour, considered by the benchmark participants or in the literature:

e IFORM contour (linear failure surface in Gaussian space) : contribution 6, 7, 8, 9¢
e [FORM calculated in (H, T,) space : contribution 2, 9a

e IFORM calculated in (H g, steepness) space [53]

e IFORM calculated in (H,, H, * T,) space : contribution 5

e ISORM contour : contribution 1

e Highest density contour : contribution 4

The classic IFORM (in the gaussian space) is calculated analytically, while IFORM contours in physical space are
numerically derived using Direct Sampling. The corresponding 20-year contours are shown in Figure 17. Responses
return values estimated from these contours are compared to empirical return values estimated from 4000 years of
simulated hourly data. The relative errors in the 1- and 20-year responses from the environmental contour approach
compared to the direct Monte Carlo simulations are shown in Figure 18, and summarized in Figure 19. For most
responses, the IFORM and direct sampling contours give relatively low errors, generally less than 5%. However, the
direct sampling contour calculated in (H,, T) space gives a large positive bias for the roll response of B30, C19 and
CO03, which have roll resonance periods of 15.6, 20.3 and 25.4s, respectively. The largest errors occur for C03, which
has the longest period response, with a 47% positive bias in the 20-year return value from the contour. The errors are
related to the shape of the joint distribution on the right-hand (long-period) side, which is concave (see Figure 11),
whereas the direct sampling contour is always convex in the space in which it is defined. This causes the long-period
response estimates from the direct sampling (H, T,) contour to be positively biased.

Overall, the errors in the response estimates from the IFORM and direct sampling contours compared to the Monte
Carlo simulations are small compared to the errors from the statistical model, discussed in the previous section.

The response estimates from the ISORM and HD contours exhibit positive biases for all responses, with slightly
larger mean error of 19% for the 20-year ISORM estimates, compared to 16% for the 20-year HD contours estimate.
Although ISORM and HD contours have the same total exceedance probability, I[SORM contours are in fixed relation
to the marginal quantiles of the conditioning variable used in the Rosenblatt transformation (H in this case), whereas
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Figure 17: Contours calculated from the same joint distribution (IFORM contours in non-Gaussian space are calculated
through direct sampling).
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Figure 18: Errors in response return values from contours relative to Monte Carlo simulations for each response (IFORM
contours in non-Gaussian space are calculated through direct sampling).

for HD contours the relation with marginal return values is dependent on the shape of the joint distribution (see [47]
for a discussion of this). In this case, as the gradient of the joint distribution is steeper for lower H, the HD contour is
shifted toward the higher density region at the lower side of the marginal distribution of H and therefore the largest H
on the HD contour is slightly lower than that for the ISORM contour, resulting in slightly lower biases in the estimated
responses.

5.3. Serial correlation
5.3.1. Effect of serial correlation on benchmark results

Apart from contribution 5, all the contours submitted to the benchmarking exercise are based on a tacit assumption
that hourly observations are independent. However, sea-state exhibit strong serial correlation, meaning that the
assumption of independence is not correct. In extreme value theory, it is well-known that estimates of extremes
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Figure 19: Errors summary statistics for contour estimates relative to Monte Carlo simulations.

which neglect serial correlation and assume independence can lead to a positive bias in estimates of extremes (see
e.g. Theorem 5.2 in [51]). The impact of neglecting serial correlation on estimates of extreme wave and crest heights
was presented in [49] (this problem is directly analogous to the estimation of extreme responses, as the short-term wave
or crest height distribution can be replaced with the short-term load distribution). In this section, we aim to quantify
the error associated with assuming the sea states are IID, on estimates of extreme responses. Further discussion of this
effect is provided in a separate paper [54].

To estimate the error resulting from assuming sea states are IID, we compare response estimates from RBA with
and without declustering. The RBA with declustering is the one presented in section 3.2, where a threshold is fixed
to the empirical 3 months values (based on decluster data). The RBA with IID assumption is the one used in section
5.1, where the threshold is set so that 50 events are retained. The GP distribution is then fitted to either (a) declustered
threshold exceedances, or (b) all threshold exceedances. Return periods are calculated using (2) with M set as the
expect number of either (a) declustered threshold exceedances, or (b) all threshold exceedances. The return values of
H calculated from the two analyses are shown in Figure 20 for the three datasets.

For return periods of 1 year or less, the return values of H from the hourly data are significantly in excess of those
from the declustered data. For dataset A, the difference at the 1-year level is over 1 m, whilst for datasets B and C the
difference at the 1-year level is around 3 m. Note that by definition, the largest values in the declustered data is equal
to the largest value of all observations. Therefore, the tails of the distributions coincide at the largest value. However,
this is a finite sample size effect, and if a record length of more than 10 years was available, then the tails would not
coincide exactly at the 10-year level. This is considered further in the next section. Here, we consider the effect of
serial correlation on 1-year return values only.

Figure 21 shows the ratio between the declustered and IID 1-year return values for each response. For dataset A
the IID return values are in the range 3-32% higher than the declustered values, whilst for datasets B and C, the effect
is much larger, with over 100% relative errors in some cases. The difference between magnitude of the effect for the
different sites and responses is related to the shape of the tail of the distribution, with longer-tailed distributions (a
higher GP shape parameter) resulting in a larger bias from neglecting serial correlation [49].

Figure 22 compares the 1-year response estimates from the contours to responses from the RBA applied to hourly
observations (assuming independence). The mean error is reduced for all contributions. For contribution 5, the mean
error goes from 2% for the declustered RBA to -31% for the hourly RBA. Whereas for contribution 6, then mean error
is reduced from 55% to 0%. This confirms that, for 1-year return values, assumptions made about serial correlation
explain a large proportion of the mean errors observed in Figure 7. The effect for higher return periods is discussed in
the next section.

5.3.2. Effect at higher return period with simulated time series
In order to estimate the effect of serial correlation at higher return periods, very long time series are required. Here,
we use 1000 years of simulated time series, using the block-resampling method used to derive the joint distributions
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Figure 21: Effect of serial correlation on 1-year response

used for contribution 6, described in Section 2, with details available in [26]. Despite these not being ‘real’ time series,
they are considered sufficiently realistic for the current purpose. As in the previous section, finite sample size effects
mean that the largest value in the declustered data is equal to the largest hourly value. So this time we restrict our
attention to return levels up to 100 years.

Figure 23 show the return values of H from the declustered data and calculated under the assumption of
independent hourly values. For dataset A, there is relatively little difference in the 10-year and 100-year return levels,
whereas for datasets B and C there is a difference of over 2 m in the 10- and 100-year return values.

The same procedure was applied to each response variable for the 1000-year time series, and the empirical return
values and return periods were calculated using declustered data and hourly data. The results are summarised in Figure
24 and 25. The results are plotted in terms of the ratio of return values at a given return period and the ratio of return
periods at a given declustered return period. For dataset A, the relative error in the return value is relatively small,
whereas for datasets B and C, the effect is much larger, with mean errors in return values around 40% at the 10-year
level and around 20-30% at the 100-year level. As mentioned above, this difference is related to the shape of the tail
of the distribution.

It should be noted that the return value ratios shown here are for hourly observations, so may be expected to change
if the time series discretization is modified. The effect of the time step will be investigated in future work.
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Figure 25: Effect of serial correlation on 20-year response, from extrapolated time series
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6. Conclusions

In this work we have presented further analysis of the contributions submitted to the EC benchmarking exercise
[44, 45]. The comparison of extreme responses calculated from the contours and RBA showed large errors in the
estimates from the contours, with many showing strong positive biases in the range 30-90% in the 1-year return values.
The results were more mixed at the 20-year level, with some contours exhibiting strong negative bias, while others had
positive biases. The RMSE in the response estimates from the contours was in the range 11-46% at the 20-year level.

To investigate the reasons for the large differences in the results between the contour methods and various response
types, the results were analysed further to isolate the influence of (1) the fit of the statistical model to the observations;
(2) the method used to construct contours; and (3) assumptions made about serial correlation in the data.

The statistical models used for the benchmarking exercise varied in their fidelity to the data. Some models exhibited
a poor match to observations, while others provided a close match to some datasets. None of the models used were
a close match for all locations. A common feature of models which used a conditional log-normal model for wave
period, was that they predicted unrealistically steep conditions sea states, with steepness far in excess of observed
values. Comparisons of return values of responses calculated directly from simulated data from the statistical models
with return values of responses calculated from the observations showed that a large portion of the errors in the response
from the contours could be attributed to the fit of the statistical models. The errors were dependent on both the response
function and the errors in the statistical model, with some models positively biased for some responses and negatively
biased for others. The study highlights that ensuring the statistical model is a good fit to the data is an important factor
in obtaining accurate response estimates from environmental contours.

Response estimates from different types of contour calculated from the same joint distribution model showed that
contours assuming a linear iso-failure surface (e.g. IFORM, direct sampling and direct [IFORM) give similar response
estimates, whereas ISORM and highest density give positive biases for the response functions considered. This was in
line with expectations, as the response functions considered gave failure regions that were close to convex at the closest
point to the design region, so the assumptions about the shape of the failure region made in the definition of ISORM
and HD contours were overly-conservative for these cases. Comparisons of 1-year and 20-year response estimates from
the contours and direct Monte Carlo simulations from the joint distribution showed relatively little error for the [FORM
and direct sampling contours (of the order of a few percent).

Most environmental contours are defined under the tacit assumption that there is no serial correlation in the data
and each sea state is independent. It was shown that neglecting serial correlation leads to a positive bias in estimates
of return values, the size of the bias dependent on the shape of the tail of the response distribution. Furthermore, the
bias decreases with return period. Contour methods which account for serial correlation in the data exhibit much closer
agreement with the RBA.

For the responses considered here, the method that performed best overall was the direct IFORM method
(contribution 5). This method combines the features which minimise the three main sources of error considered here (a
statistical model which is in good agreement with the data; approximating the failure surface as linear; and accounting
for serial correlation). This method provided response estimates with RMSE below 10% compared to the RBA. Given
the dramatic reduction in calculation time for contour-based estimates compared to RBA, this is considered a good
result. However, this is not the full picture, since the effect of short-term variability has not been considered here.
Various methods to account for short-term variability in contour-based estimates have been proposed in the literature
(e.g. 5,7, 8].

Although only a few types of response have been considered in this study, we expect the conclusions to have
a wider applicability. That is, the fit of the statistical model can cause large positive or negative biases, depending
on the response type and the errors in the statistical model. Secondly, neglecting serial correlation can introduce a
significant positive bias to estimates from contours (which is combined with either positive or negative bias from the
statistical model). Finally, on the contour construction itself, IFORM (or its derivative like direct sampling and direct
IFORM) was found to show better accuracy than ISORM or highest density contour on the responses investigated in
this paper. This is believed to also be the case for most typical responses of marine structures. It is of course possible
to find responses for which IFORM provides a non-conservative estimate, but this under-estimation is expected to be
slight compared to the over-estimation linked to the ISORM or highest density approach. Thus, unless the response
of interest is expected to have a very concave ISO-failure surface, the IFORM approach is recommended. For very
highly non-linear responses, for instance for floating wind turbines, involving active controllers and threshold effects,
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the approximations made in the construction of the contours may be less appropriate, and will be considered in future
work.

Data used for the current study

All primary data used on this study (wave datasets, contours and response transfer functions) can be found
on the benchmark github repository [45], available at : https://github.com/ec-benchmark-organizers/
ec-benchmark
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A. Tether response model

The response model for the tether tension is taken from [55]. The tether tension o, is composed of first and second-
order contribution, which are assumed uncorrelated:

oi = 0'31 + 0'32, 7)
where

o, = L(T)) = H,, (®)

0 =0, * H, ©)

and T, is the spectral peak period. The linear component is the sum of two terms:

L(T,) = Ly(T},) + Ly(T)), (10)

where
L
Ly(T,) = — : (11)
1+ (L—O - 1) exp(—rT))
T,—12\*

Ly(T,) = byexp |- ( ~ > . (12)

The quadratic component is given by
0
o(T,) = - (13)

VL= @ /T 2P + QT /T, 2

For the Snorre TLP considered, the coefficients values are L, =5.7, Ly =0.002,r =1, by = 1.3, 6 =2, Q, = 0.36,
T,=5andn=0.1.

B. Detailed results
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Dataset  Response 1 2 3 4 5 6 7 8 9a 9b 9c
A GO3 roll -10% -18% 17% 37% 1% 9% 6% 30% 13% 13% 13%
RO5 roll 2% 7% 12% 33% 0% 6% 3% 39%  11% 12% 9%
T22 roll -8% -19% 43% 56% 1% 21% 20% 23% 28% 28% 29%
B26 roll 7%  -17% 49% 60% 3% 23% 23% 23% 31% 31% 32%
C19 roll 25% 25% 2% 60% 1% 36% 63% -11% 87% 90% 13%
CO03 roll 30% 21% 68% 58% -6% 21% 41% 16% 62% 66% 23%
B30 roll -0% -4% 85% 73% 3% 31% 49% 5% 58% 59% 31%
B22 roll -10%  -16% 15% 33% -1% 6% 3% 33% 10% 10% 10%
G03 VBM 8% -14% 18% 36% 1% 9% 6% 3%5% 13% 13% 13%
R0O5 VBM  -11% -18% 27% 42% 1% 12% 9% 29% 16% 16% 17%
T22 VBM  -10% -20% 38% 49% 2% 17% 14% 28% 22% 22% 23%
B26 VBM  -10% -21% 41% 51% 1% 17% 15% 26% 23% 23% 24%
C19 VBM -10% -20% 36% 48% 2% 16% 13% 28% 21% 21% 22%
CO3 VBM  -10% -21% 41% 50% 1% 17% 15% 21% 23% 23% 24%
B30 VBM -8% -18% 56% 59% 2% 23% 23% 23% 30% 30% 31%
B22 VBM 8% -18% 58% 60% 2% 23% 24% 23% 31% 31% 31%
tether -10% -22% 30% 48% 1% 16% 13% 26% 21% 21% 21%
Hs -12%  -19% 36% 44% -1% 12% 10% 27% 18% 17% 18%
B GO3 roll 18% 10% 66% 85% 1% 57% 64% 16% 43% 43% 44%
RO5 roll 14% 6% 36% 58% -1% 32% 37% 13% 25% 25% 24%
T22 roll 30% 19% 130% 125% 15% 104% 117% 22% 69% 69% 69%
B26 roll 30% 20% 140% 128% 16% 109% 124% 22% 71% 71% 70%
C19 roll 2% 6% 118% 57% -0% 165% 129% -31% 20% 23% -1%
C03 roll -3% -10% 109% 66% 11% 145% 96% -4%  20% 20% 18%
B30 roll 16% 7% 172%  109% 9% 91%  149% 5% 54% 54% 37%
B22 roll 16% 6% 58% 76% 5% 48% 55% 16% 36% 36% 36%
G03 VBM 12% 2% 52% 68% 1% 43% 49% 12% 30% 30% 30%
R05 VBM 14% 6% 78% 84% 0% 61% 69%  12% 40% 40% 41%
T22 VBM 15% 7% 95% 94% -2% 72% 82% 12% 46% 45% 46%
B26 VBM 16% 7% 104% 97% 0% 76% 88% 12% 48% 48% 48%
C19 VBM 15% 6% 93% 92% -3% 70% 80% 12% 45% 45% 46%
C03 VBM 16% 7% 102% 97% -0% 75% 86% 12% 47% 47% 48%
B30 VBM 19% 9% 130% 109% 6% 90% 107% 12% 56% 55% 55%
B22 VBM 19% 9% 132% 109% 5% 90% 107% 12% 55% 55% 55%
tether 20% 11% 93% 103% 2% 78% 87% 16% 52% 52% 53%
Hs 12% 4% 91% 84% 0% 64% 74% 11% 39% 39% 40%
C GO3 roll 17% 5% 43% 65% 3% 42% 47% 9% 37% 37% 38%
RO5 roll 10% 3% 24% 44% -0% 25% 29% 3% 23% 23% 23%
T22 roll 28% 4% 89%  100% 2% 69% 84% -25% 50% 50% 50%
B26 roll 31% 5% 101% 106% 2% 74% 93% -26% 53% 53% 53%
C19 roll 48% 4% 576% 177% 42% 196% 177% -36% 66% 66% 62%
CO03 roll 8% -3%  245% 79% -6% 67% 74% 3% 21%  26% 27%
B30 roll 63% 15% 426% 197% 23% 185% 192% -39% 83% 83% 79%
B22 roll 14% 6% 37% 57% 1% 36% 40% 1% 32%  32%  32%
G03 VBM 10% 3% 33% 53% -1% 32% 36% 1%  28% 28% 28%
R05 VBM 13% 1% 55% 67% -0% 43% 50% 8% 34% 34% 35%
T22 VBM 16% 1% 74% 76% -1% 50% 60% -13% 37% 37% 38%
B26 VBM 17% 1% 84% 79% 2% 52% 65% -16% 38% 38% 39%
C19 VBM 16% 1% 71% 75% -1% 49% 59% -12% 37% 37% 38%
C03 VBM 17% 1% 82% 79% -2% 52% 64% -15% 38% 38% 38%
B30 VBM 21% 0% 119% 90% -3% 61% 81% -25% 42% 42% 42%
B22 VBM 21% -0% 123% 90% -4% 61% 81% -25% 42% 41% 42%
tether 21% 5% 68% 84% 1% 56% 65% -12% 43% 43% 44%
Hs 14% 2% 88% 71% -1% 45% 57% -4%  34% 34% 35%
Table 4

Relative errors for RP = 1 year
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Dataset  Response 1 2 3 4 5 6 7 8 9a 9b 9c
A GO3 roll -13%  -27% 3% 46% 1% 4% 1% 46% 14% 16% 13%
RO5 roll 6% -15% 5% 43% 1% 3% -0% 57% 14% 17% 10%
T22 roll -18%  -36% 10% 58% 0% 7% 7% 24% 23% 23% 23%
B26 roll -19% -36% 12% 59% 0% 6% 8% 21% 25% 25% 25%
C19 roll -0% -3% 18% 98% 1% 29% 96% -21% 142% 147% 2%
CO03 roll 27% 8% 42% 86% 1% 43% 99% 2% 178% 179% 61%
B30 roll 21% -28% 21% 93% 1% 6% 46% 7% 69% 2% 66%
B22 roll -12%  -23% 3% 47% 1% 5% 1% 51% 14% 16% 14%
GO03 VBM  -13% -24% 2% 47% -0% 4% 0% 49% 14% 15% 13%
RO5 VBM  -16% -29% 7% 53% 0% 6% 4% 40% 21% 20% 20%
T22VBM  -18% -32% 10% 56% -1% 6% 7% 32% 25% 25% 25%
B26 VBM  -18% -33% 12% 59% -1% 6% 9% 30% 28% 28% 28%
C19 VBM  -18% -32% 10% 56% -1% 6% 6% 33% 24% 24% 24%
CO3VBM  -19% -33% 12% 59% -1% 6% 9% 30% 28% 27% 27%
B30 VBM  -20% -34% 17% 69% -0% 5% 16% 20% 37% 37% 37%
B22 VBM  -20% -34% 17% 70% -1% 5% 17% 20% 39% 38% 38%
tether -17% -31% 5% 52% 0% 6% 3% 33% 17% 18% 17%
Hs -18%  -31% 14% 64% -0% 7% 13% 36% 34% 33% 33%
B GO3 roll -30%  -39% -11% 24% 3% 1% 6% -25% 9% -10% -10%
RO5 roll -14%  -20% -1% 35% 11% 5% 12% -8% -0% 1% -2%
T22 roll -48%  -55% -21% 9% -11% -9% 5% -47% -22% -22% -22%
B26 roll -47%  -55% -18% 12% -9% -5% 0% -47% -20% -20% -20%
C19 roll 57% -62%  -31% 7% -4% 56% 116% -68% -23% -22% -36%
CO03 roll -78% -81% -60% -42% -40% 21% 22% -79% -60% -59% -63%
B30 roll -50% -57% -6% 35% 8% 50% 85% -54% -9% 9% -13%
B22 roll -31%  -36% -14% 20% -1% -3% 2% -25% -13% -13% -14%
GO03 VBM  -24% -29% -5% 32% 9% 6% 12% -18% -5% -5% -5%
R05 VBM  -36% -44% -12% 22% -0% 3% 8% -32% -13% -13% -13%
T22 VBM  -37% -46% 7% 27% 3% 10% 18% -35% 9% -10% -10%
B26 VBM  -38% -47% -6% 28% 2% 12% 21% -36% -9% -9% -9%
C19 VBM  -37% -46% -8% 26% 2% 9% 16% -34% -10% -10% -10%
C03 VBM  -39% -48% -8% 26% 1% 10% 18% -37% -11% -11% -11%
B30 VBM  -47% -55% -13% 18% -9% 8% 20% -47% -17% -17% -17%
B22 VBM  -48% -56% -14% 17% -10% 8% 20% -48% -18% -18% -18%
tether -39%  -48% -14% 19% 2% -3% 9% -37% -15% -15% -15%
Hs -37%  -43% -5% 30% 2% 19% 37% -33% -9% -9% -9%
C GO3 roll -34%  -42%  -24% 4% 5% -14% 5% -40% -15% -15% -15%
RO5 roll -26% -30% -19% 8% % -12% 2% -25% -10% -10% -11%
T22 roll -43%  -59%  -28% -1% 1% -18% 9% -61% -22% -23% -22%
B26 roll -46% -62% -31% -5% 3% -20% -11%  -65%  -26%  -26% -26%
C19 roll -73% -86% -20% -23% -10% -8% 8% -88% -61% -61% -62%
CO03 roll -50% -61% 19% 20% 32% 37% 201% -59% -30% -30% -30%
B30 roll -80% -89% -56% -52% -51% -53% -33% -92% -72% -72% -72%
B22 roll -34% -41% -25% 3% 4%  -15% 6% -35% -16% -16% -16%
GO03 VBM  -33% -39% -23% 6% 7% -13% 3% -33% -14%  -14% -14%
R05 VBM  -38% -47% -24% 4% 7% -13% 2% -44% -17% -17% -17%
T22VBM  -39% -50% -20% 7% 9% -9% 3%  -49% -17% -17% -17%
B26 VBM  -38% -51% -17% 10% 12% -6% 8% -50% -16% -16% -16%
C19 VBM  -40% -50% -22% 5% % -12% 1% -49% -18% -19% -19%
C03 VBM  -39% -51% -18% 8% 11% -8% 6% -50% -17% -17% -17%
B30 VBM  -42% -58% -14% 10% 11% -4% 16% -59% -19% -20%  -20%
B22 VBM  -42% -58% -14% 10% 11% -3% 18% -60% -20% -20% -20%
tether -43%  -54% -32% -5% 4%  -22% 3%  -54%  -24%  -24%  -24%
Hs -42%  -51% -18% 6% 7% -7% 21% -47% -21% -21% -21%

Table 5
Relative errors for RP = 20 years

. Preprint submitted to Elsevier

Page 28 of 26



