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Abstract 
The communication between the medial prefrontal cortex (mPFC) and 

hippocampus is crucial for spatial memory, decision making and the long-term 

consolidation of our memories during sleep. This communication is mediated via 

the temporal coupling of key neuronal oscillations. Alzheimer’s disease (AD) is a 

progressive neurodegenerative disorder which affects the electrical activity of the 

brain, causing disrupted neuronal oscillations and a decline in episodic, spatial 

and working memory. In the preclinical stages of the disease, sleep disruptions 

are common and are accompanied by impairments to several of the oscillations 

responsible for long-term memory consolidation in the mPFC-hippocampal 

circuit. However, less is known about how the functional interactions of the 

different neuronal oscillations in this circuit are affected. Additionally, impairments 

to the oscillations involved in spatial memory and decision making in the mPFC-

hippocampal circuit are known to occur in first-generation mouse models of 

amyloidopathy, yet have been scarcely studied in second-generation models. 

Therefore, using in vivo electrophysiology, the oscillatory activity of this circuit 

was studied during sleep and exploratory behaviour in the second-generation 

APPNL-G-F mouse model of amyloidopathy, to investigate potential dysfunctions.  

 

The neuronal oscillations in the mPFC-hippocampal circuit were studied during 

natural sleep. In these experiments, impairments to local oscillations in the mPFC 

and CA1 region of the hippocampus were identified, yet long-range coordination 

of oscillations between brain regions was unaffected. Additionally, the oscillations 

recorded in CA1 during spatial memory showed local disruptions. Finally, 

impairments to the function of inhibitory neurons have been proposed to underlie 

changes to the oscillatory dynamics of neuronal circuit activity in AD. Therefore, 

immunohistochemical analysis of interneuron protein markers was performed to 

complement electrophysiological analyses of mPFC and CA1 circuit function. 

Collectively, these experiments further our understanding of how the mPFC-

hippocampal circuit is affected in AD and provide a basis to study the underlying 

circuit disruptions.  
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The communication between the hippocampus and medial prefrontal cortex 

(mPFC) is pivotal for spatial memory, decision making and the long-term 

consolidation of our memories during sleep (Jin & Maren, 2015; Sigurdsson & 

Duvarci, 2015). In this thesis, disruptions to the neuronal oscillations that underlie 

the cognitive function of this circuit are investigated in a second-generation 

mouse model of familial Alzheimer’s disease (AD). The following introduction will 

discuss how the different oscillations within this circuit are generated, their 

functional role, evidence for the circuit’s disruption in AD, with particular emphasis 

on the role that interneurons play, all culminating in the proposed hypotheses for 

this research.  

 

1.1 | What are neuronal oscillations and what is their purpose? 
1.1.1 | The field potential 
Neurons use electrical signals to transfer and store information throughout the 

brain. At any given point in the brain’s extracellular space, the cumulative ongoing 

electrical activity of the surrounding neurons summates to create an electrical 

potential, measured in Volts (V) (Buzsáki, Anastassiou & Koch, 2012). This field 

potential can be recorded extracellularly at varying levels of invasiveness; from 

the scalp using an electroencephalogram (EEG) first described by Hans Berger 

in 1929 (Buzsáki & Draguhn, 2004), to the cortical surface using the subdural 

electrocorticogram (ECoG) and intracerebrally, referred to as the local field 

potential (LFP) (Buzsáki, Anastassiou & Koch, 2012). For decades, scientists 

have been able to measure extracellular changes in voltage with sub-millisecond 

precision to record the activity of large populations of neurons and relate it to 

ongoing cognitive tasks.  

 

1.1.2 | Oscillations 
In brain regions such as the cortex and hippocampus (which are the primary focus 

of this thesis), neurons can be crudely split into one of two groups; excitatory 

glutamatergic pyramidal cells (PC) that act to excite other neurons and cause 

them to fire action potentials and GABAergic (gamma aminobutyric acid) 

inhibitory interneurons, which act to supress this firing, and silence neurons. The 

activity of interneurons shapes the firing of PCs, with this interplay of excitation 

and inhibition creating waves of electrical activity called neuronal oscillations. 
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Oscillations are grouped into frequency bands, somewhat arbitrarily, ranging from 

0.5-500 Hz, with different bands having different roles within cognition (Buzsáki 

& Draguhn, 2004). Interneurons form a large heterogenous population that differ 

in their morphology, intrinsic firing properties, protein expression and the different 

PC compartments they target. The complexity of interneurons is what helps 

generate the different frequencies bands (Pelkey et al., 2017).  

 

The coordinated network synchrony produced by neuronal oscillations is thought 

to facilitate the transfer of information through connected brain regions and 

provide precise temporal windows for binding neuronal assemblies for 

information encoding, processing, storage and retrieval (Buzsáki & Draguhn, 

2004). Oscillations have been shown to be important in myriad cognitive tasks 

and for memory related processes such as spike-time-dependant-plasticity 

(STDP), that is a process involved in the strengthening and weakening of 

synapses through the precise timing of a neuron’s inputs and outputs (Caporale 

& Dan, 2008; Igarashi, 2015).  

 

1.2 | Sleep  
1.2.1 | Sleep stages and sleep state switching 
Sleep is a behaviourally conserved process throughout the animal kingdom. As 

humans, we spend a large proportion of our lives sleeping, with poor sleep 

associated with impaired cognitive process as well as both obesity and 

cardiovascular problems (Weber & Dan, 2016). The typical human sleep cycle 

lasts around 90 minutes and dynamically switches between two distinct states; 

Non-Rapid Eye Movement (NREM) and Rapid Eye Movement (REM) sleep. 

These stages can be identified using an EEG to record the changing cortical 

oscillations, an electromyogram (EMG) to measure skeletal muscle tone and 

polysomnography that combines these measures along with breathing and heart 

rate, blood oxygen levels and eye movements (Weber & Dan, 2016; Adamantidis, 

Gutierrez Herrera & Gent, 2019).  

 

The sleep cycle begins with NREM sleep, which can be further classified into 3 

different stages of increasing sleep depth. Stage 1 is the shortest of the stages 

and occurs as one starts to fall asleep; low amplitude mixed frequency oscillations 
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are present and some humans can experience myoclonic jerks. In stage 2, sleep 

begins to deepen and both K-complexes, which are large surface negative 

deflections in the LFP and spindle oscillations (11-15 Hz) are evident. In stage 3 

these oscillations are replaced with high amplitude, low frequency oscillations; 

the slow wave oscillation (SWO) (0.5-1.25 Hz) and delta oscillations (1.25-4 Hz) 

with intermittent spindle activity, also known as slow wave sleep (SWS) (Saper 

et al., 2010; Krishnan et al., 2016; Adamantidis & Lüthi, 2019). The duration of 

NREM sleep reduces across sleep cycles as well as throughout a human’s 

lifetime. Finally, the sleep cycle finishes with REM sleep, which is distinguishable 

by the presence of low amplitude, higher frequency oscillations such as theta (5-

12 Hz) and gamma (30-120 Hz) as well as ponto-geniculo-occiptal (PGO) waves 

and reduced skeletal muscle tone. The duration of REM sleep increases across 

sleep cycles and this is when dreams are predominantly experienced (Saper et 

al., 2010; Adamantidis, Gutierrez Herrera & Gent, 2019). The switching between 

these different states is under the control of several different circuits involving the 

basal forebrain, hypothalamus and areas in the brainstem and their cholinergic, 

monoaminergic, GABAergic and glutamatergic projections (Krishnan et al., 2016; 

Weber & Dan, 2016; Weber et al., 2018). There are additionally hormonal, 

circadian and astrocytic components to sleep state switching (Saper et al., 2010; 

Weber & Dan, 2016; Poskanzer & Yuste, 2016), however this is outside the scope 

of this thesis.  

 

1.2.2 | NREM Sleep 
Memory consists of three processes; encoding, consolidation and retrieval. 

Strong evidence points towards sleep in being integral to the consolidation 

process, as evidenced by both the enhancement of sleep improving memory 

(Plihal & Born, 1997) and sleep disruptions having the converse effect (Nilsson 

et al., 2005; Heuer, Kohlisch & Klein, 2005). Sleep supports the consolidation of 

both declarative and procedural memory systems that can be distinguished 

based on their reliance on the temporal lobe (e.g. hippocampus, perirhinal and 

entorhinal cortices). Declarative memory includes episodic memory involving the 

spatial context (where, what, when information) and semantic memory for facts 

and objects, both of which require the hippocampus. Procedural memories are 

distributed across multiple regions such as motor and sensory cortices and the 
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cerebellum for the learning of motor and cognitive skills, for example. Both forms 

of memory can initially interact during encoding but greater attention has been 

given to studying declarative memory (Stickgold, 2005; Diekelmann & Born, 

2010; Rasch & Born, 2013).  

 

Declarative memories are subject to the widely accepted two-stage memory 

hypothesis. This hypothesis posits that a memory is initially encoded quickly 

within hippocampal neural networks and is labile to forgetting and disruption 

before being slowly integrated within cortical structures for long-term storage 

through what is called systems consolidation (Diekelmann & Born, 2010; Rasch 

& Born, 2013). The hippocampus and the mPFC are two brain regions that have 

been extensively studied in systems consolidation, due to their role in declarative 

memory encoding and higher-order executive functions, respectively. The mPFC 

can be split into 3 sub-regions based on its afferents and efferents; the anterior 

cingulate cortex (ACC), prelimbic cortex (PL) and infralimbic cortex (IL) (Van De 

Werd et al., 2010; Riga et al., 2014) (Figure 1.2.1 A–C).  The hippocampus 

proper can also be sub-divided into the regions dentate gyrus (DG), cornu 

ammonis (CA)3, CA2, and CA1 (Figure 1.2.1 A, B, D). Systems consolidation is 

achieved through the temporal coupling of the 3 cardinal oscillations found within 

mPFC-hippocampal network; the slow wave oscillation (SWO), spindles and 

hippocampal sharp-wave ripples (SWR) (Maingret et al., 2016a). This is a 

multifaceted process for which I will begin by first describing the generation of 

these different oscillations in this circuit, then their functional interactions, 

evidence for their role in consolidation and will finish by discussing alternative 

consolidation theories.  
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Figure 1.2.1 | Anatomy of the mouse mPFC and dorsal hippocampus. The 

sub-regions of the mPFC and dorsal hippocampus have been identically 

colour-coded (shades of green) in each panel. A Drawing of a sagittal section 

of a mouse brain. Sub-regions of the mPFC (rostral) and dorsal hippocampus 

(caudal) are shaded. The black horizontal line represents the coronal section 

in panel C, the grey line represents panel D. B 3D image of the mPFC sub-

regions and dorsal hippocampus. Top right shows the orientation of the brain 

in the 3D images. Arrows further highlight orientation. C Nissl stain of a coronal 

brain section (left) with the positions of the mPFC sub-regions highlighted and 

annotated (right). D Nissl stain of a coronal brain section (left) with the dorsal 

hippocampus and its sub-regions highlighted and annotated (right). 2D images 

and drawings of the brain adapted from Allen Brain Atlas website 

(https://mouse.brain-map.org/). 3D image taken from the Brain Explorer 2 

(https://mouse.brain-map.org/static/brainexplorer).  

 

 

1.2.2.1 | Generation of the slow wave oscillation 
Following on from the work of Hans Berger, William Grey Walter was the first to 

identify delta oscillations using an EEG, with an initial frequency range of 1-4 Hz 
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(Grey Walter & Wyllie, 1936). Since then, the delta band has widened (0.5-4 Hz) 

to encompass the thalamocortical SWO (~1 Hz), characterised by Steriade and 

colleagues in a series of articles in 1993 (Steriade, Nunez & Amzica, 1993a, 

1993b; Steriade et al., 1993). There are discrepancies in the literature over the 

definition of delta oscillations; some speak of broadband delta (0.5-4 Hz) as being 

one oscillation (Sirota et al., 2003; Maingret et al., 2016a; Varela & Wilson, 2020), 

however it is important to differentiate delta (1.25-4 Hz) from the SWO (0.5-1.25 

Hz) as they both have separate mechanisms of generation (Amzica & Steriade, 

1998) and potentially different roles within memory consolidation (Kim, Gulati & 

Ganguly, 2019). Both can be viewed within the LFP during NREM sleep, but it is 

the SWO that has shown greater significance within memory consolidation and 

the mPFC-hippocampal circuit (Diekelmann & Born, 2010).  

 

Using intracellular recordings in anaesthetised cats, Steriade et al identified 

neurons in the cortex that slowly oscillated between being highly depolarised 

(with action potentials) and long-lasting hyperpolarisations. This pattern was also 

reflected in the simultaneously-recorded ECoG, with the depolarising, action 

potential firing phase of these oscillating neurons matching up with negative 

deflections in the field potential (surface EEG positive) and the long-lasting 

hyperpolarisations matching with positive deflections (surface EEG negative), 

now named Up and Down states (UDS), respectively (Steriade, Nunez & Amzica, 

1993a) (Figure 1.2.2 A). The SWO has since been identified in humans, non-

human primates, ferrets and rodents (Neske et al., 2016) and travels as a highly 

coherent wave across the cortex, moving in an anterior to posterior direction 

(Ts’o, Gilbert & Wiesel, 1986; Volgushev et al., 2006). It can be generated and 

studied ex vivo (Sanchez-Vives & McCormick, 2000; Timofeev et al., 2000) and 

in vivo under several different types of anaesthesia (Chauvette et al., 2011; 

Busche et al., 2015; Torao-Angosto et al., 2021) as well in natural sleep (Mölle 

et al., 2004; Mukovski et al., 2007), with slight differences seen to its frequency 

and rhythmicity depending on the method used (Chauvette et al., 2011; David et 

al., 2013; Torao-Angosto et al., 2021). 

 

There are several different mechanisms thought to initiate the Up states of the 

SWO; through persistently active pacemaker-like neurons, the summation of 

miniature excitatory post-synaptic potentials (mEPSPs) and through thalamic 
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input (David et al., 2013; Neske et al., 2016). Multiple lines of evidence point to 

cortical layer 5 PCs in being instrumental in these processes (Steriade & Amzica, 

1996; Chauvette, Volgushev & Timofeev, 2010; Beltramo et al., 2013). However, 

the contribution of the thalamus has previously been a source of debate. Indeed, 

thalamocortical (TC) and thalamic reticular nucleus (TRN) neurons also exhibit 

Up and Down states, with TC neurons exhibiting burst firing prior to the onset of 

the SWO in the cortex (Steriade et al., 1993; Contreras & Steriade, 1995). Both 

optogenetic (David et al., 2013; Gent et al., 2018) and electrical (Rigas & Castro-

Alamancos, 2007) stimulation of TC neurons can elicit the cortical SWO and the 

involvement of the thalamus can help explain the strong coherence of the SWO 

across distant cortical regions (Gent et al., 2018). However, the cortical SWO has 

shown to be maintained in experiments in which the cortex has been deafferented 

from the thalamus, prompting debate as to the necessity of the thalamus in 

generating the SWO (Steriade et al., 1993; Timofeev et al., 2000). On the other 

hand, in these experiments a significant time lag exists between deafferentation 

and experimentation, allowing time for compensatory mechanisms to occur. In 

fact, more recent work found that a more acute deafferentation in similar 

experiments reduced the frequency of the cortical SWO, impaired SWO 

coherence across the cortex and in some experiments abolished the SWO 

altogether (Lemieux et al., 2014). Reverse microdialysis of the Na+  channel 

blocker tetrodotoxin (TTX) into TC cells in vivo has additionally been shown to 

reduce the occurrence of the SWO and affect the duration of both UDS (David et 

al., 2013). It is therefore clear that the thalamus plays an important role in SWO 

generation and coordination (Gent et al., 2018). 

 

Additionally, a prominent feature of the SWO is the presence of fast gamma 

oscillations (30-120 Hz) nested with the SWO Up states (Steriade et al., 1996; 

Valderrama et al., 2012) (Figure 1.2.2 B). Cross-frequency coupling such as this, 

with the phase of the slower oscillation modulating the amplitude of the faster 

oscillation, named phase-amplitude coupling (PAC), is important for the 

integration of information across different spatial and temporal scales (Canolty & 

Knight, 2010). Gamma oscillations are important for information processing and 

encoding during awake cognitive tasks (see section 1.3.2) (Colgin & Moser, 

2010). A theory put forward by Destexhe and colleagues is that Up states are 

“fragments of wakefulness”, and play a role within memory consolidation during 
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NREM sleep (Destexhe et al., 2007). Indeed, there are multiple similarities 

between the SWO Up states and the neuronal patterns of activation, including 

the presence of gamma oscillations, seen during awake states (Destexhe et al., 

2007). It is therefore possible that Up states provide brief time windows in which 

neurons are kept in a depolarised state conducive to information processing and 

memory consolidation.  

 

 
Figure 1.2.2 | The cortical slow wave oscillation. A Example of the SWO as 

it appears in a depth EEG (top) and a corresponding intracellular recording of 

a pyramidal cell exhibiting Up and Down states (bottom). B Example of a 

gamma oscillation nested within a cortical SWO Up state. Figure adapted from 

(Timofeev et al., 2012). 

 

The importance of interneurons within the SWO should also be stated. 

Interneurons are extremely diverse and can be split based on their morphology, 

firing patterns, embryonic origin and by the expression of different neuropeptides 

and Ca2+-binding proteins (Pelkey et al., 2017). Fast-spiking parvalbumin (PV)-
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expressing basket cells have shown to play an important role in the maintenance 

of Up states due to their ability to balance the rapid firing of excitatory neurons 

(Haider et al., 2006). They target the cell soma and mediate inhibition through the 

fast-acting GABAA receptors, that are important in Up state maintenance (Mann, 

Kohl & Paulsen, 2009; Sanchez-Vives et al., 2010; Pelkey et al., 2017). Not only 

this, but these cells are well documented in creating gamma oscillations (Mann, 

Radcliffe & Paulsen, 2005), which are nested within SWO Up states (Steriade et 

al., 1996; Valderrama et al., 2012).  

 

Additionally, both somatostatin (SST) and neuropeptide-Y (NPY)-expressing 

interneurons are thought to be involved in the initiation of Down states. Both 

groups of neurons target the apical dendrites of layer 5 PCs that terminate within 

layer 1 (Pelkey et al., 2017; Funk et al., 2017). Evidence for layer 5 being involved 

in the initiation of Up states (Steriade & Amzica, 1996; Beltramo et al., 2013) 

therefore places these cells in an optimum position for terminating Up states. 

These interneurons are additionally known to mediate inhibition through a second 

class of inhibitory receptor; the metabotropic GABAB receptor (Craig MT, 2014; 

Urban-Ciecko, Fanselow & Barth, 2015) which has shown to be important in 

initiating Down states (Mann, Kohl & Paulsen, 2009; Craig et al., 2013). Indeed, 

layer 1 stimulation within the medial entorhinal cortex can initiate Down states 

(Mann, Kohl & Paulsen, 2009), a result that was recently discovered to be due to 

TC projections synapsing onto cortical layer 1 neurogliaform cells (Hay et al., 

2021), with both effects blocked by the antagonism of GABAB receptors. 

Furthermore, SST-expressing interneurons have been shown to increase their 

firing and Ca2+ signals towards the end of Up states (Fanselow & Connors, 2010; 

Niethard et al., 2018), with chemogenetic activation of these interneurons 

enhancing slow wave activity (Funk et al., 2017). NPY itself acts as a 

neuromodulator, enhancing both inhibitory currents arriving at the post-synaptic 

membrane, and decreasing excitatory currents (Bacci, Huguenard & Prince, 

2002). Despite the large amount of evidence for role that interneurons play in 

initiating Down states, this view is not widely accepted. Some believe that Down 

states occur solely due to intrinsic mechanisms and the activation of activity-

dependant hyperpolarising currents (Neske et al., 2016). However, Up-to-Down 

state transitions are extremely synchronous events across the cortex; NPY and 

SST-expressing interneurons are connected via gap junctions (Simon et al., 
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2005; Volgushev et al., 2006; Fanselow, Richardson & Connors, 2008; Chen et 

al., 2012), which allows widespread network hyperpolarisation, something 

intrinsic mechanisms alone could not achieve.  

 

The SWO has additionally been found in hippocampal region CA1 and nests 

hippocampal spindles and ripples within Up states similar to the cortex (Staresina 

et al., 2015; Maingret et al., 2016a), as well as displaying PC and interneuron 

phase-locked firing (Wolansky et al., 2006; Hahn, Sakmann & Mehta, 2006; 

Isomura et al., 2006). However, unlike cortical PCs, CA1 PCs do not display 

bimodal membrane potential fluctuations representing UDS (Isomura et al., 

2006), a feature that is hypothesised to be due to the lack of PC recurrent 

excitation in CA1 compared with the cortex (Tukker et al., 2020). The 

hippocampal SWO and cell spiking occurs at a time lag to the cortical SWO and 

is believed to be generated through medial entorhinal cortex (mEC) input (Hahn, 

Sakmann & Mehta, 2006; Wolansky et al., 2006; Isomura et al., 2006; Sirota et 

al., 2003). Indeed, strong excitatory current sinks can be found within stratum 

lacunosum-moleculare (Str.LM) (Wolansky et al., 2006; Isomura et al., 2006), the 

termination site of mEC layer 3 input via the temporoammonic (TA) pathway, with 

CA1 cell spiking more strongly correlated with the mEC SWO than other cortical 

regions (Hahn et al., 2012). Additionally, gamma oscillations occurring in Str.LM 

that are generated through the same pathway are also phase locked to 

hippocampal SWO Up states (Isomura et al., 2006), with similar GABAA receptor 

mediation inhibition needed for SWO generation (Xu et al., 2016). The purpose 

of the hippocampal SWO is not fully understood but is perhaps a way of grouping 

together cortical and hippocampal neural activity for systems consolidation (see 

section 1.2.2.4).  

 

Finally, the SWO can also be seen within the striatum and cerebellum and is 

influenced by cholinergic, noradrenergic and serotonergic projections originating 

from brainstem nuclei (Steriade, Amzica & Nuñez, 1993; Roš et al., 2009; 

Eschenko et al., 2012; Neske et al., 2016). However, these phenomena are 

outside the scope of this thesis and so are not discussed further, but are reviewed 

in (Neske et al., 2016).  
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1.2.2.2 | Generation of spindles 
Sleep spindles, also known as sigma oscillations, are waxing - waning oscillations 

(11-15 Hz) that typically last between 0.5-2 seconds and are found in both stage 

2 and 3 of NREM sleep (Lüthi, 2014) (Figure 1.2.3 A). In humans, two distinct 

spindle events have been identified; slow spindles (~12 Hz) that can be found in 

more frontal cortices and faster spindles (~14 Hz), found in parietal cortices 

(Mölle et al., 2011; Rasch & Born, 2013). Regardless of type, they are both 

generated through thalamocortical networks comprising interneurons of the TRN, 

excitatory TC projections of the thalamic nuclei and reciprocal excitatory 

corticothalamic (CT) projections. During some of the first recordings of TC cells, 

inhibitory post-synaptic potentials (IPSPs) were found that occurred in phase with 

spindles (Rasch & Born, 2013; Contreras & Steriade, 1996) and were later 

attributed to inputs from the interneurons of the TRN (Fuentealba & Steriade, 

2005) (Figure 1.2.3 B). The TRN forms a thin envelope around the thalamic 

nuclei and contains non-overlapping populations of PV- and SST-expressing 

interneurons that differ both in projection patterns to the different thalamic nuclei 

across the rostral-caudal extent, and in functional role (Clemente-Perez et al., 

2017a; Vantomme et al., 2019). In fact, the IPSPs arriving at TC cells during 

spindles cease when lesioned from the TRN, indicating that this structure is 

crucial to spindle generation (Steriade et al., 1985).  

 

During spindle activity, PV-expressing interneurons burst-discharge through the 

action of T-type Ca2+ channels (Clemente-Perez et al., 2017a); channels that are 

de-inactivated at slightly hyperpolarised membrane potentials. These 

hyperpolarised membrane potentials are achieved, in part, by the reduced 

cholinergic tone onto TRN interneurons that occurs during NREM sleep (Saper 

et al., 2010). Importantly, this hyperpolarisation and subsequent burst-

discharging occurs through CT projections to the dendrites of TRN PV-

expressing interneurons and is mediated through the fast-acting a-amino-3-

hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors (Fuentealba & 

Steriade, 2005; Gardner, Hughes & Jones, 2013). Hyperpolarisation through an 

excitatory pathway is thought to be achieved by second messenger systems that 

activate GABAB receptors and inwardly rectifying K+ channels (Fuentealba, 

Timofeev & Steriade, 2004). PV-expressing interneurons are therefore pivotal in 
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the generation of spindles, further shown by optogenetic activation of these cells 

being sufficient to induce spindle activity (Clemente-Perez et al., 2017a; 

Latchoumane et al., 2017). The firing of PV-interneurons then propagates along 

the TRN via connexin-36 gap junctions (Cruikshank et al., 2005) which in turn 

inhibit the TC cells of the thalamic nuclei through both synaptic GABAA and extra-

synaptic GABAB receptors (Beenhakker & Huguenard, 2009). The burst-firing of 

the TRN interneurons is sustained through the excitatory, T-type Ca2+ channel 

mediated rebound burst-discharging of TC cells back to TRN interneurons and 

through the activation of Ca2+-dependant small-conductance type 2 K+ channels 

that hyperpolarise the neuron (Lüthi, 2014) (Figure 1.2.3 C). 

 

The rebound burst-firing of TC cells also sends excitatory volleys to both 

interneurons and PCs of the deep layers of prefrontal and sensory cortices that 

quickly propagate to the superficial layers (Peyrache et al., 2011). This 

entrainment of larger cortical cell populations likely creates the waxing part of the 

spindle (Lüthi, 2014). Finally, spindles are terminated through several different 

synaptic and intrinsic mechanisms. Asynchronous CT firing onto TRN 

interneurons has shown to be important in terminating the rhythmic burst-

discharges (Bonjean et al., 2011; Gardner, Hughes & Jones, 2013) as well as 

lateral inhibition from neighbouring interneurons (Beenhakker & Huguenard, 

2009). Additionally, the increased Ca2+ entry in TC cells during burst-discharging 

activates Ca2+-sensitive adenylate cyclases, leading to the synthesis of cyclic 

adenosine monophosphate (cAMP) which in turn activates hyperpolarisation-

activated cation-nonselective (HCN) channels, depolarising the neuron to a point 

where IPSP-induced burst firing is ceased (Lüthi & McCormick, 1999). This 

cessation of the reciprocal input back to the TRN along with Ca2+ sequestration 

and the recruitment of Na+-dependant-K+ channels in TRN interneurons helps 

terminate the spindle event (Coulon, Budde & Pape, 2012).  
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Figure 1.2.3 | Thalamocortical sleep spindle generation. A Examples of raw 

and filtered traces showing a cortical spindle event. B IPSP-mediate rebound 

bust-discharges of a TC neuron during spindle activity. The generated 

excitatory volleys are then sent to PCs and interneurons in the cortex, denoted 

by the black arrow going from B to A. C Burst-discharging of TRN interneurons 

during spindle activity. TRN burst-discharging in turn inhibits TC neurons, 

causing the IPSP-mediate rebound bust-discharges, denoted by the black bar 

going from C to B. TRN burst-discharging is, in part, initiated and terminated 

through CT input, denoted by the black arrow going from A to C, and is 

sustained, in part, through TC projections, denoted by the black arrowing going 

from B to C. Figure adapted from (Lüthi, 2014). 

 

Although less characterised than neocortical spindles, spindle events can also 

be identified in the CA1 subfield of the hippocampus during NREM sleep in both 

humans (Staresina et al., 2015; Ngo, Fell & Staresina, 2020) and rodents 

(Sullivan et al., 2014; Latchoumane et al., 2017). Hippocampal spindles are 

thought to be created by similar mechanisms to neocortical spindles, as the 

optogenetic stimulation of TRN PV-expressing interneurons can elicit spindles in 
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both regions (Latchoumane et al., 2017). However, it is unclear how spindles 

reach the hippocampus. Strong current sinks are seen within CA1 Str.LM during 

spindle activity (Sullivan et al., 2014), implicating two possible pathways; thalamic 

nucleus reuniens (NRe) input to Str.LM or via the mEC. I believe that a stronger 

case can be made for mEC input. Hippocampal spindles show strong coherence 

with those found in the mEC (Sullivan et al., 2014) and, similar to neocortical 

spindles, are found nested within the hippocampal SWO (Staresina et al., 2015), 

which, as discussed previously, reaches the hippocampus through the mEC. 

Additionally, the NRe has shown to synapse onto neurogliaform interneurons 

located in Str.LM (Chittajallu et al., 2017), potentially negating the possibility of 

creating the strong excitatory current sinks located in Str.LM that are associated 

with spindles. What is not clear is how the mEC receives this information to send 

to the hippocampus. It is possible that the mEC receives information through NRe 

input, as this brain region has been shown to be critical in mPFC – hippocampal 

communication (Contreras et al., 1996; Dolleman-Van Der Weel et al., 2019). 

 

1.2.2.3 | Generation of sharp-wave ripples 
Sharp-waves (SPW) and associated ripples (SWR) can be seen in the 

hippocampus during NREM sleep, immobility and consummatory behaviours 

such as eating and drinking (Buzsáki, Lai-Wo S. & Vanderwolf, 1983; Buzsáki, 

1986), and are known to play an important role in memory consolidation 

(Sawangjit et al., 2018) (see section 1.2.2.4). They have been identified in 

humans, non-human primates and rodents, both ex vivo and in vivo and there is 

evidence for them also occurring within the wider hippocampal formation 

(Adamantidis, Gutierrez Herrera & Gent, 2019). SPWs are irregularly occurring 

events that are created through the synchronous bursting of CA3 PCs synapsing 

onto the apical dendrites of CA1 PCs through the Schaffer collateral pathway 

(Ylinen et al., 1995; Csicsvari et al., 2000) (Figure 1.2.4 A). This therefore creates 

large amplitude, negative deflections (40-100 ms duration) viewed in the LFP of 

stratum radiatum (Str.R) (sink) and upwards deflections in stratum pyramidale 

(Str.P) (source) (Ylinen et al., 1995). These SPWs are associated with, but do 

not always cooccur with ripple oscillations (130-250 Hz) in Str.P (Buzsaki et al., 

1992; Buzsáki, 2015) (Figure 1.2.4 B).  
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Ripples are one of the most synchronous oscillatory events in the brain and 

require a delicate balance between excitation and inhibition, mediated through 

the firing of CA1 PCs and PV-expressing basket cells (Ylinen et al., 1995; 

Klausberger et al., 2003; Schlingloff et al., 2014). Oriens-lacunosum moleculare 

(OLM) and axo-axonic interneurons have additionally shown to fire prior to ripples 

onset but are not necessary for ripple generation (Klausberger et al., 2003; 

Pangalos et al., 2013). CA1 PCs fire first in the trough of the ripple cycle (Buzsaki 

et al., 1992; Ylinen et al., 1995; Schlingloff et al., 2014; Stark et al., 2014) and 

basket cells follow (Schlingloff et al., 2014; Stark et al., 2014). Very few PCs are 

required for the generation of ripples (Stark et al., 2014) and they fire in a similar 

sequence seen during initial encoding of experience (Nádasdy et al., 1999; 

Foster & Wilson, 2006; Diba & Buzsáki, 2007), giving these oscillations their 

proposed role in “replaying” information for sequential long-term consolidation 

(see section 1.2.2.4).  

 

PCs have been described as a “precondition” and basket cells as “necessary 

condition” for ripple generation (Stark et al., 2014). Indeed, optogenetic 

depolarisation of PCs in CA1 is enough to initiate ripple events that can be 

blocked by either increasing inhibitory tone onto the PCs (Stark et al., 2014) or 

though chemogenetic hyperpolarisation of the neuron (Ognjanovski et al., 2017). 

While the optogenetic inhibition of CA1 PV-expressing basket cells has no effect 

upon ripple occurrence (Gan et al., 2017; Xia et al., 2017). However, CA1 PV-

expressing basket cells are highly phase-locked to the ripple oscillation 

(Klausberger et al., 2003; Gan et al., 2017) with their optogenetic inhibition 

impairing the spike-timing of both basket cells and PCs to the ripple as well as 

disrupting ripple dynamics (Gan et al., 2017; Ognjanovski et al., 2017). Basket 

cells are reciprocally connected (Fukuda & Kosaka, 2000) and it is this 

interneuron-interneuron interaction that is thought to be the pacemaker of the 

oscillation (Stark et al., 2014; Schlingloff et al., 2014). 

 

CA1 SWRs are generated through excitatory CA3 input (Ylinen et al., 1995; 

Csicsvari et al., 2000; Nakashiba et al., 2009). Excitatory drive from CA3 to CA1 

during SWRs occurs through the recruitment of only a few CA3 PCs. It is these 

neurons that are thought to participate in routing information from CA3 to CA1 

during SWRs (Buzsáki, 1986; Csicsvari et al., 2000; Ylinen et al., 1995) for 
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sequential dissemination to cortical structures for long-term storage (see section 
1.2.2.4) (Figure 1.2.4 A). They are selectively ‘chosen’ through the action of 

basket cells (Schlingloff et al., 2014); at the start of a SPW, CA3 PCs show a brief 

hyperpolarising current followed by a strong excitatory rebound (Ellender et al., 

2010). Additionally, in contrast to CA1, ripples can be generated in CA3 through 

optogenetic activation of PV-expressing interneurons (Schlingloff et al., 2014). 

What initiates CA3 SWR activity is still unknown, but given their strong temporal 

communication with the cortical SWO (Mölle et al., 2006) and that the SWO can 

also be detected in the hippocampus (Wolansky et al., 2006), a case can be made 

for a cortical influence.  

 

 
Figure 1.2.4 | Generation of hippocampal sharp-wave ripples. A The image 

below depicts the anatomy of the hippocampus, with the arrow highlighting the 

Shaffer collateral pathway. The expanded image above more specifically 

illustrates the excitatory projections of Schaffer collateral efferents synapsing 

onto the dendrites of CA1 PCs and interneurons. B These excitatory inputs 

generate a sharp-wave, viewed in Str.R, and an associated ripple oscillation, 

viewed in Str.P. Figure adapted from (Girardeau & Zugaro, 2011). 
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1.2.2.4 | The mPFC-hippocampal circuit and its role within systems 

consolidation 
During NREM sleep the SWO, spindles and SWRs within the mPFC-hippocampal 

circuit have been shown to be important for systems consolidation, both 

individually and through their temporal communication. Evidence from both 

humans and rodents show that declarative memory tasks such as word-pair and 

odour-reward learning enhance slow wave activity (SWA) by increasing the size 

and duration of the SWO UDS (Mölle et al., 2009) and well as the coherence of 

the SWO across cortical regions (Mölle et al., 2004). Indeed, potentiating the 

SWO using transcranial direct current stimulation (tDCS) can enhance SWA and 

improve performance in declarative memory tasks in both humans (Marshall et 

al., 2006; Westerberg et al., 2015) and rodents (Binder et al., 2014). The SWO 

can achieve this memory-enhancing effect both alone and through the coupling 

of faster oscillations. Stimulating TC neurons at the neuronal firing frequency of 

the SWO can induce long-term potentiation (LTP) within post-synaptic neurons 

(Chauvette, Seigneur & Timofeev, 2012), with gamma oscillations nested within 

SWO Up states being able to induce plasticity-related changes (Igarashi, 2015). 

Additionally, the SWO provides a temporal framework for the nesting of spindles 

and ripples within its Up states (Mölle et al., 2006) (Figure 1.2.5 B). Moreover, 

during post-encoding sleep and tDCS-induced SWA, the power and nesting of 

both spindles and SWRs increases (Mölle et al., 2009), indicating the importance 

of cardinal oscillator coupling for systems consolidation. 

 

Both the power and number of spindles increase during post-encoding sleep of 

declarative memory tasks in humans and rodents, with a positive linear 

relationship existing between the number of spindle events and memory 

performance (Mölle et al., 2004; Marshall et al., 2006; Mölle et al., 2009). In stage 

3 NREM sleep, spindles are found nested within the beginning of SWO Up states 

(Contreras & Steriade, 1996; Mölle et al., 2002, 2006) (Figure 1.2.5 A-B). Both 

spindles and Up states are initiated by similar TC feedback loops (Peyrache et 

al., 2011; David et al., 2013; Gent et al., 2018), perhaps explaining the precise 

timing of spindles at the start of Up states. In fact, the optogenetic activation of 

TRN PV-expressing interneurons at spindle frequency can generate both cortical 

spindles and Up states (Latchoumane et al., 2017). TC cells receive strong 
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inhibitory currents from the TRN that cause them to fire rebound-burst spikes and 

generate Up states (Steriade et al., 1993; Contreras & Steriade, 1995) and 

spindles (Peyrache et al., 2011). A necessary requirement for the generation of 

spindles and TRN-mediated inhibition is CT input (Fuentealba & Steriade, 2005; 

Gardner, Hughes & Jones, 2013). It can therefore be postulated that shortly after 

Up states are initiated, the returned excitatory CT volleys to the TRN acts as a 

signal for the initiation of spindles.  

 

Spindles reach the mPFC through mediodorsal (MD) thalamic input (Delevich et 

al., 2015; Varela & Wilson, 2020) (Figure 1.2.5 C). Fast-spiking PV-expressing 

interneurons and PCs in the mPFC increase their firing rates during spindles, 

which are phase-locked to the spindle oscillation (Hartwich, Pollak & Klausberger, 

2009; Peyrache et al., 2011), with PC firing rate found to induce LTP (Rosanova 

& Ulrich, 2005). Additionally, it is thought that TC input during spindles selectively 

‘picks’ which neurons are to be involved in systems consolidation (Ribeiro et al., 

2007). PCs increase their intracellular Ca2+ during spindle activity that is thought 

to prime the neuron for plasticity related changes (Niethard et al., 2018), with PV-

expressing interneurons targeting the soma to preserve Ca2+ levels within the 

dendrites, ready for information to be transmitted from the hippocampus during 

SWRs (Sjöström et al., 2008; Delevich et al., 2015). 

 

SWRs occur shortly after spindles and are found nested in the SWO just before 

the Up-Down transition (Mölle et al., 2006) (Figure 1.2.5 A-B). Ripples are 

thought to “replay our experiences”, as evidenced by studies that found that the 

order of neuronal spiking of place cells repeats itself during a ripple event (Wilson 

M, 1994; Nádasdy et al., 1999; Foster & Wilson, 2006; Diba & Buzsáki, 2007). 

Indeed, blocking the generation of ripples impairs both hippocampal (Girardeau 

et al., 2009) and non-hippocampal memories (Sawangjit et al., 2018). This 

“replay” of prior encoded information is transmitted to the mPFC, most likely 

through dorsal subiculum (Nitzan et al., 2020), with multi-unit activity (MUA) 

within all 3 sub-regions of the mPFC time-locking to the hippocampal ripple event 

(Wierzynski et al., 2009a; Dong, Wang & Ikemoto, 2016). During ripples, these 

excitatory projections synapse on to the dendrites of PCs that have been primed 

with increased intracellular Ca2+ during spindles and this is where plasticity 

related changes occur (Sjöström et al., 2008). High frequency oscillations such 
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as ripples are the optimum frequency for inducing LTP of synapses and the 

inhibitory currents that shape the firing of PCs make ripples conducive for spike-

time dependant plasticity (Buzsáki, Haas & Anderson, 1987; King et al., 1999). It 

is this coupling between spindles and ripples that is thought to be the driver of 

systems consolidation (Siapas & Wilson, 1998; Clemens et al., 2007; Xia et al., 

2017) with an increase in spindle-ripple coupling being observed during post-

learning sleep of hippocampal-dependant memory tasks (Mölle et al., 2009). It is 

then after the ripple event that the SWO Down state occurs and the cycle repeats 

itself (Mölle et al., 2006) (Figure 1.2.5 B). 

 

An open question is how the hippocampus initiates SWRs that are time-locked to 

both the cortical SWO and spindles. One theory is that spindles play a role in this 

signalling process (Latchoumane et al., 2017). Indeed, coupling between mPFC 

and hippocampal spindles is found to occur during SWRs, with spindles in the 

mPFC occurring first and ripples being nested with the hippocampal spindle 

troughs (Latchoumane et al., 2017; Ngo, Fell & Staresina, 2020). Additionally, 

optogenetic activation of PV-expressing interneurons within the TRN at spindle 

frequency can create hippocampal spindle-ripple coupling, providing strong 

evidence for the role of spindles in this signalling process (Latchoumane et al., 

2017). However, as discussed in section 1.2.2.2, strong excitatory current sinks 

seen in CA1 Str.LM during spindles (Sullivan et al., 2014) indicate direct mEC 

input (Figure 1.2.5 C). SWRs are generated though the Schaffer-collateral 

pathway, therefore mEC input generating spindles bypasses this circuit, negating 

the possibility that CA1 spindles initiate ripples. Whether spindles are also seen 

in CA3 however remains to be seen.  

 

A second theory is that the SWO initiates SWRs. Similar to the cortical SWO, the 

CA1 SWO nests spindles and ripples within its Up states (Ngo, Fell & Staresina, 

2020). As discussed in section 1.2.2.1, the SWO most likely reaches CA1 

through the mEC, as evidenced by the strong excitatory current sinks within 

Str.LM (Isomura et al., 2006). Similar to spindles, this bypasses the Schaffer-

collateral pathway. However, PCs within the DG and CA3 exhibit time-locked 

firing to the cortical SWO (Hahn, Sakmann & Mehta, 2007) and receive mEC 

input through the perforant pathway, suggesting that it is the SWO that modulates 

hippocampal activity and provides this precise temporal framework to facilitate 
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systems consolidation. This is further backed-up by a computational study that 

found mEC input to CA3 during the SWO generated CA1 SWRs (Taxidis et al., 

2013). Evidence for the TRN optogenetically-evoked hippocampal spindle-ripple 

complexes can potentially be explained by thalamic NRe input to mEC 

(Dolleman-van der Weel, Lopes da Silva & Witter, 2017; Hauer, Pagliardini & 

Dickson, 2019) generating Up states similar to the mPFC, although this has not 

been directly tested (Latchoumane et al., 2017) (Figure 1.2.5 C). The role of 

hippocampal spindles therefore still remains unknown. One yet untested 

hypothesis is that they play a similar role to cortical spindles in synaptic plasticity. 

 

Taken together, a circuit is created that begins with thalamic induction of mPFC 

Up sates, recurrent CT excitatory feedback initiating spindles, propagation of the 

SWO through the NRe to the mEC (Dolleman-van der Weel, Lopes da Silva & 

Witter, 2017; Hauer, Pagliardini & Dickson, 2019; Varela & Wilson, 2020) and on 

to CA3, initiating SWRs within CA1 and the “replay” of experience-induced 

neuronal activity, with information being sent to the mPFC for long-term 

consolidation before a Down state occurs (Figure 1.2.5 A-C).  
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Figure 1.2.5 | The mPFC-hippocampal circuit during systems 
consolidation. A Overview of the circuit during systems consolidation. The 

SWO in the mPFC nests cortical spindles and hippocampal SWRs. Brain 

regions thought to communicate through the NRe. Scale bar: 1 s. B An example 

of all 3 cardinal oscillations and their temporal coupling during systems 

consolidation. Scale bar: 400 ms. C Schematic depicts the circuitry underlying 

systems consolidation as it currently stands in the literature, that is described 

in this chapter. Arrows point in the direction of information flow. Note, the 

schematic is not a full representation of the anatomical connections of this 

circuit, as some regions are interconnected, but highlights the direction of the 

flow of information during systems consolidation. Drawing of the brain is traced 

from an image found on the Allen Brain Atlas website (https://mouse.brain-

map.org/). Example oscillations are taken from experiments conducted in 

sections 4 and 5. mPFC = medial prefrontal cortex, MD = mediodorsal 
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thalamus, NRe = nucleus reuniens, TRN = thalamic reticular nucleus, dHPC = 

dorsal hippocampus, dSub = dorsal subiculum, EC = entorhinal cortex.  

 

1.2.2.5 | Alternate theories to systems consolidation 
An opposing view to systems consolidation is one in which the SWO actively 

downscales synapses rather than potentiates them, called the synaptic 

homeostasis hypothesis (SHY) (Tononi & Cirelli, 2006; Diekelmann & Born, 

2010). This hypothesis proposes that synapses that are weakly potentiated 

during encoding are actively downscaled, whereas strongly potentiated synapses 

are spared, increasing the signal:noise ratio (Tononi & Cirelli, 2006; Rasch & 

Born, 2013). Indeed, the frequency of the SWO (1 Hz) favours long-term 

depression (LTD) (Kemp & Bashir, 2001). However, stimulating thalamocortical 

networks at the neuronal firing frequency found during the SWO induces LTP 

(Chauvette, Seigneur & Timofeev, 2012) and the presence of both spindles and 

ripples also supports synaptic potentiation (Buzsáki, Haas & Anderson, 1987; 

King et al., 1999; Rosanova & Ulrich, 2005). Additionally, the SHY hypothesis 

doesn’t account for the sleep associated increase in plasticity related immediate 

early genes (IEG) (Seibt et al., 2012). However, although there is greater 

evidence for systems consolidation over synaptic downscaling, the two may not 

be mutually exclusive (Tononi & Cirelli, 2006; González-Rueda et al., 2018). 

 

1.2.3 | REM sleep 
REM sleep follows NREM and is identified by the presence of rapid eye 

movements, skeletal muscle atonia, both theta (5-12 Hz) and gamma (30-120 

Hz) oscillations in thalamocortical, hippocampal and amygdalar circuits as well 

as PGO waves arising from the brainstem (Diekelmann & Born, 2010; Rasch & 

Born, 2013). Like NREM sleep, there is evidence for REM sleep playing a role in 

the consolidation of both declarative (Boyce et al., 2016) and procedural 

memories (Rasch & Born, 2013). Whereas NREM sleep has been identified as 

important for the reorganisation of memories within cortical networks and 

systems consolidation, REM sleep appears to have a sequential role in synaptic 

consolidation and the strengthening of newly formed synapses (Diekelmann & 

Born, 2010). During REM sleep, synapses associated with prior learning are 

pruned and maintained (Li et al., 2017) and there is an upregulation of plasticity-
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related IEGs (Ribeiro et al., 2002, 2007; Seibt et al., 2012) that is dependent on 

the increase cholinergic tone found during REM sleep (Teber et al., 2004; 

Diekelmann & Born, 2010). Furthermore, a link has also been found between the 

amplitude of cortical sleep spindles during NREM sleep and the expression of 

IEGs during REM sleep, suggesting that spindles prime the relevant synapses 

involved in systems consolidation for subsequent synaptic consolidation (Ribeiro 

et al., 2007). Collectively, this points towards complementary roles of NREM and 

REM sleep in memory consolidation.  

 

1.3 | Awake oscillations 
1.3.1 | Theta oscillation generation and function 
The hippocampus plays crucial roles in episodic memory and spatial navigation 

and integrates spatial and non-spatial information arising from multiple brain 

regions (Drieu & Zugaro, 2019). In the rodent hippocampus, the theta oscillation 

dominates during both awake behaviour and REM sleep and spans a range of 

frequencies from 4-12 Hz (Buzsáki, 2002) (Figure 1.3.1 B, C). In humans, 

however, an identical theta oscillation has not been found, instead delta (1-4 Hz) 

and alpha (8-12 Hz) oscillations are present that are more transient, with the latter 

encompassing the higher bounds of rodent theta (Buzsáki, Logothetis & Singer, 

2013; Lever et al., 2014). Two different forms of rodent hippocampal theta exist; 

type I that is atropine-resistant (resistant to muscarinic acetylcholine receptor 

antagonists) and found during locomotion and type II, that is atropine-sensitive 

and more prominent during immobility and under different types of anaesthesia 

(Buzsáki, 2002).  

 

The medial septum-diagonal band of Broca (MS-DBB) and its cholinergic, 

glutamatergic and GABAergic projections are crucial in theta generation, with 

lesions to this area impairing theta (Buzsáki, 2002) as well as spatial navigation 

(Brioni et al., 1990). Cholinergic inputs synapsing on Str.LM of CA1 have a 

modulatory role in theta generation, as their optogenetic activation can increase 

theta power but exert no effect upon frequency (Vandecasteele et al., 2014). 

Instead, it is inhibition from MS-DBB GABAergic projections synapsing onto CA1 

interneurons that generates the theta oscillation (Freund & Antal, 1988; Simon et 

al., 2006; Hangya et al., 2009). Several different interneuron subtypes have been 
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shown to fire preferentially at different phases of the theta cycle; SST-expressing 

OLM cells and PV-expressing axo-axonic and basket cells (Klausberger et al., 

2003). Indeed, the optogenetic inactivation of PV-expressing interneurons can 

prevent the creation of theta and conversely their activation generates theta, with 

PC firing closely following (Amilhon et al., 2015). The glutamatergic projections 

play a role in locomotion velocity, and the increase in CA1 theta power and 

frequency that accompanies increased locomotion velocity (McFarland, 

Teitelbaum & Hedges, 1975; Fuhrmann et al., 2015). Additionally, multiple CA1 

theta rhythm generators have been identified that also receive input from the MS-

DBB, such as mEC and CA3, that preferentially couple to CA1 theta during 

memory encoding and retrieval, respectively (Buzsáki, 2002; Zhang et al., 2019; 

López-Madrona et al., 2020). 

 

One of the roles of theta is to bind anatomically-connected brain regions for 

information processing and transfer, achieved by its slow frequency facilitating 

long conduction delays (Colgin & Moser, 2010). This coupling is behaviour-

dependant, for example, coupling between the hippocampus and mEC facilitates 

episodic and spatial memory (Colgin & Moser, 2010) whereas hippocampal 

coupling to the amygdala is important for emotional memory (Seidenbecher et 

al., 2003). Theta coherence between CA1 and the mPFC has also been shown 

to be important for the integration of spatial information with executive decision 

making (Jones & Wilson, 2005), with theta coherence increasing when mice 

reach a choice point in a Y-maze task (Liu et al., 2018). This coherence is led by 

the hippocampus, with mPFC unit spiking phase-locked to the hippocampal theta 

oscillation, signalling a transfer of spatial information from the hippocampus to 

the mPFC for executive control (Jones & Wilson, 2005; Liu et al., 2018). Theta 

coherence and spike phase-locking between these regions is reduced when 

animals make an error in these choice trials (Jones & Wilson, 2005), further 

demonstrating their role in spatial working memory. Finally, another function of 

the theta oscillation is to help bind neuronal firing into distinct cell assemblies,  

providing temporal windows for STDP and segregating information to prevent 

interference (Buzsáki, 2002). This is, in part, aided by a second oscillation: 

gamma. 

 

 



 
 

42 

1.3.2 | Gamma oscillation generation and function 
Gamma oscillations group the firing of neurons into distinct cell assemblies with 

temporal precision, for the encoding and retrieval of information (Colgin & Moser, 

2010; Buzsaki & Wang, 2012). Gamma oscillations are thought to be important 

in working memory (Lisman, 2010) and can be found throughout the cortex and 

hippocampal formation (Chrobak & Buzsáki, 1998; Sirota et al., 2008; Colgin & 

Moser, 2010). Three different gamma oscillation frequency bands exist; slow (30-

50 Hz), mid (50-90 Hz) and high/epsilon (90-150 Hz) (Tort et al., 2008; Belluscio 

et al., 2012), with the latter also named a high frequency oscillation (HFO) (Tort 

et al., 2013). Within hippocampal region CA1, the frequency bands are created 

through different gamma oscillation generators, although an intrinsic CA1 gamma 

oscillation has been identified ex vivo (Craig & McBain, 2015). Slow gamma 

displays strong excitatory current sinks within Str.R, the termination site of the 

Schaffer-collateral pathway, and is highly coherent with CA3 slow gamma, 

whereas mid gamma is generated through mEC layer 3 input synapsing onto 

Str.LM via the TA pathway, with mid gamma being highly coherent between these 

regions (Colgin et al., 2009; Colgin & Moser, 2010) (Figure 1.3.1 A-C). Both 

oscillations are thought to have different functions; slow gamma is thought to play 

a role in memory retrieval whereas mid gamma is important in memory encoding 

(Colgin et al., 2009). HFO can be found both within the cortex and hippocampus, 

with strong excitatory current sinks found in the superficial stratum oriens (Str.O) 

layer of CA1. A lot less is known about these oscillations but it is thought that they 

too play a role in memory processing (Tort et al., 2008, 2013).  

 

There are two different models of gamma oscillation generation; through the 

reciprocal activation of interneurons (interneuron network gamma, or ING model) 

or through connected interneurons and PCs (pyramidal-interneuron network 

gamma, or PING model)(Whittington et al., 2000). In the first model, PC firing is 

temporally-modulated by interneurons without playing a role in synchronisation 

and in the second, the activation of interneurons by PCs causes feedback 

inhibition, recruiting and inhibiting neurons into ensembles (Mann, Radcliffe & 

Paulsen, 2005). In both models, PV-expressing interneurons are crucial for 

gamma generation and pace the activity of PCs (Mann, Radcliffe & Paulsen, 

2005; Sohal et al., 2009b). The spiking of perisomatic-targeting interneurons is 
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phase-locked to the gamma oscillation, such as fast-spiking basket cells and axo-

axonic cells (Hájos et al., 2004; Mann, Radcliffe & Paulsen, 2005; Hájos & 

Paulsen, 2009; Craig & McBain, 2015) and to a lesser extent, SST-expressing, 

dendritic targeting interneurons such as OLM cells (Hájos et al., 2004; Mann, 

Radcliffe & Paulsen, 2005). Recently, it was found that the optogenetic inhibition 

of SST-expressing interneurons could reduce the power of the slow gamma 

oscillation ex vivo, with their optogenetic activation being able to induce gamma 

(Antonoudiou et al., 2020).  

 

1.3.3 | Theta-gamma coupling  
Phase-amplitude coupling (PAC) is the most well studied mode of cross-

frequency coupling in which the phase of a slower oscillation modulates the 

amplitude of a faster oscillation (Canolty & Knight, 2010). Theta-gamma PAC has 

been identified across the hippocampal formation and neocortex in both rodents 

and humans and is a phenomenon that binds the firing of neurons across spatial 

and temporal scales for information transfer and processing (Lisman & Jensen, 

2013). While theta oscillations route information flow and bind neuronal 

ensembles, the frequency of gamma oscillations, particularly mid gamma, makes 

them ideally suited for encoding information and STDP (Igarashi, 2015).  

 

Multiple synaptic pathways converge onto hippocampal CA1, such as the mEC 

and CA3 that generate both theta (Buzsáki, 2002) as well as mid and low gamma 

oscillations (Scheffer-Teixeira et al., 2012), respectively (Figure 1.3.1 A). 

Different gamma oscillations couple to different phases of the theta cycle and 

contribute to different aspects of cognition (Tort et al., 2008; Scheffer-Teixeira et 

al., 2012; Amemiya & Redish, 2018; Lopes-dos-Santos et al., 2018) (Figure 1.3.1 
A-D). Recently, this discovery was updated; not only do CA3 and the mEC create 

different frequencies of gamma oscillation, but also different theta frameworks 

that couple preferentially to their respective gamma oscillation (Zhang et al., 

2019). Gamma oscillations were additionally shown to precede the onset of PAC, 

with higher PAC corresponding to stronger theta coupling between regions, 

suggesting it is the local gamma oscillations that initiate theta coherence between 

regions, for routing information flow (López-Madrona et al., 2020). These different 

frameworks allow information to be segregated, preventing interference, while 
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also providing a mechanism of integration; different theta frameworks couple 

together during behavioural tasks that require the combination of past 

experiences (CA3) with current spatial information (mEC) (Zhang et al., 2019; 

López-Madrona et al., 2020) (Figure 1.3.1 D).  

 

Theta-gamma coupling has shown to be a marker of cognitive performance; the 

strength of coupling within the hippocampus predicts the success of spatial 

memory retrieval in a radial-arm water maze (Shirvalkar, Rapp & Shapiro, 2010) 

as well as the success of discriminating reward and non-reward in a context-

dependant task (Tort et al., 2009). Interestingly, in this task the strength of theta 

coupling to low gamma within CA3 increased across consecutive training days 

(Tort et al., 2009). In humans, cortical theta-gamma coupling occurred while 

memorising random words (Schack et al., 2002) and it is thought that the limited 

number of gamma cycles within a theta cycle reflects the capacity for short-term 

memory storage such as this (Lisman, 2010). Additionally, an increase in 

hippocampal theta-gamma coupling is observed during a correct decision in a T-

maze task (Tort et al., 2008), that is attributed to theta coherence between the 

hippocampus and mPFC, with hippocampal theta additionally modulating mPFC 

gamma (Sirota et al., 2008; Tamura et al., 2017).  
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Figure 1.3.1 | Hippocampal theta and gamma oscillations and their 
coupling. A Image depicts theta hippocampal theta-generating inputs arising 

from the MS-DBB and the different gamma oscillation generators; CA3 (slow) 

and mEC (fast). B Above signal shows a theta oscillation coupled to a slow 

gamma oscillation. Below is graph showing peak theta and slow gamma 

coherence between CA3 and CA1. C Above signal shows a theta oscillation 

coupled to a fast gamma oscillation. Below is graph showing peak theta and 

fast gamma coherence between the mEC and CA1. D Drawing is an example 

of slow and fast gamma oscillations coupling to different phases of the CA1 

theta cycle. Figure adapted from (Colgin & Moser, 2010; Nuñez & Buño, 2021). 
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1.4 | Alzheimer’s disease  
1.4.1 | Introduction to Alzheimer’s disease 
Alzheimer’s disease (AD) is a progressive neurodegenerative disorder that 

impairs cognition and memory and is the leading cause of dementia worldwide. 

In the brains of patients with AD, Alois Alzheimer (1907) first described the 

presence of extracellular senile plaques and intracellular neurofibrillary tangles 

(NFTs), made by the aggregation of amyloid-b (Ab) proteins and 

hyperphosphorylated microtubule-associate protein tau (tau), respectively 

(Duyckaerts, Delatour & Potier, 2009) (Figure 1.4.1 A-B). Since then, the 

pathology of AD has extended to include astrogliosis, synaptic dystrophy, 

neuronal loss and changes to the brain’s vasculature (De Strooper & Karran, 

2016; Long & Holtzman, 2019). The majority of AD cases occur in patients over 

the age of 65, named late-onset AD (LOAD), with <5% of patients developing the 

disease before this age; early-onset AD (EOAD).  Around 1% of AD cases arise 

due to an inherited autosomal dominant mutation whereas most patients develop 

the disease through a variety of different environmental and lifestyle factors. 

Those with familial AD tend to present symptoms early on, although LOAD also 

has a genetic component (Long & Holtzman, 2019; De Strooper & Karran, 2016). 

The familial mutations associated with AD have been harnessed to generate 

rodent models for the study of the disease (Sasaguri et al., 2017). Most AD 

research focusses on mutations that either lead to the development of plaques 

(amyloidopathy) or NFTs (tauopathy), with the research outlined in this thesis 

focussing on the former. Therefore, I will focus on discussing research that 

pertains to the pathophysiology of amyloidopathy.  
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Figure 1.4.1 | Images of extracellular Ab plaques and intracellular NFTs. 

A Arrowheads point towards example of diffuse deposits of Ab into plaques. B 
Arrowheads point towards examples of intracellular NFTs. Figure adapted from 

(Duyckaerts, Delatour & Potier, 2009). 

 

1.4.2 | APP processing and the amyloid hypothesis  
The amyloid precursor protein (APP) is a transmembrane protein that is thought 

to be important for development, synapse formation, dendritic sprouting and 

neuronal migration (Nalivaeva & Turner, 2013). To generate Ab, the APP protein 

is proteolytically cleaved at its b site by the b-secretase, BACE1, and at its g site 

by a g-secretase complex (Figure 1.4.2 B). Ab fragments are typically between 

38 and 43 amino acids long. A greater proportion of Ab1-42 fragments are 

generated in AD; these fragments are more hydrophobic, causing the monomers 

to oligomerise, form fibrils and the characteristic Ab plaques (O’Brien & Wong, 

2011; Long & Holtzman, 2019). This cleavage of APP also generates the APP-

intracellular domain (AICD) and a soluble APPb (sAPPb) fragments, with the 

former linked to creating AD-like symptoms and disrupting cellular pathways 

(Kametani & Hasegawa, 2018) (Figure 1.4.2 A). Under normal conditions, Ab is 

degraded or removed. However, in AD this process is disrupted, leading to the 

build of up of Ab that spreads through the brain in a prion-like fashion (Braak & 

Braak, 1991; Walker & Jucker, 2015; Grothe et al., 2017). 

 

The original amyloid hypothesis states that it is this initial deposition of Ab in the 

brain that leads to the creation of NFTs and subsequent neuron and synapse loss 

and cognitive decline (Hardy & Higgins, 1992) (Figure 1.4.2 C). This hypothesis 
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is supported by the effect of AD genetic risk factors; the mutations found on the 

b and g cleavage sites on the APP gene as well as mutations to presenilins 1 and 

2 (PSEN1, PSEN2) of the g-secretase complex cause an increase in the 

deposition of Ab, particularly the Ab1-42 isoform that is more prone to aggregation 

(Tcw & Goate, 2017; Chévez-Gutiérrez et al., 2012). The presence of a third copy 

of the APP gene, located on the chromosome 21 trisomy found in Down’s 

Syndrome also causes an increase in amyloid deposition and a higher 

susceptibility to AD (Hof et al., 1995). However, rodent models that express these 

mutations and develop plaques do not go on to develop tau pathology (Sasaguri 

et al., 2017). This could be due to rodents not living long enough to develop this 

next step in the amyloid cascade or because rodents don’t possess the human 

form of the tau protein, which may be necessary for this interaction to take place. 

Evidence for the latter comes from a study in which AD-derived human 

pathological tau was injected into the brain in  a mouse model of amyloidopathy, 

which found that the prion-like spreading of tau and the formation of NFTs was 

dependant on the proximity of Ab plaques (He et al., 2018). On the contrary, 

several phase 3 clinical trials that use immunotherapies to target the Ab plaques 

are successful in ameliorating amyloid pathology, but fail to stop the development 

of NFTs and cognitive decline (Long & Holtzman, 2019).  Potentially this 

intervention is occurring too far along in the progression of Ab pathology, such 

that intermediary mechanisms have been activated that lead to NFTs. There are 

multiple lines of evidence from human imaging, animal models and in vitro 

preparations that show that the development of tau pathology is highly dependent 

on the deposition of Ab, therefore favouring the amyloid hypothesis (Long & 

Holtzman, 2019). The exact mechanism that is thought to induce NFTs from Ab 

is not fully known, but there is evidence for AICD casing axonal deficits, leading 

to the mis-localisation and aggregation of tau (Kametani & Hasegawa, 2018).  

The amyloid hypothesis has been debated for many years, but perhaps this 

theory needs to be re-examined in the wider context of AD, and beyond this 

simplistic view. Both Ab plaques and NFTs are found to occur separately during 

normal ageing, suggesting that these hallmarks of AD are not the sole cause of 

cognitive decline (Price, 1994; Braak & Del Tredici, 2011). It is in fact a cascade 

of events, encompassing more than just these pathologies, that creates a tipping 
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point that switches these perhaps normal features of ageing into a pathological 

process.  

 

A more recent revaluation of the amyloid hypothesis has therefore been proposed 

by Bart de Strooper and Eric Karran, called the “cellular phase of AD” (De 

Strooper & Karran, 2016), that encompasses the wider AD field. This theory 

posits that during the “biochemical phase” of AD, there are myriad interactions 

involving both pathologies and the way they exert stress upon different cell types 

through membrane receptors and proteins. In the early stages, compensatory 

mechanisms are in place, such as inflammation that combat this “proteopathic” 

stress.  It is when these mechanisms become chronic and pathological that 

normal cellular function starts to degrade. This leads to the reduced clearance of 

Ab and tau pathologies and the progression to the “cellular phase” of AD. This 

phase is characterised by impaired neurovascular coupling, astrogliosis, 

inflammation and aberrant neuronal activity that create an irreversible tipping 

point in which there is a breakdown in cellular and network homeostasis, leading 

to the “clinical phase” of AD, where symptoms of cognitive decline appear.  
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Figure 1.4.2 | Pathogenic processing of APP and progressing of AD. A 

Picture represents the endosomal processing of the APP into Ab and its 

activity-dependant release from cells, where it oligomerises and forms the 

phenotypic Ab plaques. This causes a cascade of pathological events. B A 

more detailed description of the pathogenic processing of the APP by b- and g-

secretases, generating Ab as well as AICD and sAPPb. C Progression of the 

different stages found in AD and how they relate to one another and cognitive 

decline. Figure adapted from (O’Brien & Wong, 2011; Long & Holtzman, 2019). 

 

1.4.3 | Aberrant neuronal network activity in Alzheimer’s disease  

1.4.3.1 | Evidence for neuronal hyperexcitability in AD 
In the early stages of AD, soluble Ab oligomers cause neuronal synapse loss and 

dysfunction prior to the deposition of plaques, leading to dysfunctional network 
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activity and ultimately culminating in cognitive decline (Hefter et al., 2019). 

Increased hippocampal activation and reduced deactivation of the default mode 

network (DMN), consisting of cortical regions that are activated during quiet 

introspection and deactivated during attention-demanding tasks, are found in the 

preclinical stages of AD and in the brains of cognitively-healthy individuals with 

amyloid deposits (Sperling et al., 2009; Bakker et al., 2012; Palop & Mucke, 

2016). This increased activity, measured by functional magnetic resonance 

imaging (fMRI), correlates with poor cognitive performance and is considered an 

early biomarker of AD (Bakker et al., 2012; Palop & Mucke, 2016).  

 

Neuronal hyperactivity is also found in mouse models of amyloidopathy (Busche 

et al., 2008, 2012) and is considered an early pathological event. Hyperactive 

neurons appear prior to the deposition of plaques (Busche et al., 2012) with 

studies implicating soluble oligomeric forms of Ab being responsible (Busche et 

al., 2012; Yamamoto et al., 2015). Not only do oligomers cause hyperactivity, but 

Ab is released from synapses in an activity dependant manner; increased 

neuronal activity leads to the deposition of Ab1-42 proteins and the formation of 

plaques (Yamamoto et al., 2015), with hyperactive neurons found in close 

proximity to plaques (Busche et al., 2008). Thus, creating a vicious cycle in which 

Ab is both a cause and product of hyperactivity.  

 

Oligomers are thought to mediate their effects through several mechanisms 

acting on the synapse (Busche et al., 2008). Ab has been linked to dendritic spine 

loss which reduces neuronal capacitance and increases excitability (Hsieh et al., 

2006; Shankar et al., 2007). Ab also reduces re-uptake of glutamate at the 

synapse (Zott et al., 2019), increasing neuronal firing. However, the sustained 

activation of N-methyl-D-aspartate (NMDA) receptors can cause them to 

desensitise and internalise, with glutamate spill-over also activating peri-synaptic 

GluN2B-containing NMDA receptors and metabotropic glutamate receptors 

(mGluRs) (Shankar et al., 2007; Li et al., 2009). There is also evidence for AMPA 

receptor internalisation (Hsieh et al., 2006), all of which causes LTD and de-

potentiation of synapses, ultimately leading to spine loss and a further decrease 

in cell capacitance and increase in neuronal excitability. Ab oligomers have also 

been shown to increase the pre-synaptic release probability of neurons, such that 



 
 

52 

when stimulated at high-frequencies the plasticity potential of these neurons 

favours LTD over LTP (Palop & Mucke, 2016). Additionally, Ab causes astrocytes 

to increase their Ca2+ transients, leading to the increased release of 

gliotransmitters such as glutamate and D-serine, both of which can further 

increase neuronal excitability (Kuchibhotla et al., 2009). Cultured astrocytes have 

also shown to reduce glutamate re-uptake upon application of Ab, furthering 

exacerbating these effects (Matos et al., 2008).  

 

Neuronal hyperactivity leads to the hypersynchronous firing of neurons and 

epileptic activity. Convulsive and non-convulsive epileptic seizures and 

epileptiform activity are found to occur both in the late stages of AD and prior to 

cognitive decline, potentially serving as a catalyst for AD development (Born, 

2015). Indeed, anti-epileptic drugs such as levetiracetam have shown to reduce 

hippocampal activation and improve memory performance in individuals with mild 

cognitive impairment (MCI) (Bakker et al., 2012). Epileptic activity is additionally 

found in mouse models of amyloidopathy (Palop et al., 2007; Verret et al., 2012; 

Martinez-Losa et al., 2018; Brown et al., 2018; Johnson et al., 2020). In addition 

to spine loss and aberrant glutamatergic transmission causing hyperactivity, 

there is also strong evidence for impaired inhibitory neurotransmission producing 

epileptic discharges. The inhibitory neurotransmitter GABA, GABAA receptors 

and protein markers for several different interneuron subtypes are reduced in the 

brains of patients with AD (Ambrad Giovannetti & Fuhrmann, 2019). Additionally, 

oligomeric Ab can induce epileptiform activity that is rescued upon administration 

of GABAA receptor agonists in mice (Busche et al., 2008). A large research focus 

has been placed upon the action of PV-expressing interneurons in mediating 

hyperactivity and epileptic discharges. The size of PV interneuron action 

potentials is greatly reduced in the hAPP-J20 mouse model that has been linked 

to a reduction in both the mRNA and protein levels of the Nav1.1 voltage-gated 

Na+ channel subunit (Verret et al., 2012). Over-expressing this subunit in this 

model ameliorates epileptiform activity and can additionally improve memory 

performance (Verret et al., 2012; Martinez-Losa et al., 2018). Compensatory 

changes to inhibition have also been observed in the DG; synaptic and 

interneuron remodelling was found in a model of amyloidopathy that promoted 

an increase in granule cell miniature inhibitory post-synaptic current (mIPSC) 
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amplitude (Palop et al., 2007). This effect was dependant on neuronal over-

excitation and points towards compensatory remodelling of inhibitory networks.  

 

1.4.3.2 | Disrupted neuronal oscillations in AD 
Neuronal oscillations are created by a delicate balance of excitation and inhibition 

that shapes the firing of neurons to facilitate information processing and 

transmission. Impaired inhibition causing the hyperexcitability of neurons and 

epileptic discharges can therefore perturb the generation and function of 

oscillations. Indeed, gamma oscillations in both the cortex and hippocampus 

have reduced amplitude (Palop et al., 2007; Palop & Mucke, 2016; Martinez-Losa 

et al., 2018; Etter et al., 2019) and are associated with epileptiform discharges in 

mouse models of AD, suggesting a mechanistic link between altered inhibition 

and changes in neuronal oscillations in AD (Verret et al., 2012). PV-expressing 

interneurons are the main driver of gamma oscillations (Mann, Radcliffe & 

Paulsen, 2005; Sohal et al., 2009b) and their spike-timing relationship with the 

gamma cycle is disturbed upon application of soluble Ab oligomers (Chung et al., 

2020a). These impairments are linked to poor memory, with the optogenetic 

restoration of the activity of PV-expressing interneurons during working memory 

tasks improving performance, restoring gamma power and the spike-timing 

relationship of both PCs and PV-expressing interneurons to the gamma 

oscillation (Chung et al., 2020a). Additionally, as with epileptic discharges, over-

expressing the Nav1.1 subunit in PV-expressing interneurons can restore gamma 

oscillations and improve declarative memory performance (Verret et al., 2012; 

Martinez-Losa et al., 2018).  

 

Not only are there impairments to PV-expressing interneurons, but SST-

expressing OLM cells have been found to have fewer axon boutons and dendritic 

spines in an APP/PSEN1 mouse model of amyloidopathy (Schmid et al., 2016b). 

Optogenetic activation of SST-expressing interneurons can rescue reduced theta 

power upon application of soluble Ab as well as restore the timing of SST-

expressing interneuron and PC spiking relative to the theta oscillation (Chung et 

al., 2020a). Theta-gamma coupling is also impaired in in humans with AD 

(Goodman et al., 2018) and upon application of soluble Ab oligomers in mice 

(Park et al., 2020). Interestingly, optogenetic activation of PV-expressing 
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interneurons could rescue this coupling whereas activation of SST-expressing 

interneurons could not (Park et al., 2020). However, this increase in coupling is 

likely attributed to the increased gamma power associated with PV-expressing 

interneuron activation.  

 

Impairments are also seen to the 3 cardinal oscillators involved in systems 

consolidation during NREM sleep. Reduced SWA and the density of spindle 

events correlate with plaque load in the brains of humans with AD and even 

precede cognitive decline (Mander et al., 2015a; Kam et al., 2019). The SWO 

oscillation in particular has been found to have reduced power (Kastanenka et 

al., 2017), reduced frequency (Castano-Prat et al., 2019) and impaired coherence 

across cortical regions (Busche et al., 2015) in mouse models of amyloidopathy, 

all of which can be rescued upon administration of a GABAA receptor agonist, 

further implicating disrupted inhibition in the pathophysiology of AD. Additionally, 

during post-learning sleep in a spatial memory task, the number of SWR events 

diminished upon administration of soluble Ab oligomers, resulting in poor memory 

performance (Nicole et al., 2016). Similar disruptions to SWRs have been found 

to occur in first-generation mouse models of amyloidopathy, as a result of 

impaired PV-expressing interneuron activity (Caccavano et al., 2020). Not only 

are there disruptions to the oscillations, but fMRI studies in humans show reduced 

functional connectivity between the hippocampus and mPFC early in the disease 

progression (Wang et al., 2006). Application of Ab oligomers can also reduce the 

size of the mPFC field excitatory post-synaptic potential (fEPSP) upon 

hippocampal stimulation ex vivo, as well as reduce the number of recruited 

neurons (Flores-Martínez & Penã-Ortega, 2017). mPFC interneuron dysfunction 

has also been linked to reduced cholinergic tone, which is a common feature in 

AD (Zhong et al., 2003).  

 

The SWO, spindles and SWRs individually play an important role in systems 

consolidation, but it is their temporal coupling that drives the reorganisation of 

newly acquired hippocampal memories into distributed cortical networks for long-

term consolidation (Crunelli & Hughes, 2010a; Maingret et al., 2016a). Only one 

study to date has investigated the impact of amyloidopathy on this coupling in the 

mPFC-hippocampal circuit. Using an APP/PSEN1 model, delta coherence 

between regions was reduced, as was SWR locked-spindle power 
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(Zhurakovskaya et al., 2019). This research only superficially addressed the full 

breadth of oscillatory coupling and dynamics that occurs in this circuit. Given the 

importance of this circuit in systems consolidation and the current evidence for 

impaired oscillations and long-range communication in AD, it is clear that a more 

in-depth assessment is needed.  

 

1.4.4 | Are sleep disturbances a cause or consequence of Alzheimer’s 

disease? 
As discussed in section 1.2, one of the biological functions of sleep is memory 

consolidation. The duration of NREM sleep increases after learning a declarative 

memory task, and disruptions of the sleep-wake cycle can perturb memory 

performance (Rasch & Born, 2013). Not only is sleep important for memory, but 

it is responsible for the clearance of metabolites from the interstitial fluid (ISF) 

and into cerebral spinal fluid (CSF) for drainage through the glymphatic system, 

with the size of the interstitial space increasing during sleep to support this 

process (Xie et al., 2013). More specifically, sleep has been shown to facilitate 

the clearance of both Ab and tau proteins. Greater levels of Ab are found in the 

ISF during waking periods compared with sleep and sleep deprivation in both 

humans and mice causes an increase in Ab found in the CSF (Kang et al., 2009; 

Ooms et al., 2014). Furthermore, it is the deprivation of SWS in particular that 

causes this increase along with an increase in hyperphosphorylated tau protein 

(Varga et al., 2016; Ju et al., 2017).  

 

Sleep disturbances are extremely common in the preclinical stages of AD 

(Kabeshita et al., 2017) and are a predictor of cognitive decline (Bubu et al., 

2017). AD patients exhibit night-time awakenings, sleep fragmentation and 

disruptions to the sleep cycle, particularly a reduction in the time spent in SWS 

(Vitiello et al., 1990; Bubu et al., 2017). Clinical sleep disorders such as insomnia 

or obstructive sleep apnoea syndrome have additionally been linked to cognitive 

decline and a reduction in SWS (Cellini, 2017), with several studies identifying 

links between these sleep disorders and AD prevalence (Klauber et al., 1991; 

Sindi et al., 2018). What is interesting is that sleep disorders and disturbances 

are associated with reduced grey matter volume in areas more prone to AD 

pathology, such as the hippocampus, thalamus and areas of the cortex, and this 
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is exacerbated in individuals who carry the apolipoprotein E (APOE)-e4 allele 

(Alperin et al., 2019; Grau-Rivera et al., 2020); a large risk factor for the 

development of LOAD (Kim, Basak & Holtzman, 2009). APOE is released by 

astrocytes and microglia and functions as a ligand that binds lipoproteins such as 

Ab for degradation and clearance. APOE-e4  binds to Ab with less affinity 

compared with APOE-e2  and APOE-e3  and is linked to the increased deposition 

of Ab into plaques and reduced clearance, with APOE-e4 carriers showing 

greater levels of Ab in the ISF (Wildsmith et al., 2013). The reduced clearance of 

Ab and tau pathologies is proposed to be one of the drivers of the “cellular phase” 

of AD (De Strooper & Karran, 2016), but the question remains, do sleep 

disturbances cause this shift, or does the pathological changes occurring in the 

early stages of AD development cause the sleep disturbances? 

 

It is hypothesised that the link between sleep disturbances and AD is cyclical 

(Cedernaes et al., 2017; Lloret et al., 2020). Under this framework, sleep 

disturbances and sleep disorders both cause an increase in AD pathologies by 

reducing the time spent in SWS and therefore reducing clearance of Ab and tau 

(Ju et al., 2017; Varga et al., 2016); one of the drivers of the “cellular phase” of 

AD. The increased time spent in wake additionally increases the production of 

these pathologies as both are released from neurons in an activity-dependant 

manner, with increased neuronal activity seen during awake states (Spires-Jones 

& Hyman, 2014). As discussed in section 1.4.3, Ab causes aberrant network 

activity and impairs several oscillations involved in memory consolidation. Both 

Ab and tau are inversely correlated with SWA and spindle density (Mander et al., 

2015a; Kam et al., 2019) and these impairments made to the sleep circuitry 

underlying consolidation leads to cognitive decline. The increased pathology due 

to sleep disturbances can additionally affect brain regions critical in maintaining 

the sleep/wake cycle. AD-related pathology is found in the suprachiasmatic 

nucleus (SCn); the brain’s circadian pacemaker, as well as in the brainstem nuclei 

and basal forebrain, regions responsible for sleep state switching and 

neuromodulatory control of the sleep cycle, respectively (H. Ferreira-Vieira et al., 

2016; Holth, Patel & Holtzman, 2017; Van Erum, Van Dam & De Deyn, 2018). 

Dysfunction of these regions can in turn lead to sleep disturbances, resulting in 

the iterative advancement of AD pathology.  
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1.4.5 | The APPNL-G-F mouse model 
The majority of AD cases occur sporadically, yet have an extremely similar 

pathophysiology to familial AD. Therefore, to better understand AD, multiple 

mouse models have been generated that harness the mutations found in familial 

AD to induce similar pathological hallmarks. The mutations used are typically 

found on the APP or PSEN1 and PSEN2 genes, that increase the deposition and 

aggregation of Ab1-42 protein fragments, with a variety models created that utilise 

a combination of different mutations (Sasaguri et al., 2017). First-generation 

mouse models over-express these mutated genes under the control of several 

different promotors, in combination with the endogenous murine gene copies 

(Games et al., 1995; Hsiao et al., 1996). A criticism of this approach for modelling 

AD is that it leads to several over-expression artefacts, such as the translation of 

mutated genes in cells that do not typically express APP, interference with 

intracellular transport, increased deposition of C-terminal fragments such as 

AICD that are also pathogenic and altered native gene expression (Nilsson, Saito 

& Saido, 2014; Sasaguri et al., 2017). The use of these models is one hypothesis 

to explain the translational gap between pharmaceutical interventions that show 

efficacy in mice, but not in humans.  

 

Second-generation knock-in (KI) mouse models have since been created that 

overcome these over-expression artefacts, with the aim of bridging this 

translational gap. The APPNL-G-F KI mouse model, first described in 2014, is one 

such second-generation model used in the experiments discussed in this thesis 

(Nilsson, Saito & Saido, 2014; Saito et al., 2014). To generate these mice, the 

mouse APP gene was first humanised by replacing 3 amino acids that differ 

between humans and mice and 3 mutations associated with familial AD were 

inserted into its sequence. The gene was then knocked-in to the mouse genome, 

replacing any endogenous copies of the mouse APP gene. The Swedish 

(KM670/671NL) and Beyreuther/Iberian (I716F) mutations were inserted that 

increase APP b-site cleavage and g-site cleavage at amino acid position 42, 

respectively, generating a greater proportion of Ab1-42 that is more prone to 

aggregation. The Arctic (E693G) mutation was also inserted that speeds up the 

deposition of Ab1-42 protein fragments, with mice homozygous for the mutated 
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gene displaying Ab plaques as early as 2 months old. From 2 months, APPNL-G-F 

mice show a steady increase in Ab protein and plaques in the hippocampus, 

cortex and subcortical regions and additionally display reactive gliosis and 

synaptic alterations (Nilsson, Saito & Saido, 2014; Saito et al., 2014). Like first-

generation models, second-generation models such as the APPNL-G-F do not 

develop NFTs. However, it is thought that this makes these mice an effective 

model for studying the preclinical stages of AD, as plaques precede NFTs, and it 

is in the preclinical stages of the disease that researchers should be focussing 

their efforts, before the onset of irreversible cognitive decline (Sasaguri et al., 

2017).  

 

Due to its fairly recent generation, very little information is known about this model 

and similarities between the APPNL-G-F and first-generation models should not be 

assumed. However, similar to the commonly used hAPP-J20 model of 

amyloidopathy, APPNL-G-F mice exhibit cortical epileptiform activity at around 6-8 

months-old, indicating impaired excitatory-inhibitory (E-I) balance (Johnson et al., 

2020). Interestingly, APPNL-G-F mice show impairments in the sleep-wake cycle 

as early as 6 months, with mice having fewer NREM sleep episodes that reduce 

in duration around 12 months (Maezono et al., 2020). There is also building 

evidence for disrupted oscillations within the hippocampus and mEC. Fast 

gamma oscillations within the mEC show impairments at 5 months (Nakazono et 

al., 2017) that progress to impaired communication between mEC and CA1 

between 7-13 months, disrupting fast gamma input to CA1 and the spatial tuning 

of both mEC grid cells and CA1 place cells (Jun et al., 2020). This spread of 

disruption is in-keeping with the progression of amyloid pathology (Grothe et al., 

2017). Disruptions to these oscillations would predict corresponding impairments 

to spatial navigation, for which there is mixed evidence in the literature, 

particularly regarding the age of onset. Some report spatial memory impairments 

in the Y-maze as young as 6 months (Nilsson, Saito & Saido, 2014; Saito et al., 

2014), that cannot be replicated by others (Whyte et al., 2018), with groups 

reporting deficits in contextual fear conditioning and the Morris Water Maze from 

11 months onwards (Latif-Hernandez et al., 2019; Sakakibara et al., 2019; 

Maezono et al., 2020) (Figure 1.4.3). The differences in the literature and the 

accuracy of this model in recapitulating AD pathophysiology are discussed and 

reviewed further in section 7.2.2. It is clear however that more research is 
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needed to understand the network dysfunctions occurring in APPNL-G-F mice, both 

during awake behaviour and during asleep systems consolidation, not only to 

validate findings in first-generation models, but to progress our understanding of 

preclinical amyloidopathy for the development of biomarkers and treatments.  

 

 
Figure 1.4.3 | A timeline of cognitive and network decline in the APPNL-G-F 

mouse model. Schematic highlights the current literature conducted using the 

APPNL-G-F mouse model as it pertains to the research in this thesis. Each age 

and the matched cognitive/electrophysiological findings are coloure coded. 

Findings with two colours represent the age-span used in the study. 5m: 
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(Nakazono et al., 2017), 6m: (Nilsson, Saito & Saido, 2014; Saito et al., 2014; 

Whyte et al., 2018; Maezono et al., 2020), 7-13m: (Jun et al., 2020), 6-8m: 

(Johnson et al., 2020), 8m: (Sakakibara et al., 2018), 8-9m: (Masuda et al., 

2016), 11m: (Latif-Hernandez et al., 2019), 12m: (Pervolaraki et al., 2019; 

Maezono et al., 2020), 24m: (Sakakibara et al., 2019). 

 

1.5 | Hypotheses and aims 
Hypothesis 1: Within the mPFC-hippocampal circuit, the oscillations involved in 

systems consolidation and their coupling are disrupted in the APPNL-G-F mouse 

model of familial AD. 

It is clear that the oscillations found within the mPFC-hippocampal circuit during 

NREM sleep are extremely important for systems consolidation. In the preclinical 

stages of AD, sleep disturbances are extremely common. There is also 

accumulating evidence from both humans and first-generation mouse models for 

disruptions to several of the oscillations involved within this circuit and to the 

interneurons responsible for the generating and modulating them, as well as 

functional connectivity problems between these regions. Moreover, these deficits 

appear to be linked to the amyloidopathy phenotype found in AD. However, very 

little is known about how this circuit is affected as a whole. Therefore, using the 

APPNL-G-F mouse model, I aim to determine if there are any impairments to the 

oscillations in the mPFC-hippocampal circuit and their coupling during NREM 

sleep. Researching this circuit in a next-generation mouse model provides a 

novel insight into the role Ab has in disrupted network activity, without 

contamination of over-expression artefacts.  

 

Hypothesis 2: The oscillations involved in spatial memory in both the 

hippocampus and mPFC are disrupted in the APPNL-G-F mouse model, similar to 

first-generation models of amyloidopathy. 

Theta and gamma oscillations and their coupling have been documented to be 

impaired in both humans and first-generation mouse models of AD. However, 

there is limited evidence for the same being true in second-generation mouse 

models. Similarities between first and second-generation mouse models should 

not be assumed, therefore it is important that prior research is validated in 

second-generation mice before they can be used to understand the pathological 
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mechanisms creating this disrupted network activity. I aim to assess any 

impairments to theta and gamma oscillations in both the mPFC and hippocampus 

of APPNL-G-F mice as they navigate an open field arena.  

 

 

Hypothesis 3: The function of PV- and SST-expressing interneurons is perturbed 

in the APPNL-G-F mouse model, contributing to disrupted SWA. 

Interneurons are integral to balancing excitation in the brain, to create oscillations 

and shape the firing of neurons for spike-time dependant plasticity. Interneurons 

and inhibition are impaired in both humans and mouse models of AD. Evidence 

from first-generation mouse models point towards impaired inhibition causing 

disruptions to gamma, theta and the SWO, with particular emphasis on the PV 

and SST-expressing interneurons that shape them. Building evidence from the 

APPNL-G-F mouse model suggests disrupted network activity similar to humans 

and first-generation models, yet the contribution of interneurons has not been 

assessed. My first aim is to use immunohistochemistry in this model to identify 

any changes to the immunoreactivity of PV or SST in the mPFC and 

hippocampus at various stages of amyloidopathy. Next, using Designer 

Receptors Exclusively Activated by Designer Drugs (DREADDS), I propose that 

increasing the function of these interneurons can ameliorate impairments to the 

SWO in the APPNL-G-F model. 
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2 | Methods 
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The experimental methods detailed in this section, as well as the results chapters 

they correspond to, are set out as follows: 

• Animals 

• Chronic in vivo electrophysiology (see sections 4, 5, 6) 

• Acute in vivo electrophysiology (see section 4) 

• Analysis of electrophysiological data (see sections 4, 5, 6) 

• Immunohistochemistry (see sections 3, 4, 5) 

• Statistical analysis  
 

2.1 | Animals  
2.1.1 | Ethics 
All animal procedures carried out in this thesis were done in accordance with the 

UK Animals (Scientific Procedures) Act (ASPA) 1986 and were approved by the 

University of Exeter Institutional Animal Welfare and Ethical Review Body.  

 

2.1.2 | Housing  
All mice were housed under a 12-hour standard light-dark cycle at 22oC ± 2oC 

and were given access to standard laboratory rodent chow and water ad libitum. 

All experiments were conducted at the lights-on circadian epoch. For experiments 

involving chronic in vivo electrophysiology (see section 2.2), mice were group 

housed before surgical implantation of silicon microelectrodes and singly housed 

thereafter to prevent cage mates from tampering with the implant. All other mice 

were group housed. 

 

2.1.3 | APPNL-G-F mice 
The second-generation APPNL-G-F KI mouse model of familial amyloidopathy is 

used for the experiments outlined in this thesis and bred on a C57BL/6J 

background. To create this model, the APP gene is first humanised and the 

Swedish (NL), Arctic (G) and Beureuther/Iberian (F) mutations associated with 

familial AD are inserted into its sequence. This mutated gene is then knocked-in 

to the mouse genome at the APP locus, replacing the endogenous form of APP. 

This model was created to avoid putative confounds produced by the 

overexpression of  mutated APP genes (Saito et al., 2014)(see section 1.4.5). 

Mice were generously provided by the MRC Harwell Institute and bred in-house 
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at the University of Exeter. Mice homozygous for the APPNL-G-F gene are used in 

all experiments as they develop pathology at a faster rate and are more 

comprehensively characterised compared with heterozygous mice (Saito et al., 

2014).  

 

2.1.4 | APPNL-G-F x SST-Cre and APPNL-G-F x PV-Cre mice 
In the experiments outlined in section 4, APPNL-G-F mice were cross-bred with 

either SST-Cre or PV-Cre mice, that express Cre recombinase in SST and PV-

expressing interneurons, respectively. SST-Cre and PV-Cre mice were originally 

purchased from Jackson Laboratories and were maintained on a C57BL/6J 

background. All breeding was done internally at the University of Exeter. Mice 

were cross-bred to achieve the following genotypes: APPWT x SST-CreHet, 

APPHom x SST-CreHet, APPWT x PV-CreHet, APPWT x PV-CreHom, APPHom x PV-

CreHet, APPHom x PV-CreHom (Table 2.1.1). Only mice heterozygous for SST-Cre 

were selected, as homozygous mice display reduced levels of endogenous SST 

(Viollet et al., 2017) and behaviour abnormalities (unpublished results, The 

Jackson Laboratory website).  

 

Genotype Shorthand Table 2.1.1 | Genotype shorthand 
notation. APPNL-G-F mice were cross-bred 

with either SST-Cre or PV-Cre mice to 

generate the following genotypes. 

Genotype shorthand notation is noted next 

to each genotype.  

PV-CreHet x APPWT  
PVWT PV-CreHom x APPWT 

PV-CreHet x APPHom 
PVAPP 

PV-CreHom x APPHom 

SST-CreHet x APPWT SSTWT 

SST-CreHet x APPHom SSTAPP 

 

2.1.5 | Emx1-Cre mice 
Emx1-Cre mice were purchased from The Jackson Laboratories and bred at the 

University of Exeter on a C57BL/6J background. They express Cre-recombinase 

in excitatory neurons of the neocortex and hippocampus. These animals were 

only used to generate Figure 4.2.1 in section 4.2.  
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2.2 | Chronic in vivo electrophysiology 
2.2.1 | Animals  
Both male and female, homozygous APPNL-G-F mice (female: N = 3, male: N = 2) 

and wildtype (WT) littermate controls (female: N = 2, male: N = 3) were used for 

the following experiments, hereafter named APP and WT animals, respectively. 

Mice were surgically implanted with silicon microelectrodes at 14 months of age 

and used for experiments at 16 months of age.  

 

2.2.2 | Silicon multielectrode array 
Silicon multielectrode arrays are a widely used tool for studying the electrical 

activity of neural circuits, with the configurations used in these experiments able 

to record both the LFP and MUA. 4-channel linear silicon probes (Q-trodes) with 

200 µm inter-electrode spacing and a 50 µm electrode diameter were used 

(model: Q1x4-5mm-200-177-CQ4). These electrodes had an impedance of 0.2-

1 mW and were attached to a CQ4 pinout (Figure 2.2.1 A-C).  

 

 
Figure 2.2.1 | Silicon microelectrode design for chronic in vivo 
electrophysiology. A Size specification for Q1x4-5mm-200-177 

microelectrodes. The white dots on the inset image indicate the electrode 

positions. B Image of the microelectrode. Images taken from 

https://www.neuronexus.com/. C Photo taken of a mouse implanted with two 

microelectrode arrays: one in the mPFC and one in dorsal CA1.  
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2.2.3 | Surgical implantation of silicon probes 
All surgical procedures were conducted using aseptic technique. Mice were first 

weighed, anaesthesia was induced using 5% isoflurane, their head shaved and 

then placed in a stereotaxic frame where surgical anaesthesia was maintained 

using an isoflurane concentration of around 2%. Mice were also given a 

subcutaneous injection of buprenorphine (0.03 mg/Kg) for analgesia. Throughout 

surgery, the anaesthesia level was monitored by periodically checking for a pedal 

reflex (paw pinch) and a breathing rate of between 1-2 breaths per second, with 

the isoflurane concentration adjusted accordingly. Isoflurane was delivered in a 

constant flow of oxygen at approximately 1 L/min and eyes were moisturised 

(Lubrithal) to prevent them from drying out, and covered to protect them from the 

light. Body temperature was additionally maintained at around 36-37oC using a 

feedback rectal probe and heat mat. 

 

Iodine was applied to the scalp and a vertical incision was made to expose the 

skull, which was cleaned and positioned in the skull-flat configuration by ensuring 

that bregma and lambda were aligned in the horizontal plane. Small craniotomies 

were made into several of the bone plates with small screws inserted to stabilise 

the implant. Silver wire was wrapped around the screw placed at the surface of 

the cerebellum to act as a ground for the probes (Figure 2.2.2).  

 

Further craniotomies were made over the mPFC (+1.75 mm anterior and +0.25 

mm lateral to bregma) and dorsal CA1 (-2 mm posterior and 1.4 mm lateral to 

bregma) and the silicon probes were inserted to the required depth (mPFC: 1.7 

mm, CA1: 1.5 mm from the surface of the brain) (Figure 2.2.2). The silver wire 

attached to the ground screw over the cerebellum was attached to the ground 

wires of both probes using conductive silver paint and the full surgical implant 

was cemented in place and the surrounding skin was sutured around the implant. 

 

Mice were weighed post-operatively to check the weight of the implant, were 

given a subcutaneous injection of both carpofen (1 mg/Kg) and sterile saline (500 

µl) and monitored in a heated recovery chamber for 30-60 minutes or until they 

had fully regained consciousness. Mice were given a second dose of carpofen (1 
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mg/Kg) the following morning and were monitored closely throughout the rest of 

the experiments.  

 

 
Figure 2.2.2 | Schematic of a mouse skull with details of the different 
landmarks for microelectrode and skull screw placement. Image of the 

skull obtained from (Paxinos et al., 1985) 

 

2.2.4 | Acquisition of neural signals 
LFPs in both the mPFC and dorsal CA1 were recorded using an OpenEphys 

recording system. Mice were tethered to two Intan RHD2000 headstage pre-

amplifiers that attached to the CQ4 probe pin outs using an OM16 adaptor 

(NeuroNexus). The headstages were connected using an Intan RHD dual 

headstage adapter to allow for the simultaneous recording of both brain regions 

and attached via Intan RHD SPI cables to an OpenEhys acquisition board and 

analogue to digital converter. The weight of the headstages was counterbalanced 

using a moveable counterweight to allow for as much mobility and comfort as 

possible. Neural signals were continuously recorded at a sample rate of 30 kHz, 

bandpass filtered online at 0.1-7932.3 Hz, and were stored for offline analysis.  

 

Mice were habituated to the tether for 15 minutes in their home cage with the lid 

removed and the quality of the signals was checked prior to the commencement 

of experiments. All animals were found to acclimatise to the tether and did not 

show any adverse reactions. 2 mice (WT: N = 1, APP: N = 1) were found to have 
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poor signal quality in the CA1 probe, potentially due to poor grounding; these 

signals were excluded from analysis involving CA1 neuronal oscillations. 

 
2.2.5 | Sleep recordings  
A Logitech colour webcam was fitted overhead (30 Hz frame rate) and videos of 

the animals were recorded throughout the duration of the neural signal 

acquisition. Animals were recorded in their home cage to enable recording of 

neural signals during sleep. The lid was removed to allow for tethering and mice 

had access to food but not water, to prevent water damage to the headstage. 

Cages were placed in a clear Perspex box (40 x 40 x 45 cm) that was covered in 

white paper to prevent distraction from the rest of the recording room. An 

overhead light remained on throughout recording (440 lux).  

 

On experimental days, mice were brought into the holding room directly adjacent 

to the recording room 15 minutes prior to recording (570 lux). During recording 

they were left tethered for 3 hours with noise disturbance kept to a minimum. On 

average, 3 mice were recorded per day during lights on with the order of genotype 

counterbalanced. The experimenter remained in the holding room throughout to 

monitor the mice.  

 

2.2.6 | Open field recordings  
Mice were brought into the holding room adjacent to the recording room 15 

minutes before recording. Mice were tethered and placed in an open-topped 

wooden box (54 x 54 x 51 cm) that was painted white and had black stripes on 

the floor and on 2 of the walls. On the other walls there was a green square and 

2 green triangles (Figure 2.2.3 A). Mice were left to explore the open field (OF) 

for 1 hour. Two light-emitting diodes (LEDs) were attached and grounded to one 

of the headstages that allowed the animal’s position to be tracked using an 

overhead Logitech webcam and the tracking software Bonsai (Lopes et al., 

2015). Tracking data collected from Bonsai were acquired through the 

OpenEphys recording system at the same time as the neural signals. To allow 

for the LEDs to be visualised, all lights were switched off apart from an overhead 

LED light (1 lux). The OF was cleaned with 70% ethanol between recording 
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sessions and all experiments occurred at the lights-on circadian epoch, with 

genotype counterbalanced throughout the day.  

 

2.2.7 | Novel object location 
Novel object location (NOL) behavioural testing was carried out to study 

hippocampus-dependant memory (Antunes & Biala, 2012; Denninger, Smith & 

Kirby, 2018). The experiments were conducted with the help of Dr Shivali Kohli, 

so that two animals could be recorded at once. Two clear, Perspex boxes (40 x 

40 x 45 cm) were placed on the floor, side-by-side, with a white piece of paper in 

between to block the mice view of each other. Red triangles were taped to the 

west wall of one box and east wall of the other box, and green rectangles to the 

north wall to act as local spatial cues, to avoid confusion with idiothetic 

information (Figure 2.2.3 B). Distant spatial cues included a black chair visible 

through the north wall and a black zero-maze visible through the south wall. 

Experimenters also stood in the same position throughout. Lamps were placed 

in each corner of the room with a brightness of 55 lux. Two different objects were 

used for these experiments; a clear bottle with a blue lid and a Lego tower (Figure 
2.2.3 C). Previous unpublished experiments carried out by Dr Shivali Kholi found 

that APPNL-G-F mice do not show a strong preference for either object. Animals 

were presented two of the same objects which were counterbalanced between 

genotypes. A mouse of each genotype was recorded at the same time and the 

box they went into was counterbalanced. In each phase of the experiment, 

animals were placed in the south-west corner of the box. No neural signals were 

recorded during these experiments. 

 

Mice were brought into the holding room adjacent to the recording room 15 

minutes before recording. On day 1, mice were given 15 minutes to explore the 

arena and habituate. On day 2, mice were given a further 10 minutes habituation 

to the arena then placed back in their home cage while the arenas were cleaned 

and the objects added to the north wall. They were then given 10 minutes to 

explore the objects with the time spent at each object recorded using 

stopwatches. An animal was considered exploring an object if it was sniffing 

around it (Antunes & Biala, 2012). Short-term memory (STM) was then tested 

(Vogel-Ciernia & Wood, 2014). Mice remained in their home cage for 30 minutes 
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while the arenas were cleaned and one object was moved to the south wall, with 

the object chosen counterbalanced between genotypes. Mice were then allowed 

to explore the objects for 10 minutes. On day 3, the second object was moved to 

the south wall and mice were allowed to explore for 10 minutes, with this 24-hour 

period measuring their long-term memory (LTM) (Taglialatela et al., 2009; Vogel-

Ciernia & Wood, 2014) (Figure 2.2.3 D). The arenas and objects were cleaned 

with 70% ethanol. 

 

A discrimination index was used to measure the ability of animals to 

discriminate between novel and familiar stimuli, with an index greater than 0 

signifying animals spent more time exploring the novel object. 

 

𝐷𝑖𝑠𝑐𝑟𝑖𝑚𝑖𝑛𝑎𝑡𝑖𝑜𝑛	𝑖𝑛𝑑𝑒𝑥 = 	
𝑇𝑖𝑚𝑒	𝑎𝑡	𝑛𝑜𝑣𝑒𝑙	𝑜𝑏𝑗𝑒𝑐𝑡 − 𝑇𝑖𝑚𝑒	𝑎𝑡	𝑓𝑎𝑚𝑖𝑙𝑖𝑎𝑟	𝑜𝑏𝑗𝑒𝑐𝑡
𝑇𝑖𝑚𝑒	𝑎𝑡	𝑛𝑜𝑣𝑒𝑙	𝑜𝑏𝑗𝑒𝑐𝑡 + 	𝑇𝑖𝑚𝑒	𝑎𝑡	𝑓𝑎𝑚𝑖𝑙𝑖𝑎𝑟	𝑜𝑏𝑗𝑒𝑐𝑡 

 

 
Figure 2.2.3 | OF and NOL paradigms. A Photo taken of the OF arena. B 

Photo taken of both the arenas used for NOL. C Photos of the two different 
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objects used in NOL, the use of which were counterbalanced between 

genotypes. D Schematic of the NOL behavioural protocol. 

 

2.2.8 | The effects of anaesthesia on the SWO 
The following method details a non-recovery procedure performed on WT 

animals. Anaesthesia was induced with 5% isoflurane and mice were mounted 

onto a stereotaxic frame where anaesthesia was maintained using approximately 

2% isoflurane delivered in oxygen at 1 L/min. The anaesthesia level was 

monitored by periodically checking for a pedal reflex (paw pinch) throughout the 

recording. Body temperature was additionally maintained at around 36-37oC 

using a feedback rectal probe and heat mat. 

 

Neural signals were acquired as described in section 2.2.4, with the headstages 

attached to clamps on the stereotaxic frame to support their weight. To reduce 

unwanted vibration and electrical noise, an air table was turned on, a Faraday 

cage was placed over the stereotaxic frame and several pieces of equipment 

were grounded to the OpenEphys acquisition box. A pressure transducer was 

placed under the animal’s thorax and was attached via an amplifier to the 

OpenEphys Acquisition box to monitor the respiration rate.  

 

The isoflurane concentration was gradually lowered by 0.2% every 5 minutes to 

around 0.7-0.8% and neural activity was recorded for 15 minutes. Animals were 

brought back up to 1% and given an intraperitoneal injection of urethane (800 

mg/Kg). Mice received a second dose of urethane (300 mg/Kg) 10 minutes later, 

and then a final injection (200 mg/Kg) 10 minutes after that, while gradually being 

brought down to 0% isoflurane. If needed, mice received a top-up, with the total 

dose of urethane never exceeding 1500 mg/Kg, as this can be lethal (Maggi & 

Meli, 1986). Once stable urethane anaesthesia was induced (based on 

monitoring of the breathing rate and pedal reflex), mice were recorded for 15 

minutes. To keep depth of anaesthesia consistent between animals, a breathing 

rate of roughly 2 Hz was required as well as large amplitude, slow oscillations 

visible in the LFP. At the end of recordings, mice were deeply anaesthetised using 

a lethal dose of sodium pentobarbital (350 µl delivered intraperitoneally) and 

transcardially perfused as described in section 2.2.9.  
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2.2.9 | Verification of silicon probe placement 
Mice were deeply anaesthetised using a lethal injection of sodium pentobarbital 

(350 µl delivered intraperitoneally). Once pedal reflexes subsided, the brain was 

electrolytically lesioned at several electrode sites for histological marking by 

applying a 70 µA, 1 s, square wave current a total of 10 times.  

 

Mice were transcardially perfused with 0.1 M phosphate buffer (PB) (21.88 mM 

H2NaO4P and 80.83 mM Na2HPO4) and 4% paraformaldehyde (PFA) in 0.1 M 

PB. Brains were extracted and placed in 4% PFA in 0.1 M PB overnight before 

being transferred to a 30% sucrose solution in 0.01 M phosphate buffered saline 

(PBS) for cryoprotection. Using a freezing sledge microtome (Leica SM2010R 

with Physitemp BFS-5MP temperature controller), frozen brains (-20oC) were 

sectioned (40 µm) and every 4th slice through the mPFC and dorsal CA1 was 

mounted and stained with DAPI. All other sections were used for 

immunohistochemistry (see section 2.5).  

 

Probe position was visualised using brightfield microscopy at 10x objective 

magnification (Nikon Eclipse 800 microscope with CoolLED, pE-4000 light 

source) and captured using a SPOT RT monochrome camera and imaging 

software. mPFC regions were defined based on previous literature (Van De Werd 

et al., 2010), with electrode positions found in both the ACC and PL cortex 

(Figure 2.2.4 A-B). The electrophysiological data produced from electrodes 

located in the ACC and PL cortex were compared and did not show a sub-region 

difference. Hippocampal electrode placement was identified through histology 

and the changing polarity of SWRs in LFP traces recorded through the layers of 

CA1 (Buzsaki et al., 1992; Buzsáki, 2015). Only electrodes found in Str.P were 

used for analysis (Figure 2.2.4 C-D). 
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Figure 2.2.4 | Verification of electrode placement. A Schematic of mPFC 

sub-regions with silicon probe placement (left) and an example image of an 

electrolytic lesion at the bottom electrode site (right) described in Figure 

2.2.2.1. Black arrow points to the lesion. Scale bar: 500 µm. B Schematic 

summarising the placement of mPFC silicon probes in WT (left, blue) and APP 

(right, green) animals as verified by histological markings. Dots represent tip of 

silicon probe. C Image showing a tract left by a silicon probe in the CA1 region 

of the hippocampus. Scale bar: 500 µm. D Raw and 130-250 Hz bandpass 

filtered traces displaying a SWR event. In blue is an electrode located in the 

Str.P layer of CA1. SWR were used to identify the layers of CA1. Scale bars: 

200ms, 0.1 mV. Representative images in A and C were taken on a Leica 

confocal microscope and are from WT animals that had been 

immunohistochemically stained with anti-Ab1-42 as described in section 2.5.1. 
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2.3 | Acute in vivo electrophysiology  
2.3.1 | Animals 
Both male and female SSTWT (female: N = 5), SSTAPP (female: N = 1), PVWT 

(female: N = 2, male: N = 3) and PVAPP (female: N = 3, male: N = 4) mice were 

used for these experiments (see Table 2.1.1). Mice were stereotaxically injected 

with viral vectors between 5-7 months old and all recordings were carried out at 

8 months. A minimum of 2 weeks was given for viral transduction with animals 

receiving either a  vector containing the excitatory Designer Receptor Exclusively 

Activated by Designer Drug (DREADD) (AAV8/2-hSyn1-DIO-

hM3D(Gq)_mCherry) (DIO: double floxed inverse orientation) or mCherry control 

(AAV8/2-hSyn1-DIO-mCherry) (Roth, 2016) (Figure 2.3.1 B). 

 

2.3.2 | Viral injection surgery  
All surgical procedures were conducted using aseptic technique. Mice were first 

weighed, anaesthesia was induced using 5% isoflurane, their head shaved and 

then placed in a stereotaxic frame where surgical anaesthesia was maintained 

using an isoflurane concentration of around 2%. Mice were also given a 

subcutaneous injection of buprenorphine (0.03 mg/Kg) for analgesia. Throughout 

surgery, the anaesthesia level was monitored by periodically checking for a pedal 

reflex (paw pinch) and a breathing rate of between 1-2 breaths per second, with 

the isoflurane concentration adjusted accordingly. Isoflurane was delivered in a 

constant flow of oxygen and body temperature was additionally maintained at 

around 36-37oC using a feedback rectal probe and heat mat. 

 

Iodine was applied to the scalp and a vertical incision was made to expose the 

skull, which was cleaned and flattened with regards to the z-position of bregma 

and lambda. A craniotomy was made over the mPFC (+1.75 mm anterior and 

+0.25 mm lateral to bregma) and a Hamilton needle (33 gauge) connected to a 

syringe and microinjection pump was slowly lowered to the required depth (1.7 

mm from the surface of the brain). 500 nl of virus was injected into the tissue at 

a rate of 100 nl/min and the syringe was left in position for a further 3 minutes. 

The syringe was slowly extracted by 200 µm, left for 2 minutes, then removed 

from the brain. The site was cleaned and the skin was sutured (Figure 2.3.1 A-
B). 
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Post-operation, mice were given a subcutaneous injection of carpofen (1 mg/Kg) 

and monitored in a heated recovery chamber for 30-60 minutes or until they had 

fully regained consciousness. Mice were given a second dose of carpofen (1 

mg/Kg) the following morning and were monitored closely throughout the rest of 

the experiments.  

 

 
Figure 2.3.1 | Viral injection procedure in the mPFC. A Schematic showing 

unilateral targeting of the viral vector (purple) to the mPFC. B Schematic 

showing the design of the viral vectors that were intracerebrally injected. 

 

2.3.3 | Silicon microelectrode arrays  
32-channel silicon microelectrode arrays were used to record the LFPs produced 

by the mPFC and dorsal CA1. Probes had 4 shanks spaced 400 µm apart, an 

inter-electrode spacing of 100 µm, 15 µm electrode diameter and a CM32 adapter 

for attachment to an Intan pre-amplifier (model: A4x8-5mm-100-400-177-CM32). 

The electrodes had an impedance between 0.3-0.4 mW (Figure 2.3.2). 
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Figure 2.3.2 | Size specifications of microelectrode used during acute in 
vivo electrophysiology. Images taken from https://www.neuronexus.com/. 

 

2.3.4 | Acquisition of neural signals  
LFPs in both the mPFC and dorsal CA1 were acquired using the parameters 

described in section 2.2.4.  

 

2.3.5 | Experimental set-up 
The following method details a non-recovery procedure. Anaesthesia was 

induced using 5% isoflurane, their heads were shaved and mice were mounted 

onto a stereotaxic frame where surgical anaesthesia was maintained using 

approximately 2% isoflurane. Throughout surgery the anaesthesia level was 

monitored by periodically checking for a pedal reflex (paw pinch). Isoflurane was 

delivered in a constant flow of oxygen and body temperature was additionally 

maintained at around 36-37oC using a feedback rectal probe and heat mat. 

 

The scalp was removed to expose the skull and was cleaned and flattened with 

regards to the z-position of bregma and lambda. Marks in the skull were made 

over the mPFC (+1.75 mm anterior and +0.25 mm lateral to bregma) and dorsal 

CA1 (-2 mm posterior and 1.4 mm lateral to bregma) and a craniotomy was 

carefully drilled and removed surrounding the coordinate. A skull screw that had 

been soldered to silver wire was inserted over the cerebellum to act as a 

reference for the probes. The silicon probes were inserted to the required depth 

(mPFC: 2 mm, CA1: 1.6 mm from the surface of the brain) and were attached to 



 
 

77 

the reference wire. Care was then taken to reduce any unwanted noise; an air 

table was turned on, a Faraday cage was placed over the stereotaxic frame and 

both probes as well as several pieces of equipment were grounded to the 

OpenEphys acquisition box. A pressure transducer was placed under the 

animal’s thorax that was attached via an amplifier to the OpenEphys Acquisition 

box to monitor the breathing rate (Lockmann et al., 2016).  

 

Mice were given a subcutaneous injection of chlorprothixene hydrochloride (2 

mg/Kg, 5 µl/g), a sedative that is frequently used in conjunction with low 

concentrations of isoflurane to evoke anaesthesia for neurophysiological 

recording (Procyk et al., 2015; Hillier et al., 2017). The probes were allowed to 

settle in the brain for 30 minutes prior to recording. The concentration of 

isoflurane was gradually lowered by 0.2% every 5 minutes until stable 

anaesthesia was achieved between 0.4-0.7%. 15 minutes of baseline activity was 

recorded. The isoflurane concentration was increased to around 1% and mice 

were given a subcutaneous injection of 0.9% sterile saline (5 µl/g). After 30 

minutes, the concentration of isoflurane was reduced to 0.4-0.7% and a second 

baseline recording was made for 15 minutes to act as an internal control. To keep 

the anaesthesia depth consistent between recordings and animals, a breathing 

rate of roughly 2 Hz was maintained as well as visible large amplitude, slow 

oscillatory activity in the LFP. Mice were then given a subcutaneous injection of 

compound 21 (1 mg/Kg, 5 µl/g) at 1% isoflurane and left for 30 minutes before 

the isoflurane concentration was reduced to 0.4-0.7% and further 15 minutes 

were recorded. Mice were given a terminal overdose of sodium pentobarbital 

(350 µl delivered intraperitoneally) 2 hours post-injection of compound 21, to 

allow time for drug efficacy and cFos expression. Mice were then transcardially 

perfused as described in section 2.2.9 (Figure 2.3.3). 
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Figure 2.3.3 | A flow diagram describing the experimental methods used 
to chemogenetically study the effects of PV- and SST-expressing 
interneuron populations on UDS dynamics. 

 
2.3.6 | Histological verification of probes  
Mice were given a terminal overdose of sodium pentobarbital (350 µl delivered 

intraperitoneally). Prior to insertion into the brain for acute in vivo recording, 

probes were dipped in the fluorescent far-red shifted dye DiD (1,1'-Dioctadecyl-

3,3,3',3'-Tetramethylindodicarbocyanine Perchlorate) for histological verification 

(Figure 2.3.4 A). Far-red was chosen to distinguish probe marking from viral 

expression of fluorescent proteins such as mCherry. All other procedures 

remained the same as in section 2.2.9. Only the silicon probe shanks located in 

the mPFC were used for analysis and data were compared between electrodes 

to determine whether there was an effect of mPFC sub-region (Figure 2.3.4 B).  
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Figure 2.3.4 | Histological verification of silicon probe placement. A A 

representative image of the markings left by the silicon probe described in 

Figure 2.3.2. Scale bar: 200 µm. B Schematic summarising the placement of 

mPFC silicon probes in pooled WT (left, blue) and APP (right, green) animals 

as verified by histological markings. Dots represent tip of silicon probe. 

 

2.4 | Analysis of electrophysiological data 
 
All electrophysiological data were analysed using custom-made scripts in 

MATLAB. 

 

2.4.1 | Spectral analysis 
Spectral analysis was carried out using the Chronux toolbox, using the function 

mtspecgramc (Bokil et al., 2010). This function allows the power-frequency 

relationship of a signal to be displayed as a function of time. The signal is divided 

into discrete time windows and then a Slepian window function is applied prior to 

performing a Fast-Fourier Transform (FFT), to smooth the signal’s tail ends and 

prevent discontinuities that display as low frequency noise in the spectrum. 

Multiple window functions were applied to each time window (multitaper spectral 

analysis) and averaged together to yield a smoother spectral estimate and reduce 

spectral leakage (Melman & Victor, 2016). The average power spectrum was 

obtained by averaging the power and frequency components of the signal across 

time. Where appropriate, the width of the time window used will be stated. In all 

instances, 3 tapers were used as the average spectra that were produced 

resulted in the best balance between being smooth while not obscuring smaller 

changes in power (Figure 2.4.1).  
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Figure 2.4.1 | Effect of taper parameters on power spectra. Representative 

power spectra taken from a hippocampal electrode as a mouse explored an 

open field for 1 hour. The resultant spectra differ depending on the number of 

tapers used. A Tapers: 1 B Tapers: 3. C Tapers: 5. D Tapers: 9. In blue is the 

number of tapers used throughout analysis.  

 

2.4.2 | Phase-amplitude coupling 
Several different phase amplitude (PAC) coupling methods exist and have been 

compared elsewhere (Hülsemann, Naumann & Rasch, 2019). PAC was analysed 

following the well-verified method of (Canolty et al., 2006). To calculate this, the 

signal(s) were first bandpass-filtered for the phase (fp) and amplitude frequencies 

(fa) (4th order IIR Butterworth) (Figure 2.4.2 A, B). The Hilbert transform was then 

applied to both signals to obtain the instantaneous phase values of the slower 

oscillation (qfp(t)) and instantaneous amplitude values of the faster oscillation 

(Afa(t)), both as a function of time (t) (Figure 2.4.2 C). These values were 

arranged in ascending phase order (-p:p) and were combined to create a 

composite signal of complex values (Zfp,fa(t)). Each data point reflecting the 
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instantaneous amplitude of the faster oscillation at each phase of the slower 

oscillation, described by the below equation: 

 

Z9:,9<(𝑡) = A9<(𝑡) ∗ 𝑒ABCD(E)	 

 

These values were averaged to obtain the mean instantaneous amplitude, or 

mean vector length (MVL), that reflects the coupling strength of the two 

oscillations (Figure 2.4.2 D).  

 

MVL = 	 IZ9:,9<(𝑡)JKLMJNLI 

 

In order to obtain a standardised MVL, to allow statistical comparison, the 

composite signal was put through permutation testing (Canolty et al., 2006). First, 

a set of surrogate composite signals were created by offsetting the instantaneous 

amplitude (Afa(t)) and instantaneous phase (qfp(t)) by a time lag. In all instances, 

a set of 100, random, surrogate composite signals were created. The mean (µ) 

and standard deviation (SD) (s) of the instantaneous amplitudes of the surrogate 

composite signals were obtained. These values were used in combination with 

the original MVL to generate a z-score, with the value generated describing how 

far away the original MVL fell relative to the average surrogate MVL (µ). This 

value was called the modulation index (MI).  

 

MI =
(MVL − µ)

σ  
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Figure 2.4.2 | Method for measuring the PAC between two oscillations. A 

Raw LFP taken from an electrode situated in Str.P. Scale bar: 100 µV. B 

Bandpass-filtered traces showing theta (fp) and gamma (fa) oscillations. Scale 

bar: 50 µV. C Traces display the instantaneous phase of theta (qfp(t)) and 

instantaneous amplitude of gamma (Afa(t)) over time. Scale bar: 100ms, 30 µV. 

D Polar plot representing the mean instantaneous amplitude (MVL) of the 

composite signal (Zfp,fa(t)), pointing in the direction of the mean instantaneous 

phase.  

 

2.4.3 | Detection of slow wave sleep  
The three stages of NREM sleep are typically grouped together in mice and 

named slow wave sleep (SWS) (Latchoumane et al., 2017; Adamantidis, 

Gutierrez Herrera & Gent, 2019). An average mouse sleep cycle lasts around 20 

minutes (90 minutes in humans) and animals were recorded for 3 hours. To 

isolate SWS periods from non-SWS periods, signals were split into sections 

defined as either non-SWS (awake, microarousals, REM sleep) or SWS, using 

an algorithm based on previously published work (Kohto et al., 2008; Witton et 

al., 2016). 
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First, using Noldus Ethovision software, video recordings of mice were manually 

scored offline into 30 second epochs of movement vs non-movement. For an 

epoch to be defined as non-movement, mice had to be completely stationary for 

the full 30 seconds. Next, LFP signals were split into 30 second epochs and the 

power of SWO/delta oscillations (1-4 Hz) and theta oscillations (6-12 Hz) were 

found using a non-overlapping 2 second window and a theta:delta power ratio 

was created (Figure 2.4.3 A). If the power ratio in a 30 second epoch fell below 

a threshold (median + 1 SD of the cumulative power ratios from all epochs), 

signifying greater delta power over theta, and was also accompanied by a lack of 

movement, the epoch was considered SWS (Figure 2.4.3 B-C). If an epoch did 

not meet this requirement it was considered to be non-SWS; only SWS epochs 

were used for subsequent analysis. A representative channel from the mPFC was 

used for detection and the obtained SWS epochs were extracted from all other 

channels. All large-amplitude artefacts were removed from the signal and 

adjoining data points were linearly interpolated. The portions of data removed 

from the signal were kept consistent between channels, to prevent shifts in the 

time-domain between channels. Automatically-detected epochs of SWS were 

visually confirmed by ensuring that delta and / or SWOs were present in the 

filtered LFP (Figure 2.4.3 D).  
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Figure 2.4.3 | Method for isolating periods of SWS. A Spectrogram showing 

power changes over time within the combined UDS and delta band (1-4 Hz) 

and theta (6-12 Hz) band. B Corresponding theta:delta power ratio over time. 

Horizontal red line shows the threshold for distinguishing periods of non-SWS 

from SWS (median + 1SD). C Corresponding manually-scored movement of 

the animal over time, taken as a binary measure, with 1 showing movement 

and 0 showing no movement. B-C Portions of the time series highlighted in red 

signify periods of detected SWS that fell below the theta:delta ratio and when 

no movement was detected. D Example traces of theta oscillations in non-SWS 

(i) and UDS and delta oscillations during SWS (ii). Scale bars: 1 s, 200 µV. 

 

2.4.4 | SWO and delta power analysis 
Signals were first high-pass filtered (4th order, IIR Butterworth, 0.35 Hz) and 

detrended to offset the DC shift. Given the low frequency of the SWO (0.5-1.25 

Hz), 5 second non-overlapping windows were used that could capture at least 2 

cycles of a 0.5 Hz rhythm. Resultant power spectra were normalised to total 

spectral power to counteract any differences in electrode impedance and then 

converted into decibels (dB), to facilitate visualisation of power in higher 
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frequency bands. SWO and delta power were taken as the average power 

between 0.5-1.25 Hz and 1.25-4 Hz, respectively. Spectra were visually 

examined to confirm the presence of defined SWO and delta peaks.  

 

2.4.5 | Detection of the SWO, spindles and ripples 
To analyse the dynamics of each of the three cardinal oscillations, custom-made 

detection scripts based on previously described methods were used to isolate 

and analyse individual oscillation cycles (Mölle et al., 2009; Chauvette et al., 

2011; Nir et al., 2011; Phillips et al., 2012; David et al., 2013; Staresina et al., 

2015; Latchoumane et al., 2017; Niethard et al., 2018; Bartsch et al., 2019). UDS 

were detected by first low-pass-filtering the raw SWS signal (10th order IIR 

Butterworth, 1.5 Hz) and all negative to positive zero-crossings were found. Two 

consecutive negative-positive zero-crossings within 0.25-2 s (0.5-1.25 Hz) of 

each other and the largest peak and trough between them were used in the next 

stage of detection. Events were classed as UDS if the peak was greater than the 

60th percentile of all detected peaks and the total amplitude (peak-trough) was 

also greater than the 60th percentile of all detected amplitudes (Figure 2.4.4 A).  

 

For the detection of spindle events, the raw SWS signal was first bandpass-

filtered (16th order IIR Butterworth, 9-16 Hz), z-scored and peaks were 

interpolated using cubic spline interpolation. Peaks that crossed a 3.5 SD 

threshold crossing were found and start and stop times of 1.5 SD either side were 

taken. Events were then classed as spindles if they were between 0.5 and 2 s 

long and had an intra-spindle frequency (taken as the number of positive peaks 

divided by the length of the event) of 11-15 Hz. Events that occurred within 0.25 

s of each other were grouped and re-assessed by the same criteria (Figure 2.4.4 
B). 

 

Ripples were detected with similar methods to spindles; the raw SWS signal was 

bandpass-filtered (26th order IIR Butterworth, 130-250 Hz), z-scored and peaks 

interpolated using cubic spline interpolation. Peaks that crossed a 6.5 SD 

threshold were found and start and stop times were taken as 2 SD. Events were 

classed as ripples if their duration was between 30-250 ms and had an inra-ripple 
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frequency of 130-250 Hz. Events that were within 50 ms of each other were 

grouped and re-assessed for the same criteria (Figure 2.4.4 C).  

 

For each oscillation, the duration, amplitude (largest peak – trough), intra-

oscillation frequency and incidence of oscillation events was obtained. 

Additionally, a short-time FFT was computed for individual spindle and ripples 

events, with data from events located on the same channel averaged together. 

Spindle power was calculated as the total 11-15 Hz power using a 0.09 s time 

window (1/11 Hz) with 50% overlap. Ripple power was calculated as the total 

130-250 Hz power using a 0.008 s time window (1/130 Hz) with 50% overlap.  

 

 
Figure 2.4.4 | Schematics representing sleep oscillation detection 
methods. A Method for detecting UDS. Raw signal (top) scale bar: 200 µV, 1.5 

Hz low-pass filtered signal (bottom) scale bar: 50 µV. B Method for detecting 

spindles. Raw Signal (top) scale bar: 200 µV. 9-16 Hz filtered signal (middle, 
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bottom) scale bar: 100 µV. C Method for detecting ripples. Raw Signal (top) 

scale bar: 200 µV. 130-250 Hz filtered signal (middle, bottom) scale bar: 50 µV. 

 

2.4.6 | Cross-frequency analysis of sleep oscillations 

2.4.6.1 | UDS-gamma coupling 
Communication between the cardinal oscillations drives systems consolidation 

(Diekelmann & Born, 2010; Maingret et al., 2016b), therefore I set out to analyse 

the degree of coupling between these different oscillations. Gamma oscillations 

are found nested within SWO Up states (Steriade et al., 1996; Valderrama et al., 

2012) and are considered by some to be “fragments of wakefulness” (Destexhe 

et al., 2007). Given that gamma oscillations are disrupted during awake 

behaviour in first-generation mouse models of amyloidopathy (Verret et al., 2012; 

Martinez-Losa et al., 2018) and in the APPNL-G-F mouse model (Jun et al., 2020), 

it was hypothesised that SWS-nested gamma oscillations would also be 

disrupted  in the APPNL-G-F mouse model. Gamma power that was time-locked to 

individual UDS was computed using a short-time FFT. A 1 s window with 5% 

overlap was used and the average power (area under the curve, trapezoid 

method) was obtained for low gamma (30-60 Hz) and high gamma (60-120 Hz); 

frequency ranges for each band were chosen based on the peaks visible in the 

power spectra. Next, analysis windows spanning 2 s on each side of detected 

Down states were used to analyse the PAC of detected UDS with both low and 

high gamma oscillations. Electrical noise at 50 Hz and 100 Hz (4th order IIR 

Butterworth Bandstop, 47-53 Hz and 97-103 Hz, respectively) was removed from 

the spectra for analysis. 

 

2.4.6.2 | UDS-spindle and UDS-ripple coupling 
If the peak of a detected spindle event occurred within 1 s after the peak of a 

detected Down state, the time-lag between them was calculated and sections of 

raw signal were cut out that began 2 s before the onset of the Down state and 

ended 2 s after the peak of the spindle event, to analyse the PAC of the two 

oscillations. The percentage of UDS that were followed by a spindle was also 

determined. Similar analysis methods were applied for UDS and ripples, except 

a 0.5 s period after the ripple peak was used for PAC. When determining the 

latency between different oscillations, peak times were chosen over onset / 
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termination times as the peaks could be more robustly and precisely detected, 

improving the reliability of the detection algorithm. Window sizes used were the 

minimum duration required to capture both oscillations and conduct successful 

permutation testing for PAC (see section 2.4.2) (Hülsemann, Naumann & Rasch, 

2019).  

 

2.4.6.3 | Spindle-spindle coupling 
Spindle-spindle coupling between the mPFC and hippocampus was computed 

using a similar method to that described above. If a hippocampal spindle began 

within 1 s following the start of a cortical spindle, the latency between the onset 

times was computed, as was the percentage of cortical spindles coupled to 

hippocampal spindles. Spindle onset times were chosen instead of oscillation 

peaks, as spindles within the hippocampus were found to be shorter in duration 

than in the cortex (see section 5.2.5), therefore it was possible they could peak 

before cortical spindles.  

 

2.4.6.4 | Spindle-ripple coupling 
Spindle-ripple coupling was computed for both cortical and hippocampal 

spindles. If a ripple began within 2 s following the onset of a spindle, the spindle-

ripple latency was determined, as was the percentage of spindles occurring with 

a subsequent ripple and the percentage of ripples occurring with a preceding 

spindle. Additionally, for hippocampal spindles, a 2 s time window either side of 

the spindle peak was taken to compute the PAC between spindles and ripples 

(Ngo, Fell & Staresina, 2020).  

 

2.4.6.5 | UDS-spindle-ripple coupling  
Lastly, the coupling of all three cardinal oscillations was investigated, as together 

they drive systems consolidation (Diekelmann & Born, 2010; Maingret et al., 

2016b). Similar methods were used as in sections 2.4.6.2 and 2.4.6.4. First, if 

the peak of a cortical spindle occurred within 1 s following the peak of a Down 

state, this coupling was used for the next stage of analysis. Next, if a ripple then 

occurred within 2 s following the beginning of the spindle, it was considered that 

there was coupling between all three cardinal oscillations. The frequency of these 

events occurring within a recording (measured in Hz) was used for analysis.  
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2.4.7 | Animal position during Open Field behaviour 
During the OF test, two LEDs were attached to the headstage to track the 

animal’s position during data acquisition (see section 2.2.6). Time-points in 

which the LEDs failed to reach detection levels or occurred out of range of the 

OF were automatically rejected and adjoining data points linearly interpolated. 

The animal’s position was used to compute the animal’s distance travelled (cm) 

over time as well as instantaneous speed (cm/s).  

 

2.4.8 | Speed-modulated theta and gamma power 
The frequency and power of theta and gamma oscillations in the CA1 region of 

the hippocampus are modulated by running speed (McFarland, Teitelbaum & 

Hedges, 1975; Ahmed & Mehta, 2012; Fuhrmann et al., 2015). There is also 

evidence for speed-modulated theta power in the mPFC (Adhikari, Topiwala & 

Gordon, 2010a). Therefore, the speed-modulated frequency and power of theta 

and gamma oscillations were analysed in both brain regions. Speed was initially 

computed in 1 s time-bins ranging from 1-30 cm/s. The LFP was then split into 

corresponding 1 s time bins and the total power (area under the curve, trapezoid 

method) was found for theta (6-12 Hz), low gamma (30-60 Hz) and high gamma 

(60-120 Hz) oscillations, as well as the peak power and frequency of each 

oscillation. Data within 1 s bins were then averaged together for each speed and 

a linear regression was computed between each spectral property with speed. 

For spectral analysis, 1 s time bins with 50% overlap were used and resultant 

spectra were normalised to total power. Gamma oscillations were defined based 

on identified peaks in the spectra and electrical noise at 50 Hz and 100 Hz (4th 

order IIR Butterworth Bandstop, 47-53 Hz and 97-103 Hz, respectively) was 

removed from the spectra for analysis.  

 
2.4.9 | Speed modulated theta-gamma coupling 
PAC between theta and gamma oscillations has also been shown to change with 

running speed and was analysed similarly to speed modulated power (Sheremet 

et al., 2019). Speed data and the LFP were binned into 0.5 s time-bins and the 

PAC (see section 2.4.2) between theta and gamma oscillations was computed 
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for each speed. Linear regression was used to analyse the relationship between 

the resultant MI and speed.  

 
2.4.10 | Speed modulated theta coherence  
Theta coherence between CA1 and the mPFC is important for the integration of 

spatial information with executive decision making (Jones & Wilson, 2005). 

Therefore, theta coherence between both regions was determined as a function 

of running speed. Speed data and the LFP were binned into 1 s time-bins. 

Coherence was analysed using the Chronux toolbox (Bokil et al., 2010) 

(cohgramc function). To calculate coherence, 3 tapers were used and a 1 s time 

window with 50% overlap. Data were normalised to total coherence.  

 

2.5 | Immunohistochemistry 
All animals were transcardially perfused and brains were removed as described 

in section 2.2.9. Using a freezing sledge microtome (Leica SM2010R with 

Physitemp BFS-5MP temperature controller), frozen brains (-20oC) were 

sectioned (40 µm). Sections were cleaned in PBS and stored in either PBS with 

0.05% sodium azide at 4oC or in antifreeze (1 L solution: 250 ml glycerol, 300 ml 

ethylene glycol, 250 ml 0.2 M PB, 200 ml ddH2O) at -20oC, depending on the time 

between slicing and staining. All staining was carried out in-well while being 

agitated. 

 

2.5.1 | PV and Ab1-42 staining 
WT and APP animals of both sexes were used for the following 

immunohistochemical staining. Four different ages were used: 3 months (WT: N 

= 5 (female), N = 1 (male), APP: N = 4 (female), N = 3 (male)), 6 months (WT: N 

= 3 (female), N = 3 (male), APP: N = 3 (female), N = 4 (male)), 8 months (WT: N 

= 5 (female), N = 4 (male), APP: N = 4 (female), N = 7 (male)) and 16 months 

(WT: N = 2 (female), N = 5 (male), APP: N = 5 (female), N = 3 (male)).  

 

Sections were first washed (3x10 minutes) in PBS with 0.3% Triton X-100 (PBS-

T) before being incubated in 100 mM glycine in PBS-T for 15 minutes. Sections 

were then washed (3x10 minutes) in PBS-T and then left to block in 3% goat 

serum in PBS-T (blocking solution) for 1 hour. Slices were then incubated in 
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blocking solution containing a primary antibody (rabbit anti-PV, 1:5000 or rabbit 

anti-Ab1-42, 1:1000) overnight at 4oC. On the second day, sections were washed 

(3x10 minutes) in PBS-T and then incubated in blocking solution containing 

biotinylated goat anti-rabbit secondary antibody (1:250) for 1 hour at room 

temperature. Sections were then washed (3x10 minute) in PBS-T and then 

incubated in blocking solution containing DyLight 488 Streptavidin (1:250) for 1 

hour. Finally, sections were washed (3x10 minutes) in PBS-T, mounted onto 

glass slides and covered with glass cover slips with mounting medium and DAPI. 

As negative controls, a separate set of sections were processed identically, 

except with primary antibody substituted with blocking solution to determine if 

there was any non-specific binding of the secondary antibody.  

 

All images were taken at 10x magnification on a Leica confocal microscope, with 

parameters kept consistent between images (e.g. gain, line average). 

Additionally, for consistency, only the right hemisphere was imaged and 

quantified and each brain region remained at a similar distance from bregma 

between animals. Brain regions were defined according to previously published 

criteria (Van De Werd et al., 2010) and the Allen Brain Atlas (https://mouse.brain-

map.org/).  

 

All image analysis was carried out in FIJI software (Schindelin et al., 2012). To 

quantify the number of PV-expressing interneurons, the cell counter plugin was 

used. All cell counts were normalised to the brain region area. To quantify the 

area covered by Ab1-42-containg plaques, plaques were first manually drawn 

around and defined as regions of interest (ROI) (Figure 2.5.1 B). ROIs were then 

overlaid onto the original image and used to create a binary mask (Figure 2.5.1 
C-D). This allowed the area covered by plaques and the average size of plaques 

to be determined for a given brain region.  
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Figure 2.5.1 | Method for detecting Ab1-42 plaques. A Original image taken 

from the ACC of a 3 month APP mouse. B Plaques were manually drawn 

around as ROI. C A binary mask was created. D Mask was overlaid to help 

define brain region for analysis. Scale bar: 200 µm. 

 

2.5.2 | cFos staining 
The images found in section 4.2, Figure 4.2.2, were taken from an Emx1-Cre 

mouse that had been stereotaxically injected (500 nl, 100 nl/min) with a viral 

vector to transduce expression of an excitatory DREADD (AAV8-Ehq-DIO-

hM3D(Gq)_mCherry) into the barrel cortex (-0.4 mm posterior, 2.6 mm lateral to 

bregma, 1.7 mm depth from the surface of the brain). Surgical procedures were 

identical to those described in section 2.3.2. After allowing two weeks to achieve 

sufficient expression of virally-transduced genes, mice were subcutaneously 

injected with compound 21 (1 mg/Kg) to activate the excitatory DREADDs, with 

the aim of later testing for a marker of neural activation; cFos. Mice were 

euthanised with an overdose of sodium pentobarbital 2 hours after treatment with 

compound 21, to allow time for DREADD activation and subsequent increases in 
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cFos expression. Transcardial perfusion and processing of brains for 

immunohistochemistry (IHC) was carried out as described in section 2.2.9.  

 

Immunohistochemical procedures were similar to those described in section 
2.5.1 except the primary antibody, rabbit anti-cFos (1:5000), was used with a 

conjugated secondary, goat anti-rabbit DyLight 488. Epifluorescence images 

were taken using a 20x objective on a Nikon Eclipse 800 microscope with a 

CoolLED light source and captured using a SPOT RT monochrome camera and 

accompanying imaging software.  

 

2.6 | Statistical analysis 
All statistical testing was carried out using GraphPad Prism. The data were first 

tested for normality using a D’Agostino and Pearson test. When comparing two 

groups, a Mann-Whitney U-test of comparable ranks was used for non-

parametric data and a Student’s T-test for parametric data. Welch’s correction 

was used on parametric data that had unequal SD between groups. To compare 

the ranks of multiple groups, either a non-parametric Friedman’s or Kruskal-

Wallis test was used, on repeated measures and independent data, respectively. 

2-way analysis of variance (ANOVA) was performed when analysing 2 

independent variables, with Tukey’s post-hoc pairwise comparisons used to 

compare the means between groups. A Spearman’s rank-order correlation was 

employed on non-parametric data to determine the strength and direction of a 

relationship between two continuous variables. Linear regression was performed 

on the analysis described in sections 2.4.8-2.4.10. To compare correlation 

coefficients between two groups, r/R2 values were z-transformed and statistically 

compared using an online Fisher z-transformation calculator 

(https://www.psychometrica.de/correlation.html#fisher).  

 

All non-parametric results are displayed as box plots showing the median, range 

and the 25th and 75th inter-quartile ranges (IQR). Where appropriate, all 

parametric results are displayed as the mean and standard error of the mean 

(SEM). Descriptive statistics are reported within the figure legends. 
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2.7 | Lists of consumables and equipment  
Antibodies 
Antibody Source Identifier 
DyLight 488 streptavidin Vector Laboratories SA-5488 

Rabbit anti-Ab1-42 Cell Signalling 

Technology 

14974 

Rabbit anti-cFos Cell Signalling 

Technology 

2250 

Rabbit anti-parvalbumin Swant PV27 

Goat anti-rabbit 

biotinylated 

Vector Laboratories BA-1000 

Goat anti-rabbit DyLight 

488 

Vector Laboratories DI-1488 

Table 2.7.1 | List of antibodies used in the present study. 
 

Viral vectors (vg = vector genomes) 
Construct Titer Source Identifier 
AAV8/2-hEF1a-DIO-

hM3D(Gq)_mCherry 
>=1x1012 

vg/ml 

ETH Zurich Viral 

Vector Facility 

V98-8 

AAV8/2-hSyn1-DIO-

hM3D(Gq)_mCherry 

>=5.4x1012 

vg/ml 

ETH Zurich Viral 

Vector Facility 

V101-8 

AAV8/2-hSyn1-DIO-

mCherry 

>=9x1012 

vg/ml 

ETH Zurich Viral 

Vector Facility 

V116-8 

Table 2.7.2 | List of viral vectors used in the present study.  
 

Chemicals 
Reagent Source Identifier  
Bupenorphine Covetrus N/A 

Carpofen Covetrus N/A 

Chloroprothexene  Sigma-Aldrich C1671-1G 

Compound 21 HelloBio HB6124 

DiD Fisher Scientific 11530286 
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Mounting medium with 

DAPI 

2B Scientific H-1200-10 

 

Ethanol Sigma-Aldrich 443611 

Ethylene glycol Sigma-Aldrich 324558 

Glycerol Sigma-Aldrich G5516 

Glycine  Sigma-Aldrich G8898 

Goat serum 2B Scientific 995-08-FA-0.1 

Isoflurane  Covetrus N/A 

Paraformaldehyde (PFA) Sigma-Aldrich 158127 

Phosphate buffered 

saline (PBS) 

Sigma-Aldrich 524650 

Sodium azide  Sigma-Aldrich S2002 

Sodium chloride Sigma-Aldrich S9888 

Sodium pentobarbital Covetrus N/A 

Sodium phosphate 

monobasic 

Sigma-Aldrich S0751 

Sodium phosphate 

dibasic 

Sigma-Aldrich S9763 

Sucrose Sigma-Aldrich S0389 

Triton X-100 Sigma-Aldrich X102 

Urethane Sigma-Aldrich U2500 

Table 2.7.3 | List of reagents used in the present study. 
 

Mice 
Strain Source Identifier 
APPNL-G-F MRC Harwell APPNL-G-F 

SST-Cre Jackson Laboratories B6N.Cg-Ssttm2.1(cre)Zjh/J 

PV-Cre Jackson Laboratories B6;129P2-

Pvalbtm1(cre)Arbr/J 

Emx1-Cre Jackson Laboratories B6.129S2-

Emx1tm1(cre)Krj/J 

Table 2.7.4 | List of mice strains used in the present study. 
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Silicon microelectrodes 
Probe Source Identifier  
A4x8-5mm-100-400-

177-CM32 

NeuroNexus 

Technologies 

N/A 

Q1x4-5mm-200-177-

CQ4 

NeuroNexus 

Technologies 

N/A 

Table 2.7.5 | List of the silicon microelectrodes used in the present study. 
 
 
Hardware 
Equipment Source Identifier  
CoolLED Box CoolLED pE-4000 

Confocal Microscope Leica DMi8 

Drill (viral injection) World Precision 

Instruments 

503598 

Drill (chronic and acute in 

vivo electrophysiology) 

RS Components 472-2776 

Electrode impedance 

tester 

BAK Electronics Inc. IMP-2A 

Injection Controller World Precision 

Instruments  

N/A 

Injection Syringe Hamilton Neuros 

Logitech Camera Logitech Logitech HD Pro Web 

Camera C920 

Microtome  Leica SM2010R 

Microtome Temperature 

Controller  

Phsitemp BFS-5MP 

Open Ephys Acquisition 

Board 

Open Ephys N/A 

Open Ephys I/O Board Open Ephys N/A 

Open Field Boxes   

Stereotaxic Frame (acute 

in vivo electrophysiology) 

Stoelting 51730D 
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Stereotaxic Frame 

(chronic implantation / 

viral injection) 

David Kopf Instruments Model 940 

Stimulator Digitimer Ltd. DS3 

SPOT RT Slider 

Microscope Camera 

SPOT  N/A 

Upright Microscope Nikon Eclipse 800 Eclipse 800 

Table 2.7.6 | List of the hardware used in the present study. 
 
Software 
Resource Source Identifier  
Affinity Designer Affinity  N/A 

Bonsai Bonsai-rx.org N/A 

Ethovision Noldus N/A 

Fiji National Institutes for 

Health (Schindelin et al., 

2012) 

N/A 

Leica Acquisition Suite Leica LASX 

MATLAB Mathworks  R2020b 

Open Ephys GUI Open Ephys N/A 

Prism 9 GraphPad N/A 

Spot Basic Imaging 

Capture 

SPOT  N/A 

Table 2.7.7 | List of the software used in the present study. 
 
Other 
Item Source Identifier  
Cement Henry Schein Dental 1113427 

BA Optima 10 Curing 

Light 

Henry Schein Dental 1118799 

Intan Headstage Intan Technologies RHD2000 

Screws Antrin Minitature 

Specialists Inc 

NAS721CE80-060P 

Silver paint  RS-Components 101-5621 
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Silver wire  World Precision 

Instruments 

AGT0525 

Table 2.7.8 | List of other essential consumables used in the present 
study. 
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3 | Immunohistochemical analysis of PV-

expressing interneurons and Ab plaques in the 

APPNL-G-F mouse model 
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3.1 | Introduction 
GABAergic inhibitory interneurons are an extremely diverse group of neurons that 

modulate neuronal excitability, providing precise temporal windows for 

information processing and transfer. Interneurons are classified by their 

morphology, intrinsic firing properties, embryonic origin, the neuronal 

compartments they target and by the expression of different neuropeptides and 

Ca2+-binding proteins (Pelkey et al., 2017). Parvalbumin (PV) is one such Ca2+-

binding protein that is expressed by perisomatic-targeting fast-spiking basket 

cells, chandelier cells/axo-axonic cells and dendrite-targeting bistratified cells 

(Pelkey et al., 2017). PV-expressing interneurons, particularly fast-spiking basket 

cells, are implicated in the generation of multiple neuronal oscillations such as 

the SWO, theta, gamma, spindles, and SWRs, all of which are studied and 

discussed in this thesis (Mann, Radcliffe & Paulsen, 2005; Sanchez-Vives et al., 

2010; Stark et al., 2014; Amilhon et al., 2015; Clemente-Perez et al., 2017a). 

 

One of the pathological hallmarks of AD is the presence of Ab plaques, with 

soluble, oligomeric forms of Ab being linked to aberrant neural activity and 

impaired neuronal oscillations (Busche et al., 2008, 2012, 2015; Chung et al., 

2020a). These effects are mediated, in part, through disruptions to inhibitory 

neurotransmission (see section 1.4.3) (Busche et al., 2008; Palop & Mucke, 

2016). In particular, a large research focus has been placed upon PV-expressing 

interneurons, which display both functional and immunohistochemical changes 

in both humans with AD and mouse models of amyloidopathy (Verret et al., 2012; 

Sanchez-Mejias et al., 2020; Giesers & Wirths, 2020). PV-expressing interneuron 

hypofunction in both the hippocampus and cortex has been identified in the 

hAPP-J20 mouse model that has been linked to epileptic discharges and a 

reduction in gamma oscillation power (Verret et al., 2012; Martinez-Losa et al., 

2018). Additionally, contrary to hypofunction, PV-expressing interneuron 

hyperexcitability has recently been observed in young APP/PSEN1 mice (Hijazi 

et al., 2019). Targeting these interneurons to ameliorate their dysfunction rescues 

impairments to neuronal oscillations as well as improves performance in 

hippocampus-dependant memory tasks (Verret et al., 2012; Martinez-Losa et al., 

2018; Hijazi et al., 2019; Etter et al., 2019; Chung et al., 2020a).  
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Additionally, changes to PV-expressing interneuron immunoreactivity have also 

been identified. A loss of PV-expressing interneuron immunoreactivity has been 

observed in the brains of patients with AD (Arai et al., 1987; Brady & Mufson, 

1997; Mikkonen et al., 1999; Sanchez-Mejias et al., 2020), along with a loss of 

other markers of inhibition such as the neurotransmitter GABA and GABAA 

receptors; the primary receptor through which PV-expressing interneurons 

mediate inhibition (Ambrad Giovannetti & Fuhrmann, 2019). Moreover, this loss 

has also been identified in several first-generation mouse models of 

amyloidopathy and has been found to manifest as a loss of the protein PV, as 

well as a loss of the interneurons themselves (Cattaud et al., 2018; Ali et al., 

2019; Giesers & Wirths, 2020). However, a reduction in PV-expressing 

interneuron immunoreactivity is not consistently observed across models, with an 

increase being detected in young APP/PSEN1 mice (Hollnagel et al., 2019). 

Whether these differences are due to the different mutations the models possess 

or reflect changes in expression as a function of disease progression is unknown. 

 

Changes to the expression of PV-expressing interneurons can have functional 

consequences for neuronal networks. In the second-generation APPNL-G-F KI 

mouse model, accumulating evidence suggests the existence of a disrupted E-I 

balance, consistent with first-generation mouse models of amyloidopathy and 

humans with AD. In these mice, cortical epileptic discharges are found at around 

6-8 months (Johnson et al., 2020), with impairments to fast gamma oscillations 

occurring in the mEC at 5 months (Nakazono et al., 2017) that progress to the 

CA1 region of the hippocampus between 7-13 months (Jun et al., 2020). 

However, nothing is known about how PV-expressing interneurons are affected 

or their contribution to these changes. Studying the immunohistochemical 

expression of these interneurons at different points in this disease progression 

can give insights into the underlying mechanisms of network dysfunction. 

Therefore, using immunohistochemistry, the anatomical density of PV-

expressing interneurons was investigated in the APPNL-G-F mouse model at ages 

3, 6, 8 and 16 months. These experiments were conducted in the mPFC and CA1 

region of the hippocampus as they are the main focus of this thesis and are both 

regions affected by AD pathophysiology (Bakker et al., 2012; Palop & Mucke, 

2016; Grothe et al., 2017). The deposition of Ab1-42-contaning plaques was also 
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assessed in these regions to confirm an age-dependant increase in amyloid 

pathology (Nilsson, Saito & Saido, 2014; Saito et al., 2014).  
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3.2 | Results 
3.2.1 | Target brain regions 
Using immunohistochemistry, the anatomical density of PV-expressing 

interneurons and Ab1-42-contaning plaques was assessed in the APPNL-G-F mouse 

model at ages 3, 6, 8 and 16 months. Analysis was restricted to the mPFC and 

CA1 region of the hippocampus, with the mPFC further subdivided into the 

anterior cingulate cortex (ACC), prelimbic (PL) and infralimbic (IL) cortices (Van 

De Werd et al., 2010). Regions were consistently defined as described in Figure 
3.2.1 and full details of the methods used can be found in section 2.5.  

 

 
Figure 3.2.1 | Representative images and schematics displaying the 
defined regions of interest. A Outlined in black is the PL (top) and IL (bottom) 

cortices. B Outlined in black is the ACC. Blue shading in A and B represents 

ventricles and white matter tracts. C Outlined in black is the CA1 region of the 

hippocampus. Block blue shading represents white matter tracts, thin shading 

represents the cell body layers of the hippocampus. Scale bars: 500 µm. 

 

3.2.2 | Ab1-42 plaque immunoreactivity in the mPFC and CA1 region of the 

hippocampus 
Pathological processing of the APP protein in AD results in a larger proportion of 

Ab protein fragments that are 42 amino acids long. These fragments are more 

prone to aggregation and are the main constituent of amyloid plaques (O’Brien & 

Wong, 2011; Long & Holtzman, 2019). The percentage of cortical and 

hippocampal surface area covered with Ab1-42 plaques has previously been 

reported to increase with age in mice homozygous for the APPNL-G-F gene, with 

deposition occurring as early as 2 months (Nilsson, Saito & Saido, 2014; Saito et 

al., 2014). To confirm that this steady increase in deposition occurs within the 
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mPFC and CA1 region of the hippocampus, regions were immunohistochemically 

stained for the Ab1-42 protein.  

 

A statistically significant increase in the area covered with Ab1-42 plaques was 

found in APP animals compared with WT controls in the IL and PL cortices 

(Figure 3.2.2 A-D, E, G) as well as the ACC (Figure 3.2.3 A-E) and CA1 region 

of the hippocampus (Figure 3.3.4 A-E) at ages 6, 8 and 16 months. This result 

is unsurprising given that WT mice do not typically develop AD pathology. APP 

mice did not show a statistically significant increase in the area covered by Ab1-

42 plaques at 3 months in any region, although plaques were visible. Consistent 

with what is already reported with this animal model, APP animals developed a 

statistically significant increase in plaque load over time in all mPFC sub-regions 

and CA1. Additionally, a statistically significant increase in the average size of 

the plaques with age was found in all regions (Figures 3.2.2 H, 3.2.3 F, 3.2.4 F) 

other than the IL cortex (Figure 3.2.2 F), although a trending increase can be 

seen. Therefore, mice homozygous for the APPNL-G-F gene develop a steady 

increase in the deposition of Ab1-42 in the mPFC and CA1.  
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Figure 3.2.2 | Ab1-42 deposition increases with age in APP animals in the 

IL and PL cortices. A-D Representative images of Ab1-42 deposition in IL and 

PL cortices in WT and APP animals at 3 (A), 6 (B), 8 (C) and 16 months (D). 

Scale bars: 200 µm. E A statistically significant main effect of age (F(3,48) = 

20.10, p < 0.0001, 2-way ANOVA) and genotype (F(1,48) = 160.9, p < 0.0001, 

2-way ANOVA) was identified when analysing the area covered by Ab1-42 

plaques in the IL cortex (3m WT: 0 (0-0) vs APP: 0.47 (0.28-0.82), 6m WT: 0 

(0-0) vs APP: 2.68 (0.38-3.76), 8m WT: 0 (0-0) vs APP: 4.14 (3.89-7.99), 16m 

WT: 0 (0-0) vs APP: 4.45 (3.79-5.51) %). Tukey’s post-hoc pairwise 

comparisons revealed an increase in APP animals relative to WT at 6m (p < 
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0.05), 8m (p < 0.0001) and 16m (p < 0.0001). An increase was also identified 

between certain ages of APP animals (3m vs 8m, 3m vs 16m, 6m vs 8m, 6m 

vs 16m, all p < 0.05). F No statistically significant increase in the average 

plaque size in the IL cortex (3m: 608.2 (328.6-795.2) vs 6m: 912.6 (340.4-

1290.0) vs 8m: 1331.0 (953.6-2119.0) vs 16m: 1254.0 (1013.0-1572.0) µm2, 

F(3,21) = 2.88, p = 0.06, 1-way ANOVA). G A statistically significant main effect 

of genotype (F(1,53) = 197.8, p < 0.0001, 2-way ANOVA) and age (F(3,53) = 

26.30, p < 0.0001, 2-way ANOVA) was identified when analysing the area 

covered by Ab1-42 plaques in the PL cortex (3m WT: 0 (0-0)% vs APP: 0.64 

(0.49-0.71), 6m WT: 0 (0-0) vs APP: 2.24 (1.46-2.60), 8m WT: 0 (0-0) vs APP: 

2.66 (2.16-3.12), 16m WT: 0 (0-0) vs APP: 4.43 (4.06-7.48) %). Tukey’s post-

hoc pairwise comparisons revealed an increase in APP animals relative to WT 

at 6m (p < 0.001), 8m (p < 0.0001) and 16m (p < 0.0001). An increase was also 

identified between certain ages of APP animals (3m vs 6m, 3m vs 8m, 3m vs 

16m, 6m vs 16m, all p < 0.05). H A statistically significant increase in the 

average plaque size was found in the PL cortex (3m: 518.9 (442.0-576.3) vs 

6m: 1074.0 (893.6-1297.0) vs 8m: 1246.0 (1042.0-1457.0) vs 16m: 1707.0 

(1405.0-2023.0) µm2, F(3,27) = 24.74, p < 0.0001, 1-way ANOVA). Tukey’s 

post-hoc comparisons revealing increases between certain ages (3m vs 6m, 

3m vs 8m, 3m vs 16m, 6m vs 16m, 8m vs 16m, all p < 0.05). Box-plots display 

the median and ranges. Descriptive statistics display the median and IQR. *p 

< 0.05, ***p < 0.001, ****p < 0.0001. 
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Figure 3.2.3 | Ab1-42 deposition increases with age in APP animals in the 

ACC. A-D Representative images of Ab1-42 deposition in the ACC cortex in WT 

and APP animals at 3 (A), 6 (B), 8 (C) and 16 months (D). Scale bars: 200 µm. 

E A statistically significant main effect of age (F(3,53) = 9.47, p < 0.0001, 2-

way ANOVA) and genotype (F(1,53) = 247.60, p < 0.0001, 2-way ANOVA) was 

identified when analysing the area covered by Ab1-42 plaques (3m WT: 0 (0-0) 

vs APP: 0.86 (0.76-1.03), 6m WT: 0 (0-0) vs APP: 2.07 (1.93-4.06), 8m WT: 0 

(0-0) vs APP: 4.14 (3.89-7.99), 16m WT: 0 (0-0)% vs APP: 2.35 (2.21-3.26) %). 

Tukey’s post-hoc pairwise comparisons revealed an increase in APP animals 

relative to WT at 6m (p < 0.00001), 8m (p < 0.0001) and 16m (p < 0.0001). An 

increase was also identified between certain ages of APP animals (3m vs 6m, 

3m vs 8m, 3m vs 16m, all p < 0.05). F A statistically significant increase in the 

average plaque size was found (3m: 745.5 (582.4-890.1) vs 6m: 1615.0 (918.5-

1656.0) vs 8m: 1428.0 (1288.0-1663.0) vs 16m: 1306.0 (1203.0-1394.0) µm2, 

F(3,26) = 9.85, p = 0.0002, 1-way ANOVA). Tukey’s post-hoc comparisons 

revealing increases between certain ages (3m vs 6m, 3m vs 8m, 3m vs 16m, 
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all p < 0.05). Box-plots display the median and ranges. Descriptive statistics 

display the median and IQR. ***p < 0.001, ****p < 0.0001. 

 
 

 
Figure 3.2.4 | Ab1-42 deposition increases with age in APP animals in the 

CA1 region of the hippocampus. A-D Representative images of Ab1-42 
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deposition in CA1 in WT and APP animals at 3 (A), 6 (B), 8 (C) and 16 months 

(D). Scale bars: 200 µm. E A statistically significant main effect of age (F(3,52) 

= 40.22, p < 0.0001, 2-way ANOVA) and genotype (F(1,52) = 437.20, p < 

0.0001, 2-way ANOVA) was identified when analysing the area covered by Ab1-

42 plaques (3m WT: 0 (0-0) vs APP: 0.50 (0.35-0.63), 6m WT: 0 (0-0) vs APP: 

1.91 (1.63-2.57), 8m WT: 0 (0-0) vs APP: 2.50 (1.95-2.75), 16m WT: 0 (0-0) vs 

APP: 4.12 (3.56-4.50) %). Tukey’s post-hoc pairwise comparisons revealed an 

increase in APP animals relative to WT at 6m (p < 0.00001), 8m (p < 0.0001) 

and 16m (p < 0.0001). An increase was also identified between certain ages of 

APP animals (3m vs 6m, 3m vs 8m, 3m vs 16m, 6m vs 16m, 8m vs 16m, all p 

< 0.05). F A statistically significant increase in the average plaque size was 

found (3m: 554.0 (433.1-657.0) vs 6m: 989.7 (901.6-1146.0) vs 8m: 891.7 

(672.8-1012.0) vs 16m: 1156.0 (1024.0-1330.0) µm2, F(3,25) = 8.41, p = 

0.0005, 1-way ANOVA). Tukey’s post-hoc comparisons revealing increases 

between certain ages (3m vs 6m, 3m vs 16m, 8m vs 16m, all p < 0.05). Box-

plots display the median and ranges. Descriptive statistics display the median 

and IQR. ***p < 0.001, ****p < 0.0001. 

 

3.2.3 | PV-expressing interneuron immunoreactivity in the mPFC 
The density of PV-expressing interneuron immunoreactivity was first analysed 

between WT and APP animals in the IL and PL cortices. No statistically significant 

difference was found between genotypes for either region at all ages (Figure 
3.2.5 A-F), nor was there a relationship between PV-expressing interneuron 

density and Ab1-42 burden (Figure 3.2.5 G-H). Next, the density of PV-expressing 

interneuron immunoreactivity was assessed in the ACC. No statistically 

significant difference was found between WT and APP animals at ages 3, 6 and 

8 months. However, a statistically significant decrease was found in 16-month-

old APP animals compared with age-matched WT controls (Figure 3.2.6 A-E). 

This change in immunoreactivity in APP animals was not found to be correlated 

with Ab1-42 burden (Figure 3.2.6 F). Therefore, despite the widespread presence 

of Ab1-42 plaques, the decrease in PV-expressing interneuron immunoreactivity 

was confined to the ACC region of the mPFC in 16-month-old APP animals. 

Additionally, the lack of correlation between Ab1-42 load and PV-expressing 
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interneuron immunoreactivity potentially suggests other region-specific 

influences acting upon PV-expressing interneuron density.  

 

 
 
Figure 3.2.5 | PV-expressing interneuron density does not differ in APP 
mice compared with WT in IL and PL cortices at all ages. A-D 

Representative images of PV-expressing interneurons in the IL and PL cortices 

in WT and APP animals at 3 (A), 6 (B), 8 (C) and 16 months of age (D). Scale 

bars: 200 µm. E No statistically significant change in PV-expressing 

interneuron immunoreactivity in the IL cortex of APP animals (3m WT: 92.34 
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(43.93-126.8) vs APP: 70.35 (55.56-120.30), 6m WT: 132.00 (92.50-142.90) 

vs APP: 83.33 (64.65-217.60), 8m WT: 100.00 (80.00-140.00) vs APP: 75.00 

(70.00-162.50), 16m WT: 139.90 (76.43-166.70) vs APP: 91.67 (62.65-116.50) 

cells/mm2, all p > 0.05, 2-way ANOVA). F No statistically significant change in 

PV-expressing interneuron immunoreactivity in the PL cortex of APP animals 

(WT: 133.60 (79.07-156.80) vs APP: 115.70 (92.88-124.80), 6m WT: 107.20 

(97.18-110.50) vs APP: 102.00 (68.55-118.20), 8m WT: 106.60 (85.76-119.40) 

vs APP: 97.92 (82.25-112.30), 16m WT: 104.10 (80.39-131.80) vs APP: 83.45 

(60.33-117.00) cells/mm2, all p > 0.05, 2-way ANOVA). G No statistically 

significant correlation was found between the area covered by plaques and PV-

expressing interneuron immunoreactivity in pooled APP animals in the IL (r = 

0.26, p = 0.28, Spearman’s correlation) and H PL cortex (r = -0.23, p = 0.25, 

Spearman’s correlation). Box-plots display the median, IQR and ranges. 

Descriptive statistics display the median and IQR. 
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Figure 3.2.6 | PV-expressing interneuron density does not differ in APP 
mice compared with WT in the ACC at 3, 6, and 8 months but decreases 
at 16 months. A-D Representative images of PV-expressing interneurons in 

the ACC in WT and APP animals at 3 (A), 6 (B), 8 (C) and 16 months (D). Scale 

bars: 200 µm. E A statistically significant main effect of genotype was identified 

when analysing PV-expressing interneuron activity (3m WT: 120.90 (102.40-

130.10) vs APP: 122.90 (93.10-154.80), 6m WT: 123.80 (92.49-149.70) vs 

APP: 115.40 (92.49-137.20), 8m WT: 142.90 (102.00-150.50) vs APP: 121.00 

(97.24-155.30), 16m WT: 111.30 (86.96-132.20) vs APP: 74.82 (55.71-76.35) 

cells/mm2, F(3,50) = 5.54, p = 0.02, 2-way ANOVA). Tukey’s post-hoc pairwise 

comparison revealing a statistically significant decrease in immunoreactivity in 

APP mice at 16m (p = 0.04) F No statistically significant correlation was found 

between the area covered by plaques and PV-expressing interneuron 

immunoreactivity in pooled APP animals (r = -0.14, p = 0.49, Spearman’s 

correlation). Box-plots display the median, IQR and ranges. Descriptive 

statistics display the median. *p < 0.05. 
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3.2.4 | PV-expressing interneuron immunoreactivity in the CA1 region of the 

hippocampus  
PV-expressing interneuron immunoreactivity was then assessed in the CA1 

region of the hippocampus, with interneurons largely confined to the Str.O  and 

Str.P layers, consistent with the localisation of axo-axonic, fast-spiking basket 

and bistratified interneurons (Pelkey et al., 2017) (Figure 3.2.7 A-D). No 

statistically significant change in immunoreactivity was found in APP animals 

compared with WT controls for ages 3, 6 and 16 months. However, a statistically 

significant increase in PV-expressing interneuron immunoreactivity was identified 

in 8-month-old APP animals compared with age-matched WT controls (Figure 

3.2.7 E). Additionally, this change in immunoreactivity did not correlate with Ab1-

42 burden in APP animals (Figure 3.2.7 F). Thus, it appears that the density of 

PV-expressing interneuron immunoreactivity in CA1 transiently increases in APP 

animals compared with WT controls at 8 months that then declines between the 

ages of 8 and 16 months.  
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Figure 3.2.7 | PV-expressing interneuron density does not differ in APP 
mice compared with WT in CA1 at 3, 6, and 16 months but increases at 8 
months. A-D Representative images of PV-expressing interneurons in CA1 in 

WT and APP animals at 3 (A), 6 (B), 8 (C) and 16 months (D). Scale bars: 200 

µm. E A statistically significant interaction between age with genotype was 

identified when analysing PV-expressing interneuron activity (3m WT: 16.23 
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(10.51-28.22) vs APP: 16.87 (13.29-26.91), 6m WT: 27.84 (19.71-34.97) vs 

APP: 26.24 (21.14-36.28), 8m WT: 23.26 (20.44-33.87) vs APP: 40.49 (36.40-

46.41), 16m WT: 40.70 (36.22-52.94) vs APP: 31.95 (24.30-40.36) cells/mm2, 

F(3,49) = 5.47, p = 0.002, 2-way ANOVA). Tukey’s post-hoc pairwise 

comparison revealing a statistically significant increase in immunoreactivity in 

APP mice at 8m (p = 0.01) F No statistically significant correlation was found 

between the area covered by plaques and PV-expressing interneuron 

immunoreactivity in pooled APP animals (r = 0.31, p = 0.12, Spearman’s 

correlation). Box-plots display the median, IQR and ranges. Descriptive 

statistics display the median and IQR. *p < 0.05. 
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3.3 | Discussion 
3.3.1 | Summary  
The aims of these experiments were to assess PV-expressing interneuron 

immunoreactivity in the mPFC and CA1 region of the hippocampus at several 

ages in the APPNL-G-F mouse model and to confirm an age-dependant increase 

in Ab1-42 deposition. As expected, based on previous studies (Nilsson, Saito & 

Saido, 2014; Saito et al., 2014), an age-dependant increase in the area covered 

by Ab1-42 plaques was found in the PL cortex and ACC sub-regions of the mPFC 

and CA1, as was an increase in the average size of the plaques, with a trending 

increase found in the IL cortex. Additionally, an increase in PV-expressing 

interneuron immunoreactivity was identified in CA1 at 8 months and a decrease 

in immunoreactivity in the ACC at 16 months, both of which are novel findings.   

 

3.3.2 | Ab1-42 deposition in the mPFC and CA1 
To generate the APPNL-G-F mouse model, three different mutations associated 

with familial AD (FAD) were inserted into the humanised APP gene sequence 

that was knocked-in to the mouse genome to replace the endogenous mouse 

APP gene. The Swedish (KM670/671NL) and Beyreuther/Iberian (I716F) 

mutations increase the cleavage of the APP protein at b- and g-sites, respectively, 

creating a higher proportion of Ab1-42 protein that is more prone to aggregation, 

with the Arctic (E693G) mutation increasing the rate of deposition (Nilsson, Saito 

& Saido, 2014; Saito et al., 2014). In the results reported in this chapter, mice 

homozygous for the APPNL-G-F gene displayed an increase in the area covered 

by Ab1-42-containing plaques as well as an increase in the average size of the 

plaques over the ages 3, 6, 8 and 16 months. This was evident in all mPFC sub-

regions as well as in the CA1 region of the hippocampus. As expected, WT 

controls did not develop Ab1-42 plaques at any age. These results are consistent 

with initial reports that found an increase in Ab1-42 deposition in the cortex and 

hippocampus of homozygous APPNL-G-F mice, over the ages of 2-10 months 

(Nilsson, Saito & Saido, 2014; Saito et al., 2014). The current experiments further 

specify that Ab1-42 deposition is observed in mPFC sub-regions and the CA1 

region of the hippocampus. This deposition is consistent with the anatomical 

distribution of Ab pathology found in humans with AD (Braak & Braak, 1991; 
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Grothe et al., 2017), and further highlights the applicability of this mouse model 

in studying amyloidopathy.  

 
3.3.3 | An increase in CA1 PV-expressing interneuron immunoreactivity   
A statistically significant increase in PV-expressing interneuron immunoreactivity 

was identified in the CA1 region of the hippocampus in 8-month APP animals 

compared with WT controls. Increases in PV-expressing interneuron 

immunoreactivity have previously been reported in humans with AD (Saiz-

Sanchez et al., 2014). Additionally, an increase in PV staining intensity was found 

in the hippocampus of APP/PSEN1 mice, and PV-expressing interneurons were 

found to have a  more ramified morphology (Hollnagel et al., 2019). PV is a Ca2+ 

binding protein that has shown to accelerate the rate of decay of intracellular Ca2+ 

signals (Collin et al., 2005). This allows neurons to be maintained close to their 

resting potential, preventing cumulative facilitation and allowing a stable level of 

inhibition to be transmitted to the post-synaptic neuron (Caillard et al., 2000). An 

increase in PV can potentially cause interneurons to return to resting potentials 

quicker, allowing an increased firing rate. Indeed, the increase in PV staining 

intensity observed in APP/PSEN1 mice can be related to a separate study that 

found hyperexcitable PV-expressing interneurons at a similar age (Hijazi et al., 

2019). Increases in the expression levels of different interneuron protein markers 

have previously been documented to occur in response to aberrant network 

activity in the hippocampus of hAPP-J20 mice (Palop et al., 2007). In the APPNL-

G-F mouse model, cortical epileptic discharges and a reduction in mEC fast 

gamma power appear before 8 months, providing evidence for a disrupted E-I 

balance (Nakazono et al., 2017; Johnson et al., 2020). Upregulation of PV could 

therefore be a potential compensatory effect of the network in response to an 

impaired E-I balance. 

 

3.3.4 | A decrease in ACC PV-expressing interneuron immunoreactivity   
PV-expressing interneuron immunoreactivity was also reduced in APP animals 

compared with WT in the ACC at 16 months. A loss of PV-expressing interneuron 

immunoreactivity, manifested as a loss of both protein and neuron, have 

previously been documented to occur in first-generation mouse models of 

amyloidopathy (Cattaud et al., 2018; Ali et al., 2019; Giesers & Wirths, 2020). 

This loss can also be seen in humans with AD (Arai et al., 1987; Brady & Mufson, 
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1997; Mikkonen et al., 1999; Sanchez-Mejias et al., 2020). Whether the loss of 

PV-expressing interneuron immunoreactivity in the ACC signifies a loss of protein 

or a loss of interneurons remains to be determined. Synaptic loss is known to 

occur in the APPNL-G-F mouse model but it is unknown if this model displays 

neuronal loss too (Saito et al., 2014). Staining the ACC for the neuronal nuclear 

protein, NeuN, and quantifying the number of fluorescent cells will give a clearer 

indication of what this loss represents.  

 

Additionally, it is interesting to note that the loss of PV-expressing interneuron 

immunoreactivity did not correlate with amyloid plaque load. Although Ab has 

been shown to cause neuronal death (Manseau et al., 2010; Umeda et al., 2011) 

as well as neuron and network dysfunction (Busche et al., 2008, 2015; Nicole et 

al., 2016; Chung et al., 2020a; Park et al., 2020), it is possible that other factors, 

either alone or in combination with Ab, are needed to promote change in PV-

expressing interneuron immunoreactivity. In fact, in one first-generation mouse 

model of amyloidopathy (TgCRND8), a loss of PV-expressing interneuron 

immunoreactivity has been reported before the onset of plaque deposition (Mahar 

et al., 2017). Inflammation is another key feature of AD that has been linked to 

neuronal cell death (Wright et al., 2013; Spangenberg et al., 2016). Both 

microgliosis and astrogliosis have been reported in the APPNL-G-F mouse model 

(Saito et al., 2014). Whether these processes occur in a similar pattern to the loss 

of PV-expressing interneuron immunoreactivity in the ACC is unknown, but could 

help explain changes in immunoreactivity. 

 

PV-expressing interneurons are known to play a role in the generation of the 

SWO, spindles, SWRs, as well as gamma and theta oscillations (Mann, Radcliffe 

& Paulsen, 2005; Sanchez-Vives et al., 2010; Stark et al., 2014; Amilhon et al., 

2015; Clemente-Perez et al., 2017a). A loss of PV in PV-expressing interneurons 

has been shown to cause synaptic paired-pulse facilitation, which can increase 

the inhibitory tone, whereas a loss of the interneuron can reduce inhibition 

(Caillard et al., 2000). Either way, a loss of protein or interneurons can affect the 

function of PV-expressing interneurons, potentially leading to dysfunctional 

oscillatory activity. Moreover, PV has been shown to play a role in the 

asynchronous release of the neurotransmitter GABA, which is believed to help 
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prevent the coordinated synchronous firing of large groups of PCs (Manseau et 

al., 2010), a phenomenon that underlies the epileptic discharges that are a 

common feature in AD (Palop et al., 2007; Verret et al., 2012; Born, 2015; 

Martinez-Losa et al., 2018; Brown et al., 2018). Dysfunctional PV-expressing 

interneurons in first-generation mouse models of amyloidopathy have already 

been shown to impact both gamma oscillations and the occurrence of epileptic 

discharges (Palop et al., 2007; Verret et al., 2012; Martinez-Losa et al., 2018). 

On the other hand, there is evidence for changes in hippocampal PV-expressing 

interneuron immunoreactivity in the APP/PSEN1 model that are not accompanied 

with changes to oscillatory dynamics (Hollnagel et al., 2019). Therefore, pairing 

the observed changes in immunoreactivity with recordings of neuronal 

oscillations or interneuron activity will give a clearer indication of how changes in 

expression may affect cellular and neuronal circuit function.  

 

3.3.4 | Similarities with other mouse models and humans  
Different studies performed in first generation amyloidopathy mouse models have 

identified losses, gains and no change in PV-expressing interneuron 

immunoreactivity in cortical and hippocampal regions at various ages (Lemmens 

et al., 2011; Cattaud et al., 2018; Ali et al., 2019; Hollnagel et al., 2019; Giesers 

& Wirths, 2020). These discrepancies between studies can also been found when 

comparing different post-mortem reports from humans with AD (Arai et al., 1987; 

Brady & Mufson, 1997; Mikkonen et al., 1999; Saiz-Sanchez et al., 2014; 

Sanchez-Mejias et al., 2020). These contradictory results between studies can 

be due to several factors, including the mutations the different models and 

humans possess as well as the spread of ages used. Unfortunately, this makes 

it difficult to draw comparisons between models and humans. Longitudinal 

studies such as the one described in this chapter can help identify expression 

patterns of PV-expressing interneuron immunoreactivity. However, relating these 

patterns to AD pathology and functional changes will give a clearer indication of 

why these changes are occurring.  

 
3.3.5 | Limitations and future directions  
PV-expressing interneuron immunoreactivity and the area covered by Ab1-42 

plaques were manually quantified in FIJI software (see section 2.5) (Schindelin 

et al., 2012). Manual quantification such as this can introduce human error and 
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experimenter-experimenter variability, which can potentially influence the 

outcome of an experiment. Several practices were therefore adopted to limit 

variability, such as the use of biological replicates, blinding the researcher to 

genotype and keeping the researcher consistent throughout quantification. 

Another solution would have been to use a second researcher for quantification 

and take an average of the results. However, this doubles the resources required 

to perform the analysis and due to the large volume of images analysed in this 

chapter, was not feasible. Automated cell counting software and FIJI plugins can 

also be used to overcome human error and reduce the processing time of manual 

quantification (Schmitz et al., 2014; O’Brien, Hayder & Peng, 2016; Bal, Maureira 

& Arguello, 2020). However, automated results initially need to be benchmarked 

against manual counting to determine the accuracy of the method. Therefore, 

they were not considered an appropriate quantification method for these 

experiments.  

 

Finally, somatostatin (SST)-expressing interneurons are another interneuron 

sub-type shown to be important in the generation of theta and gamma oscillations 

as well as the SWO (Klausberger et al., 2003; Funk et al., 2017; Antonoudiou et 

al., 2020). Impairments to SST-expressing interneurons are reported in first-

generation mouse models of amyloidopathy (Chung et al., 2020a), as are 

changes to their immunoreactivity (Moreno-Gonzalez et al., 2009; Trujillo-Estrada 

et al., 2014; Sanchez-Mejias et al., 2020). Additionally, a loss of SST-expressing 

interneuron immunoreactivity has been documented to occur in the brains of 

humans with AD (Saiz-Sanchez et al., 2014; Sanchez-Mejias et al., 2020). 

Therefore, assessing the expression patterns of these interneurons in the APPNL-

G-F mouse model in future experiments can provide valuable information about 

observed circuit disruptions.    

 

3.3.6 | Conclusions  
The aim of this study was to assess the expression pattern of PV-expressing 

interneurons in the mPFC and CA1 region of the hippocampus in the APPNL-G-F 

mouse model and to specify an age-dependant increase in the area covered by 

Ab1-42 plaques in these regions. Both the area covered by Ab1-42 plaques and the 

size of Ab1-42 plaques increased over the ages 3, 6, 8 and 16 months in mPFC 
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sub-regions and the CA1 region of the hippocampus. Additionally, an increase in 

PV-expressing interneuron immunoreactivity was identified in APP animals in the 

CA1 region of the hippocampus at 8 months, as was a decrease in 

immunoreactivity in the ACC of APP animals at 16 months. The functional 

implications of these changes in immunoreactivity still needs to be investigated, 

but further imply that a disrupted E-I balance exists in the APPNL-G-F mouse model.  

  



 
 

122 

 

 

 

 

 

 

 

 

4 | A chemogenetic approach for targeting PV- and 

SST-expressing interneuron populations to 

ameliorate slow wave oscillation impairments in 

the APPNL-G-F mouse model 
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4.1 | Introduction 
During NREM sleep, the communication between the mPFC and hippocampus 

underlies the long-term consolidation of hippocampus-dependant memories. This 

is achieved through the temporal coupling of three cardinal neuronal oscillations: 

the SWO, spindles and SWRs (Diekelmann & Born, 2010; Maingret et al., 2016b) 

(see section 1.2.2.4). In particular, the SWO provides a temporal framework for 

spindles and SWRs to nest within and is considered the oscillatory pacemaker of 

the circuit (Mölle et al., 2006, 2009; Maingret et al., 2016b). The SWO is 

composed of two distinct states: Up states and Down states (UDS). Up states are 

reflected in the LFP as surface positive (depth negative) deflections and are 

associated with the rapid firing and depolarisation of neurons. Down states can 

be viewed as surface negative (depth positive) deflections and are associated 

with long-lasting neuronal hyperpolarisations (Steriade, Nunez & Amzica, 1993a).  

 

UDS are generated, in part, by the action of GABAergic interneurons. Fast-

spiking PV-expressing basket cells have been shown to be important in the 

maintenance of Up states through their ability to balance the rapid firing of 

excitatory neurons (Haider et al., 2006). These cells target the cell soma and 

mediate inhibition through the fast-acting GABAA receptors, that are important in 

Up state maintenance (Mann, Kohl & Paulsen, 2009; Sanchez-Vives et al., 2010; 

Pelkey et al., 2017). Additionally, these cells are documented to play a role in the 

generation of gamma oscillations (Mann, Radcliffe & Paulsen, 2005), which can 

be found nested within SWO Up states (Steriade et al., 1996; Valderrama et al., 

2012). SST-expressing interneurons are thought to be involved in initiating Down 

states and increase their firing and Ca2+ activity towards the end of an Up state 

(Fanselow & Connors, 2010; Niethard et al., 2018). Moreover, SST-expressing 

interneurons mediate their effects through GABAB  receptors, that have shown to 

be important in Down state initiation (Mann, Kohl & Paulsen, 2009; Craig et al., 

2013; Craig MT, 2014; Urban-Ciecko, Fanselow & Barth, 2015), with their 

chemogenetic activation enhancing SWA (Funk et al., 2017). 

 

Impairments to PV-expressing interneurons have been identified in first-

generation mouse models of amyloidopathy and are associated with aberrant 

network activity and a reduction in the power of gamma oscillations (Verret et al., 
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2012; Martinez-Losa et al., 2018). Additionally, SST-expressing OLM cells are 

documented to have reduced axon boutons and dendritic spines in 

amyloidopathy mouse models (Schmid et al., 2016b). Impaired inhibition in these 

models has been linked to a reduction in the power, frequency and coherence of 

the SWO, as deficits can be rescued upon administration of GABAA receptor 

agonists (Busche et al., 2015; Kastanenka et al., 2017; Castano-Prat et al., 

2019). This is consistent with reduced SWA correlating with increased amyloid 

burden in the brains of humans with AD (Mander et al., 2015b) as well as the 

diminished expression of PV and SST proteins (Ambrad Giovannetti & 

Fuhrmann, 2019). However, the contribution of PV and SST-expressing 

interneurons to SWO deficits reported in AD is currently unknown.  

 
Enhancing the activity of PV and SST-expressing interneurons has previously 

been shown to rescue impairments to theta and gamma oscillations caused by 

pathological amyloid (Verret et al., 2012; Martinez-Losa et al., 2018; Chung et al., 

2020a; Park et al., 2020). Therefore, it was hypothesised that enhancing the 

activity of these interneurons in the mPFC could reverse deficits to the SWO in 

the APPNL-G-F mouse model of amyloidopathy. Using Designer Receptors 

Exclusively Activated by Designer Drugs (DREADD) technology (Roth, 2016), 

these interneuron sub-populations were individually targeted in the hope that 

boosting their activity could ameliorate impairments to the SWO and 

subsequently, any potential deficits to the temporal coupling of the systems 

consolidation circuit. These experiments were conducted when animals were 8 

months old. I originally hypothesised that disruptions to the SWO would  occur at 

this age given that amyloid pathology began as early as 2 months and spatial 

memory impairments were reported at 6 months (Nilsson, Saito & Saido, 2014; 

Saito et al., 2014; Masuda et al., 2016). Additionally, the time required for 

breeding and ageing mice constrained the age at which experiments could be 

carried out to completion.  
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4.2 | Results 
4.2.1 | Viral transduction of excitatory DREADDs 
To target specific PV and SST-expressing interneuron populations in the APPNL-

G-F mouse model, PV-Cre and SST-Cre mice were bred with APPNL-G-F mice in-

house. Resultant animals were either homozygous for the APPNL-G-F gene or WT 

littermate controls and expressed Cre-recombinase under the expression of 

either PV or SST promoters (Figure 4.2.1 C). Animals received a unilateral 

injection of one of two viruses in the mPFC (Figure 4.2.1 A). The viral vector 

contained either the excitatory DREADD, hM3D(Gq)_mCherry, or mCherry to act 

as a control, within a DIO (Figure 4.2.1 B). This resulted in Cre-dependant 

expression of hM3D(Gq) plus mCherry or mCherry only in PV or SST-expressing 

interneurons (Figure 4.2.1 E).  
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Figure 4.2.1 | Strategy for controlling PV and SST interneuron populations 
in the mPFC of WT and APP mice. A Schematic showing the target brain 

region. B Diagram showing the design of the viral vectors that were 

intracerebrally injected into the mice outlined in C and D. C Table showing the 

final genotypes of the mice that were bred and used in this study as well as 

their shorthand notation used in this chapter. D Table showing the animals that 

were used in these experiments with a tick showing the animals that had 

successful viral injections. E Representative sections showing successful 

transduction of both viruses illustrated in B within both PV and SST interneuron 

populations in the target brain region outlined in A. mPFC sub-regions are 

outlined in white. Scale bars: 100 µm. 
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The designer drug, clozapine N-oxide (CNO), was originally created to selectively 

activate the designer receptors, such as hM3D(Gq) (Roth, 2016). However, CNO 

was later found to back-metabolise to clozapine in vivo, causing off-target effects 

(Gomez et al., 2017). To overcome this, a second designer drug was created 

called compound 21 (Chen et al., 2015). To test this drug’s efficacy, Emx1-Cre 

mice that expressed hM3D(Gq)_mCherry in cortical PCs were given a 1 mg/Kg 

sub-cutaneous injection of compound 21. Mice were perfused 2 hours later and 

brains were processed and stained for the neural marker of activation, cFos. Co-

localisation of cells expressing mCherry and cFos signify that at this dose, 

compound 21 can effectively increase the neural activity of cells expressing the 

excitatory DREADD, hM3D(Gq) (Figure 4.2.2 A-C). This has since been 

corroborated (Thompson et al., 2018; Jendryka et al., 2019).  

 

 
Figure 4.2.2 | Subcutaneous injection of compound 21 successfully 
activates neurons expressing the hM3D(Gq) excitatory DREADD as seen 
by the expression of the immediate early gene cFos. A Representative 

section of hM3D(Gq)_mCherry expression in excitatory neurons of an Emx1-

cre mouse virally injected with AAV8/2-hSyn1-DIO-hM3D(Gq)_mCherry. B 

Immunoreactivity in the same section for the immediate early gene cFos. Mice 

were injected subcutaneously with compound 21 (1 mg/Kg) and perfused 2 

hours later. C Images from A and B were merged together to show the co-

localisation of hM3D(Gq)_mCherry-expressing cells with cFOS. Black and 

white arrows highlight cells showing this colocalization. Scale bars: 100 µm. 
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4.2.2 | Experimental approach 
The animals described in Figure 4.2.1 were used for the following experiments. 

To record neuronal oscillations within the mPFC-hippocampal circuit, 4-shank, 

32-channel silicon microelectrodes were inserted into both mPFC and 

hippocampus, respectively (Figure 4.2.3 A). Experiments were non-recovery and 

conducted under isoflurane anaesthesia, as this state has previously been shown 

to model SWO analogous to those recorded in natural sleep (Doi et al., 2007; 

Busche et al., 2015; Dasilva et al., 2021). Neural activity was recorded at 

baseline, after injection with 0.9% sterile saline and after injection with compound 

21, with each animal acting as its own control. The depth of anaesthesia was kept 

as consistent as possible between conditions by maintaining a breathing rate of 

roughly 2 Hz and the presence of low frequency, high amplitude activity visible in 

the LFP. A schematic of the protocol used can be found in Figure 4.2.3 B and 

full details of experiments found in section 2.3.  

 

 

 
Figure 4.2.3 | Experimental protocol for chemogenetically controlling PV 
and SST interneuron populations to alter UDS dynamics in WT and APP 
mice. A Representative cartoon showing probe placement within the target 

brain structures; mPFC and dorsal CA1, plus a schematic showing the design 

of the microelectrodes. B Flow diagram describing the experimental protocol 
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used in these experiments. Note the 2-hour time lag between injection of 

compound 21 and perfusion, to allow for the expression of cFos. 

 
4.2.3 | No difference in UDS dynamics between WT and APP mice  
UDS dynamics in the mPFC were first assessed during baseline conditions. Only 

electrodes in the mPFC were used, with data from each channel averaged 

together as no difference was found between electrodes for each measure. 

Additionally, animals were pooled into either WT or APP animals for the following 

analysis, regardless of the cell type expressing Cre-recombinase or viral vector 

injected. No statistically significant change was found in APP animals compared 

with WT in the duration of Down states, Up states, combined UDS and therefore 

frequency of UDS (Figure 4.2.4 A-C). There was also no statistically significant 

change in APP animals compared with WT in the amplitude of Down states, Up 

states, total amplitude (Figure 4.2.4 D-E) or in the number of detected UDS 

(Figure 4.2.4 F). Very similar distributions can be seen in the cumulative 

probability histograms for each measure, further indicating that UDS dynamics 

do not appear to be altered in APP animals compared with WT at 8 months 

(Figure 4.2.4 C, E).  
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Figure 4.2.4 | Baseline UDS dynamics do change in APP animals 
compared with WT at 8 months under isoflurane anaesthesia. A Raw 

(black) and filtered (coloured) traces of detected UDS for both WT and APP 

mice. Scale bar: 400 ms, 100 µV. B No statistically significant difference was 

found in APP animals compared with WT for the average Down state duration 
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(WT: 0.81 ± 0.04 vs APP: 0.78 ± 0.04 s, t(16) = 0.58, p = 0.57, unpaired t-test) 

(i), Up state duration (WT: 0.52 ± 0.02 vs APP: 0.55 ± 0.03 s, t(13.04) = 0.5, p 

= 0.62, unpaired t-test) (ii), total duration (WT: 1.3 ± 0.06 vs APP: 1.3 ± 0.07 s, 

t(14.19) = 0.12, p = 0.90, unpaired t-test) (iii), or UDS frequency (WT: 0.85 ± 

0.04 vs APP: 0.85 ± 0.06 Hz, t(13.66) = 0.02, p = 0.98, unpaired t-test) (iv). C 

Average ± SEM cumulative probability histograms of all detected UDS from 

both WT and APP mice. No visible difference noted in the distribution of UDS 

data between genotypes for the duration of Down states (i), Up states (ii), total 

duration (iii) or UDS frequency (iv). D No statistically significant difference was 

found in APP animals compares with WT for the average Down state amplitude 

(WT: 0.15 ± 0.03 vs APP: 1.30 ± 0.07 mV, t(14.19) = 0.12, p = 0.90, unpaired 

t-test) (i), Up state amplitude (WT: 0.11 ± 0.02 vs APP: 0.10 ± 0.02 mV, t(16) = 

0.32, p = 075, unpaired t-test) (ii) or total amplitude (WT: 0.26 ± 0.06 vs APP: 

0.22 ± 0.02 mV, t(12.08) = 0.78, p = 0.45, unpaired t-test) (iii). E Average ± 

SEM cumulative probability histograms of all detected UDS from both WT and 

APP mice. No visible difference noted in the distribution of UDS data between 

genotypes for the amplitude of Down states (i), Up states (ii) or total amplitude 

(iii). F No statistically significant difference was found in APP animals 

compared with WT for the frequency of detected UDS events (WT: 0.02 ± 0.001 

vs APP: 0.03 ± 0.005 Hz, t(8.42) = 2.03, p = 0.07, unpaired t-test). Bar graphs 

and statistics display the mean ± SEM. 

 

To confirm that there is no effect of expressing Cre-recombinase in either PV vs 

SST-expressing cell populations upon the observed results, three different 

measures of UDS dynamics were chosen to compare between genotypes. No 

visible difference was seen between genotypes in the frequency of UDS, the 

amplitude of UDS, or in the number of detected UDS (Figure 4.2.5 A-C). No 

statistical test was performed due to the SSTAPP group being underpowered. 

Additionally, it is unlikely that the expression of the viral vectors had any influence 

upon UDS dynamics as there is no evidence that the expression of 

hM3D(Gq)_mCherry alters basal neuronal activity (Roth, 2016). Therefore, there 

was no effect of viral transduction or expression of Cre-recombinase upon UDS 

dynamics.  
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Figure 4.2.5 | Variation in baseline UDS dynamics is not due to an effect 
of expressing Cre-recombinase in PV or SST-expressing neurons. The 

expression of Cre-recombinase in PV and SST-expressing cell populations had 

no visible effect within and between WT and APP animals when comparing A 

UDS frequency (PVWT: 0.89 (0.69-0.95), SSTWT: 0.91 (0.72-1.01), PVAPP: 0.86 

(0.73-1.1), SSTAPP: 0.66 Hz), B UDS amplitude (PVWT: 0.19 (0.15-0.46), 

SSTWT: 0.19 (0.16-0.38), PVAPP: 0.2 (0.17-0.27), SSTAPP: 0.32 mV) and C the 

number of detected UDS (PVWT: 0.012 (0.01-0.02), SSTWT: 0.02 (0.019-0.023), 

PVAPP: 0.025 (0.2-0.04), SSTAPP: 0.017 Hz). Box-plots display the median, IQR 

and ranges. Descriptive statistics display the median, IQR and ranges.  

 
Differing isoflurane concentrations have previously been shown to exert an effect 

upon UDS dynamics (Doi et al., 2007; Dasilva et al., 2021). Therefore, it is 

possible that changes in anaesthesia depth can obscure differences to the SWO 

between genotypes by producing variability. To try and keep the depth of 

anaesthesia consistent between animals and between conditions, a breathing 

rate of roughly 2 Hz was maintained, as was the presence of large amplitude, low 

frequency activity in the LFP. This was typically achieved at isoflurane 

concentrations between 0.4-0.8%. However, it is difficult to precisely maintain 

these conditions. A proxy marker of anaesthesia depth is breathing rate, with 

higher concentrations of isoflurane depressing the number of breaths per second 

(measured in Hz) (Gargiulo et al., 2012; Massey & Richerson, 2017). Therefore, 

relationships between breathing rate and three different measures of UDS 

dynamics were assed to determine if there was an influence of anaesthesia depth 

upon the observed SWO results. No statistically significant correlation was found 

between breathing rate and UDS frequency, UDS amplitude or number of 

detected UDS events for either genotype (Figure 4.2.6 A-C). Therefore, 
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breathing rate and depth of anaesthesia had no effect upon the observed SWO 

results.  

 

 
Figure 4.2.6 | No correlation between breathing rate and UDS dynamics is 
observed. No statistically significant correlation was found for either genotype 

between breathing rate and A UDS frequency (WT: r = 0.16, p = 0.66 vs APP: 

r = -0.47, p = 0.24, Spearman’s correlation), B UDS amplitude (WT: r = 0.15, p 

= 0.66 vs APP: r = 0.49, p = 0.22, Spearman’s correlation) and C the number 

of UDS events (WT: r = -0.42, p = 0.22 vs APP: r = -0.56, p = 0.15, Spearman’s 

correlation). Points on each graph represent values from individual animals. 

 
 
4.2.4 | Differences in UDS dynamics between baseline and saline control 

conditions  
The difficulty in maintaining the same depth of anaesthesia between conditions 

can prevent observing an effect of the designer drug upon UDS dynamics when 

comparing with baseline and saline control conditions. Therefore, to determine if 

variation in UDS dynamics exists between conditions, the relationship between 

baseline and saline control conditions were analysed for each measure. Baseline 

and saline conditions were chosen as saline should theoretically have no effect 

upon UDS dynamics.  

 

Assuming that UDS dynamics during baseline conditions are the roughly same 

after an injection of saline, a statistically significant positive correlation would be 

expected between baseline and saline conditions. However, this was only the 

case for WT Down state duration, WT total UDS duration, WT UDS frequency, 

WT and APP Up state amplitude and WT total amplitude (Figure 4.2.7 A-E). 

There was also no statistically significant change in the correlations in APP 

animals compared with WT controls for each measure (Figure 4.2.7 B-E). 
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Therefore, it appears that similar UDS dynamics cannot be reliably reproduced 

between conditions, within individual animals. This signifies that isoflurane is an 

unreliable method for measuring the effect of increasing PV and SST-expressing 

interneuron activity on UDS dynamics. No comparisons were made with the 

designer drug condition as the number of successful viral injections for each 

genotype was underpowered (Figure 4.2.1 D). 
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Figure 4.2.7 | UDS dynamics change between baseline and vehicle treated 
conditions. A Raw (black) and filtered (coloured) traces of detected UDS from 

WT and APP mice under both baseline and vehicle treated conditions. Scale 

bar: 400 ms, 100 µV. For the data shown in figures B-E a statistically significant 

positive correlation signifies that there is no change in the UDS measured 
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variable between baseline and vehicle conditions. B A statistically significant 

positive correlation was found between the total UDS duration in baseline and 

vehicle treated conditions in WT mice (r = 0.72, p = 0.02, Spearman’s 

correlation) but not in APP mice (r = 0.42, p = 0.29, Spearman’s correlation). 

This difference was not found to be a function of genotype (p = 0.21, Fisher’s 

transformation) (iii). No statistically significant correlation was found for the 

duration of Down states or Up states between baseline and vehicle conditions 

for either WT or APP mice (all p > 0.05, Spearman’s correlation), nor was there 

a statistically significant difference in the r values between genotypes for each 

of these measures (all p > 0.05, Fisher’s transformation) (i-ii). C A statistically 

significant positive correlation was found between UDS frequency in baseline 

and vehicle treated conditions in WT mice (r = 0.74, p = 0.01, Spearman’s 

correlation) but not in APP mice (r = 0.42, p = 0.29, Spearman’s correlation). 

This difference was not found to be a function of genotype (p = 0.19, Fisher’s 

transformation). D No statistically significant correlation was found between 

Down state amplitude in baseline and vehicle conditions for either WT (r = 0.49, 

p = 0.15, Spearman’s correlation) or APP mice (r = 0.19, p = 0.66, Spearman’s 

correlation), nor was there a statistically significant difference in the r values 

between genotypes (p = 0.28, Fisher’s transformation) (i). A statistically 

significant positive correlation was found between the Up state amplitude in 

baseline and vehicle conditions in WT (r = 0.75, p = 0.01, Spearman’s 

correlation) and APP mice (r = 0.92, p = 0.002, Spearman’s correlation). There 

was no statistically significant difference in the r values between genotypes (p 

= 0.14, Fisher’s transformation) (ii). A statistically significant positive correlation 

was found between the total UDS amplitude in baseline and vehicle treated 

conditions in WT mice (r = 0.69, p = 0.03, Spearman’s correlation) but not in 

APP mice (r = 0.33, p = 0.42, Spearman’s correlation). This difference was not 

found to be a function of genotype (p = 0.19, Fisher’s transformation) (iii). No 

statistically significant correlation was found between the frequency of UDS 

events in baseline and vehicle treated conditions in WT (r = 0.38, p = 0.27, 

Spearman’s correlation) and APP mice (r = 0.54, p = 0.17, Spearman’s 

correlation). There was no statistically significant difference in the r values 

between genotypes (p = 0.36, Fisher’s transformation). Points on graph 

represent values from individual animals. *p < 0.05, **p < 0.01. 
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4.2.5 | Isoflurane produces large variation in UDS dynamics compared with 

urethane and natural sleep 
The SWO has been studied under several different types of anaesthetics, 

including isoflurane and urethane (Doi et al., 2007; Luczak et al., 2007; Busche 

et al., 2015; Dasilva et al., 2021). Differences in UDS dynamics between 

anaesthesia depths as well as differences between anaesthetics and natural 

sleep have previously been investigated (Chauvette et al., 2011; Dasilva et al., 

2021; Torao-Angosto et al., 2021). However, no comparison exists between 

isoflurane, urethane and natural sleep. Therefore, using WT animals that had 

been chronically implanted with silicon microelectrodes in the mPFC (see 

section 2.2), changes to cortical UDS dynamics were investigated during natural 

sleep and under isoflurane and urethane anaesthesia. No statistically significant 

difference was found between conditions for all measures of UDS dynamics, 

although a trending increase in Up state duration can be seen under urethane 

anaesthesia compared with natural sleep as well as a decrease in UDS frequency 

(Figure 4.2.8 Bi, iv) and occurrence (Figure 4.2.8 F). Interestingly, variation in 

UDS duration is visible under isoflurane anaesthesia, consistent with the variation 

in UDS duration seen in Figure 4.2.4 B. A Brown-Forsyth test was used to 

determine if the variation between groups is equal. Statistically significant 

unequal variation was found for Down state duration, UDS duration and UDS 

frequency. This is most likely due to the variation caused by isoflurane 

anaesthesia, yet multiple comparisons corrected Bonferroni post-hoc testing did 

not reveal any statistically significant differences between individual groups. 

However, visual inspection of the data revealed isoflurane to have notably larger 

variability compared with urethane and sleep conditions (Figure 4.2.8 Bi, iii, iv). 

Additionally, a trending statistical significance was found when comparing the 

variation between groups for the number of detected UDS, with larger variability 

noticeable under isoflurane anaesthesia (Figure 4.2.8 F). Finally, the different 

conditions appeared to have no effect on UDS amplitude (Figure 4.2.8 D). 
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Figure 4.2.8 | UDS dynamics are highly variable under isoflurane 
anaesthesia. A Example raw (black) and filtered traces of detected UDS during 

isoflurane (grey) and urethane (red) anaesthesia and natural sleep (orange). 

Scale bar: 200 ms, 200 µV. B No statistically significant difference was found 

between conditions for the average Down state duration (Isofo: 0.66 (0.58-

0.82), Urethane: 0.72 (0.68-0.76), Sleep: 0.68 (0.67-0.7) s, Fr = 2.8, p = 0.36, 

Friedman test) (i), Up state duration (Isoflo: 0.56 (0.5-0.59), Urethane: 0.67 

(0.59-0.69), Sleep: 0.57 (0.55-0.58) s, Fr = 5.2, p = 0.09, Friedman test) (ii), 
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total duration (Isoflo: 1.24 (1.08-1.4), Urethane: 1.37 (1.3-1.4), Sleep: 1.26 

(1.23-1.28) s, Fr = 4.8, p = 0.12, Friedman test) (iii), or UDS frequency (Isoflo: 

0.89 (0.77-0.89), Urethane: 0.79 (0.75-0.82), Sleep: 0.86 (0.85-0.88) Hz, Fr = 

4.8, p = 0.12, Friedman test) (iv). Large variability was also found between 

conditions for the duration of Down states (F(2,12) = 3.91, p = 0.04, Brown-

Forsythe test) (i), total duration (F(2,12) = 4.14, p = 0.04, Brown-Forsythe test) 

(iii) and frequency (F(2,12) = 5.14, p = 0.02, Brown-Forsythe test) (iv). C 
Average ± SEM cumulative probability histograms of all detected UDS from all 

3 conditions. No visible difference noted in the distribution of UDS data between 

conditions for the duration of Down states (i), Up states (ii), total duration (iii) 
or UDS frequency (iv). However, a bimodal distribution exists for each 

measure, indicating two separate frequencies of UDS in all conditions. D No 

statistically significant difference in amplitude was found between conditions for 

Down states (Isoflo: 0.11 (0.09-0.13), Urethane: 0.14 (0.09-0.15), Sleep: 0.13 

(0.12-0.15) mV, Fr = 2.8, p = 0.36, Friedman test) (i), Up states (Isoflo: 0.08 

(0.075-0.1), Urethane: 0.1 (0.09-0.11), Sleep: 0.1 (0.09-0.12) mV, Fr = 2.8, p = 

0.36, Friedman test)  (ii)  or the total amplitude (Isoflo: 0.19 (0.16-0.24), 

Urethane: 0.24 (0.18-0.26), Sleep: 0.22 (0.2-0.27) mV, Fr = 2.8, p = 0.36, 

Friedman test) (iii). E Average ± SEM cumulative probability histograms of all 

detected UDS from all conditions. No visible difference noted in the distribution 

of UDS data between conditions for Down states (i), Up states (ii) or total 

amplitude (iii). F No statistically significant difference was found between 

conditions for the frequency of detected UDS (Isoflo: 0.16 (0.11-0.26), 

Urethane: 0.15 (0.13-0.16), Sleep: 0.19 (0.18-0.2) Hz, Fr = 2.8, p = 0.36, 

Friedman test) but a large variation within the data was found, although not 

statistically significant (F(2,12) = 3.26, p = 0.07, Brown-Forsythe test). Box plots 

show median, IQR and ranges. Descriptive statistics display the median and 

IQR.  
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4.3 | Discussion 
4.3.1 | Summary 
Impairments to the SWO, and the PV- and SST-expressing interneurons that help 

generate it, have been reported in humans with AD as well as in first-generation 

mouse models of amyloidopathy (Busche et al., 2015; Mander et al., 2015b; 

Schmid et al., 2016a; Martinez-Losa et al., 2018; Ambrad Giovannetti & 

Fuhrmann, 2019). The present study aimed to set up an in vivo model of SWA 

under isoflurane anaesthesia, confirm the presence of aberrant SWA in 8-month-

old APPNL-G-F mice, and rectify changes to the SWO by increasing the overall 

activity of PV- and SST-expressing interneurons using DREADD technology. 

Isoflurane was found to generate the SWO in vivo, although this method was 

found to be suboptimal for studying SWA. Additionally, no observable deficits to 

UDS dynamics were found in APP mice at 8 months, which is a novel finding. 

Together, these findings precluded investigation into the effect of enhancing PV- 

and SST-expressing interneuron activity upon the SWO. Furthermore, this data 

influenced the use of natural sleep for studying the SWO in future experiments 

(see section 5). 

 

4.3.2 | UDS dynamics appear to be unaffected in 8-month APP animals 
No observable changes were found to UDS dynamics in APP animals compared 

with WT at 8 months. This is inconsistent with previous research using first-

generation mouse models of amyloidopathy that identified disruptions to the 

SWO frequency and coherence at a similar age (Busche et al., 2015; Kastanenka 

et al., 2017). However, the over-expression of mutated genes in first-generation 

mouse models can exacerbate certain phenotypes, leading to detectable deficits 

at younger time-points (Saito et al., 2014; Nilsson, Saito & Saido, 2014; Sasaguri 

et al., 2017). The KI strategy applied to generate the APPNL-G-F mouse model 

overcomes this issue (Saito et al., 2014; Nilsson, Saito & Saido, 2014), therefore 

it is possible that 8 months is too early in the APPNL-G-F mouse model disease 

progression to observe similar deficits to those modelled by more aggressive 

APP over-expression mouse lines.  

 

The lack of observable deficits to the SWO at this age meant I was unable to test 

my hypothesis: that chemogenetically enhancing the activity of PV- and SST-
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expressing interneuron populations would ameliorate deficits to the SWO. At the 

time of this study, little was known about the APPNL-G-F model. The hypothesis 

that impairments to the SWO would occur at 8-months was based on previous 

findings of disrupted SWA in first-generation models (Busche et al., 2015; 

Kastanenka et al., 2017), the relationship between Ab load and SWA impairments 

in humans (Mander et al., 2015b), the development of cortical Ab pathology as 

early as 2 months in the APPNL-G-F mouse model (see section 3) as well as spatial 

memory impairments occurring at 6 months (Saito et al., 2014; Nilsson, Saito & 

Saido, 2014). Since then, spatial memory impairments occurring at 6 months 

have been disputed (Whyte et al., 2018), with the majority of research finding 

subtle memory deficits from 11 months onwards (Latif-Hernandez et al., 2019; 

Sakakibara et al., 2019; Maezono et al., 2020). Additionally, impaired theta-high 

gamma coupling is found in the mEC at 5 months (Nakazono et al., 2017) that 

progresses to the CA1 region of the hippocampus around 12 months (Jun et al., 

2020). A separate study failed to notice changes to gamma oscillations in the 

mPFC ex vivo at the same age (Pervolaraki et al., 2019), indicating a progression 

of neuronal network deficits through different brain regions and a perhaps later 

onset of cortical neuronal oscillation decline. Conducting experiments at later 

time-points is therefore necessary to better understand how SWA may be 

affected in this model. 

 
4.3.3 | Anaesthetics vs natural sleep to study the SWO 

4.3.3.1 | Isoflurane  
Using isoflurane anaesthesia, Busche and colleagues documented impaired 

SWO coherence across the cortex in an APP/PSEN1 model that was rescued 

upon administration of a GABAA receptor agonist, indicating impaired inhibition 

(Busche et al., 2015). Therefore, isoflurane was chosen in these experiments to 

study the effects of enhancing the activity PV- and SST-expressing interneurons 

populations upon disrupted SWA. However, the depth of isoflurane anaesthesia 

could not be reliably maintained between baseline and saline control conditions. 

A significant positive correlation would be expected for each measure of UDS 

dynamics between conditions if anaesthesia depth is consistent. Yet, this was 

only noticeable for a few measures, with no effect of genotype. The lack of 

reproducible anaesthesia depth and UDS dynamics between conditions is 

particularly a problem when studying the effects of the designer drug upon UDS 
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dynamics, as it is difficult to reliably compare results with baseline and saline 

control conditions.  

 

Isoflurane has already been documented to create differences in UDS dynamics 

with varying anaesthesia depth. The frequency of the SWO has been found to 

decrease and the amplitude increase with deeper anaesthesia levels (higher 

isoflurane concentrations) as well as fewer detectable UDS events (Doi et al., 

2007; Dasilva et al., 2021). Interestingly, MUA across cortical regions was found 

to be highly coherent during deeper levels of anaesthesia but emerged as 

distinct, local activity during lighter anaesthesia (Dasilva et al., 2021). Weight and 

sex differences are known to have an effect on the concentration of isoflurane 

required to anaesthetise mice (Gargiulo et al., 2012). Therefore, to try and 

overcome this, breathing rate was used as a proxy measure of anaesthesia depth 

as deeper isoflurane anaesthesia depresses breathing rate (Gargiulo et al., 2012; 

Massey & Richerson, 2017). However, no relationship was found between the 

breathing rate and UDS amplitude, frequency and occurrence. This result was 

surprising given the reported influence of differing isoflurane concentrations upon 

SWA and the relationship between isoflurane concentration and breathing rate 

(Doi et al., 2007; Gargiulo et al., 2012; Massey & Richerson, 2017; Dasilva et al., 

2021). It is possible that under these experimental conditions, isoflurane 

influences UDS dynamics through multiple interacting factors including the 

breathing rate as well as isoflurane concentration, age, sex and weight.  

 
4.3.3.2 | Anaesthesia vs natural sleep 
The SWO can be studied under several different types of anaesthesia such as 

isoflurane, urethane , ketamine/xylazine and ketamine/medetomidine as well as 

during natural sleep, with slight differences in UDS dynamics noted between 

them (Steriade, Nunez & Amzica, 1993a; Mölle et al., 2004; Mukovski et al., 2007; 

Doi et al., 2007; Luczak et al., 2007; Chauvette et al., 2011; Castano-Prat et al., 

2019; Torao-Angosto et al., 2021; Dasilva et al., 2021). For example, 

ketamine/xylazine produces a faster, more rhythmic SWO compared with natural 

sleep (Chauvette et al., 2011), whereas ketamine/medetomidine reduces the 

SWO frequency (Torao-Angosto et al., 2021). Additionally, urethane anaesthesia 

produces a slower oscillation frequency compared with ketamine/xylazine 

(Steriade, Nunez & Amzica, 1993a) and increasing isoflurane depth also 
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decreases the SWO frequency (Dasilva et al., 2021). Despite these differences, 

no study has compared UDS dynamics between natural sleep and isoflurane and 

urethane anaesthesia. Therefore, using WT animals that had been chronically 

implanted with silicon microelectrodes in the mPFC, UDS dynamics were 

assessed between these conditions.  

 

No statistically significant difference was observed between the three conditions 

for each measure of UDS dynamics. However, a trending increase in Up state 

duration can be seen under urethane anaesthesia compared with natural sleep 

as can a reduction in UDS frequency and occurrence. Moreover, isoflurane 

produced the largest variation within the data compared with urethane and 

natural sleep when assessing the duration of UDS as well as their occurrence. 

This further demonstrates that isoflurane is not a reliable method for studying the 

SWO. Although the SWO can be recorded using certain anaesthetics, they each 

cause differences and variation within UDS dynamics (Crunelli & Hughes, 

2010b). Additionally, they all exert their effects upon different cell receptors that 

can interfere with the true representation and complexity of the SWO (Hara & 

Harris, 2002; Zanos & Gould, 2018). Therefore, studying this oscillation under 

natural sleep is optimal for future experiments.  

 
4.3.4 | Conclusions  
The aims of this study were to set-up an in vivo model of recording SWA under 

isoflurane anaesthesia, to determine if SWA was impaired similar to first-

generation mouse models of amyloidopathy, and to ameliorate SWO deficits in 

the APPNL-G-F mouse model by enhancing PV- and SST-expressing interneuron 

populations. The first two aims were achieved; isoflurane was able to generate 

the SWO and no deficits were identified in APPNL-G-F mice at 8 months, the latter 

being a novel finding. However, isoflurane was not found to be as reliable a 

method as originally thought for studying the SWO. The results produced from 

both of these aims were surprising given previously reported data, and meant 

that the final aim could not be achieved. Nonetheless, PV- and SST-expressing 

interneurons are still attractive targets for enhancing disrupted SWA in AD. 

Conducting similar experiments in this model under natural sleep at an age at 

which SWA is impaired will hopefully yield more promising results.  
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5 | Investigating the oscillations underlying 

systems consolidation in the mPFC-hippocampal 

circuit during NREM sleep in the APPNL-G-F mouse 

model 
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5.1 | Introduction 
Sleep disturbances are extremely common in the preclinical stages of AD and 

are a predictor of cognitive decline (Kabeshita et al., 2017; Bubu et al., 2017). 

Patients exhibit night time awakenings, sleep fragmentation and disruptions to 

the sleep/wake cycle, particularly a reduced time spent in NREM sleep (Vitiello 

et al., 1990; Bubu et al., 2017). During NREM sleep, the oscillations found within 

the mPFC-hippocampal circuit facilitate the reorganisation of our newly-acquired 

hippocampal memories into distributed cortical networks for long-term storage, in 

a process named systems consolidation (Diekelmann & Born, 2010; Maingret et 

al., 2016b). This is achieved through the temporal coupling of 3 cardinal 

oscillations; the SWO, spindles and SWRs (see section 1.2.2.4).  

 

In humans, the extent of amyloid pathology inversely correlates with both SWA 

and spindle density (Mander et al., 2015a; Kam et al., 2019). Additionally, 

impairments to the SWO power, frequency and coherence across cortical regions 

are found within first-generation mouse models of amyloidopathy (Busche et al., 

2015; Kastanenka et al., 2017; Castano-Prat et al., 2019), as are disruptions to 

SWR dynamics and density (Nicole et al., 2016; Hollnagel et al., 2019; 

Caccavano et al., 2020), all of which is associated with a decline in declarative 

memory performance. Although each cardinal oscillator plays an individual role 

in systems consolidation, it is their temporal communication that drives the 

reorganisation of hippocampal memories to the cortex for long-term storage 

(Mölle et al., 2006; Maingret et al., 2016b). Only one study to date has 

investigated this coupling in a mouse model of amyloidopthy; a reduction in 

mPFC-hippocampal delta coherence as well as SWR-locked cortical spindle 

power was found using the APP/PSEN1 mouse model (Zhurakovskaya et al., 

2019). However, the full breadth of oscillatory coupling was not addressed in this 

study and an in-depth understanding of how this circuit is affected in AD is still 

lacking.  

 

The aim of the following set of experiments was to assess disruptions to the 

oscillations and oscillatory coupling found within the mPFC-hippocampal circuit 

during NREM sleep in the second-generation APPNL-G-F KI mouse model (see 
section 1.4.5). Although disruptions to several of the oscillations involved in this 
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circuit have been identified in first-generation mouse model of amyloidopathy, 

comparisons should not be assumed as APP over-expression artefacts may 

cause phenotypes not directly associated with AD (Nilsson, Saito & Saido, 2014; 

Sasaguri et al., 2017). Experiments were carried out when mice were 16 months 

old, by which point extensive amyloid pathology is found in both the mPFC and 

hippocampus (Nilsson, Saito & Saido, 2014; Saito et al., 2014) (see section 3). 

Additionally, by this time point impairments to the sleep/wake cycle have been 

reported (Maezono et al., 2020) as well as disruptions to both theta and gamma 

oscillations within the hippocampus and mEC (Nakazono et al., 2017; Jun et al., 

2020). Disruptions to these oscillations as well as cortical epileptic discharges 

occurring at 6 months (Johnson et al., 2020) signify a breakdown in the E-I 

balance, similar to both first-generation mouse models and humans (Palop et al., 

2007; Verret et al., 2012; Born, 2015). Therefore, it was hypothesised that 

disruptions to the cardinal oscillators and their coupling would be detected during 

NREM sleep at 16 months.   
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5. 2 | Results 
To assess the potential functional disruptions to the mPFC-hippocampal circuit 

during NREM sleep, 4-channel silicon microelectrodes were inserted into the 

mPFC and hippocampus, respectively, and neural activity was recorded while 

mice were naturally sleeping. These experiments were conducted in 16-month-

old male and female mice that were homozygous for the APPNL-G-F gene (APP) 

and their wildtype littermates as controls (WT). Electrodes in the mPFC were 

primarily located in the ACC and PL cortex, with data from each electrode 

average together within-animals as no electrophysiological differences were 

found between regions. Hippocampal analysis was conducted using electrodes 

situated in CA1 Str. P (see section 2.2.9).  

 

5.2.1 | SWS detection 
To reduce the signal:noise ratio produced by the mix of SWS periods with non-

SWS periods, signals were split into sections defined as either non-SWS (awake, 

microarousals, REM sleep) or SWS using a custom-made algorithm (see section 
2.4.3). Signals were split into 30 second epochs and the power of UDS/delta 

oscillations (1-4 Hz) and theta oscillations (6-12 Hz) were found and a theta:delta 

power ratio was created (Figure 5.2.1 A, B). If the power ratio in a 30 second 

epoch fell below the threshold (median + 1 SD of the cumulative power ratios 

from all epochs), signifying greater delta power over theta, and was also 

accompanied by a lack of movement (manually scored offline using pre-recorded 

videos of the mouse during the experiment), the epoch was considered SWS 

(Figure 5.2.1 B-C). If an epoch didn’t make this requirement is was considered 

to be non-SWS, with only SWS epochs used for the subsequent analysis found 

in this chapter (Figure 5.2.1 D).  
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Figure 5.2.1 | Method for isolating periods of SWS. A Spectrogram showing 

power changes over time within the UDS and delta bands (1-4 Hz) and theta 

(6-12 Hz) band. B Corresponding theta:delta power ratio over time. Horizontal 

red line shows the threshold for distinguishing periods of non-SWS from SWS 

(median + 1SD). C Corresponding manually scored movement of the animal 

over time, taken as an all-or-nothing binary measure, with 1 showing movement 

and 0 showing no movement. B-C Portions of the time series highlighted in red 

signify periods of detected SWS that fell below the theta:delta ratio and when 

no movement was detected. D Example traces of theta oscillations in non-SWS 

(i) and UDS and delta oscillations during SWS (ii). Scale bars: 1 s, 200 µV. 

 

5.2.2 | Cortical UDS and delta oscillation power 
Across the cortex during SWS, the SWO (0.5-1.25 Hz) and delta oscillations 

(1.25-4 Hz) dominate (Amzica & Steriade, 1998). Relative to WT mice, APP 

animals displayed no statistically significant difference in the power of either 

mPFC UDS or delta oscillations (Figure 5.2.2 A-C). The SWO is often mis-

classified as being a continuation of the delta oscillation (Sirota et al., 2003; 

Varela & Wilson, 2020), when in fact the two are generated independently and 
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potentially have different physiological roles (Amzica & Steriade, 1998; Kim, 

Gulati & Ganguly, 2019). The SWO provides the temporal framework for spindles 

and SWR to nest within and is the temporal pacemaker of systems consolidation 

(Mölle et al., 2006; Maingret et al., 2016b), whereas there is evidence for delta 

oscillations playing a role in forgetting (Kim, Gulati & Ganguly, 2019). Therefore, 

for the purposes of this chapter, I will be focussing solely on the SWO (also known 

as UDS). Given the low frequency of the SWO (0.5-1.25 Hz), DC shifts and 

artefacts (e.g. animal movement, knocking the tether on the cage) within the LFP 

can often have similar frequencies and can therefore be falsely detected for the 

SWO within power spectra. The SWO is additionally not a continuous oscillation 

during natural sleep (Chauvette et al., 2011; David et al., 2013; Latchoumane et 

al., 2017; Bukhtiyarova et al., 2019). Therefore, to confirm the lack of power 

spectral difference, individual UDS were isolated from the LFP and analysed. 

 

 
Figure 5.2.2 | The power of both UDS and delta oscillations in the mPFC 
is not altered in APP animals compared with WT controls. A Average 

power spectra ± SEM of both WT (grey) and APP (turquoise) mice, showing 

clear peaks in the UDS and delta frequency bands. B No statistically significant 

difference in the power of UDS was found in APP animals compared with WT 

(WT: -22.10 (-22.33 - -21.12) vs APP: -22.29 (-23.09 - -21.38) dB, U = 9, p = 

0.54, Mann-Whitney U test). Example traces show UDS bandpass filtered 

signals for both WT and APP mice. C No statistically significant difference in 

the power of delta oscillations was found in APP animals compared with WT 

(WT: -21.06 (-21.36 - -20.95) vs APP: -1.19 (-21.78 - -20.46) dB, U = 12, p > 

0.99, Mann-Whitney U test). Example traces show delta bandpass filtered 

signals for both WT and APP mice. Box plots show median, IQR and ranges. 

Descriptive statistics display median and IQR. Scale bars: 500 ms, 0.1 mV.  
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5.2.3 | UDS dynamics  
The SWO is defined by the presence of UDS that are generated, in part, by the 

action of interneurons (see section 1.2.2.1). Impaired inhibitory 

neurotransmission, that causes aberrant network activity and disrupted 

oscillations, is well documented in humans and first-generation mouse models of 

AD (Palop et al., 2007; Verret et al., 2012; Born, 2015) as are disruptions to the 

SWO (Mander et al., 2015a; Busche et al., 2015). There is also growing evidence 

for an impaired E-I balance in the APPNL-G-F mouse model (Johnson et al., 2020; 

Jun et al., 2020), therefore it is possible that UDS dynamics are affected during 

SWS. However, no statistically significant difference was found in APP animals 

compared with WT controls when analysing the duration of Down states, Up 

states, the total duration of UDS and the frequency of UDS (Figure 5.2.3 A, B). 

A bimodal distribution can be seen in the cumulative probability histograms for 

each of these measures, showing two different frequency oscillations, one at ~0.5 

Hz and one at ~1 Hz (Figure 5.2.3 C). The SWO has been reported to occur at 

both frequencies (Sanchez-Vives & McCormick, 2000; Chauvette et al., 2011). 

Given that no visible difference was found between genotypes for either 

frequency and that a unimodal distribution was found in the cumulative probability 

histograms displaying UDS amplitude (Figure 5.2.3 E), the two different 

oscillation frequencies were grouped for further analysis and treated as one 

oscillation. Additionally, the amplitude of Down states, Up states and total UDS 

amplitude, as well the number of detected UDS events did not statistically differ 

in APP animals relative to WT controls (Figure 5.2.3 A, D, F). Therefore, it 

appears the SWO is unimpaired at 16 months in APP mice.  
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Figure 5.2.3 | UDS dynamics is not altered in APP animals compared with 
WT controls. A Example raw (black) and filtered (coloured) traces of detected 

UDS, for both WT and APP mice. Scale bar: 200 ms, 200 µV. B No statistically 

significant difference was found in APP animals compared with WT for the 

average Down state duration (WT: 0.67 (0.67-0.70) vs APP: 0.68 (0.66-0.75) 

s, U = 12, p = 0.99, Mann-Whitney U test) (i), Up state duration (WT: 0.57 (0.55-

0.58) vs APP: 0.56 (0.55-0.58) s, U = 10, p = 0.69, Mann-Whitney U test) (ii), 
total duration (WT: 1.26 (1.23-1.28) vs APP: 1.24 (1.23-1.31) s, U = 12, p = 

0.99, Mann-Whitney U test) (iii), or UDS frequency (WT: 0.86 (0.85-0.88) vs 

APP: 0.87 (0.82-0.88) Hz, U = 12, p = 0.99, Mann-Whitney U test) (iv). C 
Average ± SEM cumulative probability histograms of all detected UDS from 
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both WT and APP mice. No visible difference noted in the distribution of UDS 

data in APP animals relative to WT for the duration of Down states (i), Up states 

(ii), total duration (iii) or UDS frequency (iv). However, a bimodal distribution 

exists for each measure, indicating two separate frequencies of UDS in both 

genotypes. D No statistically significant difference was found between 

genotypes for the average Down state amplitude (WT: 0.13 (0.12-0.15) vs APP: 

0.16 (0.12-0.19) mV, U = 8, p = 0.42, Mann-Whitney U test) (i), Up state 

amplitude (WT: 0.10 (0.09-0.12) vs APP: 0.12 (0.09-0.14) mV, U = 8 p = 0.42, 

Mann-Whitney U test) (ii) or total amplitude (WT: 0.22 (0.20-0.27) vs APP: 0.27 

(0.21-0.33) mV, U = 8, p = 0.42, Mann-Whitney U test) (iii). E Average ± SEM 

cumulative probability histograms of all detected UDS from both WT and APP 

mice. A slight decrease in the mean peak amplitude probability is noted in APP 

mice relative to WT or Down states (i), Up states (ii) or total amplitude (iii). F 

No statistically significant difference was found in APP animals relative to WT 

for the number of detected UDS events (WT: 0.18 (0.18-0.20) vs APP: 0.18 

(0.13-0.20) Hz, U = 9, p = 0.54, Mann-Whitney U test). Box plots show median, 

IQR and ranges. Descriptive statistics display median and IQR. 

 

5.2.4 | UDS nested gamma oscillations  
Gamma oscillations (30-120 Hz) can be found nested within the Up states of the 

SWO (Steriade et al., 1996; Valderrama et al., 2012), with some considering 

these to be “fragments of wakefulness” (Destexhe et al., 2007). Gamma 

oscillations are found to be disrupted in first-generation mouse models of AD 

(Verret et al., 2012; Martinez-Losa et al., 2018) and in the APPNL-G-F mouse model 

(Jun et al., 2020) during awake behaviour, therefore it is possible that they are 

also affected during SWS. The total power of both low gamma (30-60 Hz) and 

high gamma (60-120 Hz) oscillations, when nested within UDS, did not change 

in APP animals compared with WT controls (Figure 5.2.4 A-C). Although a 

trending increase can be seen in the power of low gamma oscillations, but due 

to variation within the data this is not conclusive (Figure 5.2.4 B). Coupling 

between UDS and gamma oscillations is noticeable from the LFP in humans and 

rodents under anaesthesia (Mukovski et al., 2007; Valderrama et al., 2012). 

However, during rodent natural sleep this relationship can be better visualised by 

displaying the normalised instantaneous amplitude of the gamma oscillation over 
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the phase of the UDS (Chauvette et al., 2011). To assess the degree of this 

coupling, phase-amplitude coupling between the two oscillations was measured 

and quantified using a modulation index (MI) value (see section 2.4.2). However, 

no statistically significant difference was found in APP animals relative to WT 

controls when analysing the coupling of UDS with both low gamma and high 

gamma oscillations (Figure 5.2.4 D, E), indicating that UDS-locked gamma 

oscillations are unaltered in 16-month-old APP mice. 

 

 
Figure 5.2.4 | No change in UDS-locked gamma power and PAC between 
genotypes. A Example average UDS traces (black lines) overlaid on its 
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corresponding power spectrum showing the power of UDS-locked gamma 

oscillations for both WT and APP mice. Slight modulation of low gamma power 

can be visualised over the UDS time course. Indented plots (top right corner) 

display the mean gamma power over the time-course of the LFP power 

spectrum. B No statistically significant difference in the total power of UDS-

locked low gamma oscillations was found in APP animals relative to WT (WT: 

0.0010 (0.0010-0.0017) vs APP: 0.0014 (0.0013-0.0018) mV2, U = 6, p = 0.2, 

Mann-Whitney U test), although a trending increase is seen within APP mice. 

Example traces show low gamma bandpass filtered signals for both WT (grey) 

and APP (turquoise) mice. C No statistically significant difference in the total 

power of UDS-locked high gamma oscillations was found in APP animals 

relative to WT (WT: 0.00066 (0.00057-0.00079) vs APP: 0.00087 (0.00063-

0.00098) mV2, U = 6, p = 0.22, Mann-Whitney U test). Example traces show 

high gamma bandpass filtered signals for both WT and APP mice. Scale bars: 

200ms, 40 µV. D No statistically significant difference in the PAC of UDS with 

low gamma oscillations was found in APP animals relative to WT (WT: 1.12 

(1.10-1.17) vs APP: 1.15 (1.12-1.17) MI, U = 8, p = 0.42, Mann-Whitney U test). 

Shown are example histograms of the changes to the low gamma normalised 

amplitude (bars) over the phase of the UDS (black line) for both WT (left) and 

APP (right) mice. E No statistically significant difference in the PAC of UDS with 

high gamma oscillations was found in APP animals relative to WT (WT: 1.18 

(1.16-1.33) vs APP: 1.21 (1.14-1.33) MI, U = 12, p = 0.99, Mann-Whitney U 

test). Shown are example histograms of the changes to the high gamma 

normalised amplitude (bars) over the phase of the UDS (black line) for both WT 

(left) and APP mice (right). Box plots show median, IQR and ranges. 

Descriptive statistics display median and IQR. 

 

5.2.5 | Cortical and hippocampal spindles  
Thalamocortical spindles (11-15 Hz) are waxing-waning oscillations that typically 

last between 0.5-2 s (Lüthi, 2014). Spindles occur at the start of SWO Up states 

(Mölle et al., 2002) and act to increase intracellular Ca2+ in the post-synaptic 

cortical dendrites to facilitate plasticity-related changes (Niethard et al., 2018). A 

statistically significant increase in the amplitude of mPFC spindles was found in 

APP mice compared with WT controls, with a corresponding statistically 
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significant increase in their total power (Figure 5.2.5 A, B, Cii). Note the rightward 

shift in the WT vs APP cumulative probability histogram showing increased 

spindle amplitude (Figure 5.2.5 Dii). No statistically significant difference was 

found in the total duration of spindles, their frequency, nor in the number of 

detected spindle events (Figure 5.2.5 A, C, D, E).  

 

 
Figure 5.2.5 | A statistically significant increase in the amplitude and 
power of mPFC spindles in APP mice relative to WT. A Example raw (top) 

and 11-15 Hz bandpass filtered (bottom) traces of detected spindle events 

(coloured segments) from WT and APP mice. Scale bars: 250 ms, 200 µV. B 

Example average spindle traces (black lines) overlaid on its corresponding 

power spectrum showing average spindle power. A statistically significant 

increase in the average spindle power was found in APP mice compared with 

WT controls (WT: 0.0017 (0.0014-0.0030) vs APP: 0.0043 (0.0029-0.0053) 
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mV2, U = 2.5, p = 0.03, Mann-Whitney U test). C No statistically significant 

difference was found in APP animals relative to WT for the average spindle 

duration (WT: 0.69 (0.68-0.0.72) vs APP: 0.69 (0.67-0.69) s, U = 6, p = 0.22, 

Mann-Whitney U test) (i) or frequency (WT: 11.38 (11.35-11.47) vs APP: 11.39 

(11.35-11.53) Hz, U = 10, p = 0.69, Mann-Whitney U test) (iii) but a statistically 

significant increase in the average spindle amplitude was found in APP mice 

compared with WT controls (WT: 0.30 (0.29-0.33) vs APP: 0.36 (0.34-0.43) mV, 

U = 2, p = 0.03, Mann-Whitney U test) (ii). D Average ± SEM cumulative 

probability histograms of all detected spindle events from both WT and APP 

mice. No change seen in the distribution of data for both event duration (i) and 

frequency (iii) but a rightward shift can be seen in the distribution of spindle 

amplitudes in APP mice relative to WT controls (ii), consistent with the increase 

in average spindle amplitude. E No statistically significant difference was found 

in APP animals relative to WT for the number of detected spindle events (WT: 

0.022 (0.020-0.023) vs APP: 0.021 (0.020-0.023) Hz, U = 10, p = 0.69, Mann-

Whitney U test). Box plots show median, IQR and ranges. Descriptive statistics 

display median and IQR. *p < 0.05. 

 

Spindles are also documented to occur within the CA1 region of the hippocampus 

and are thought to arrive by mEC input via the TA pathway (Sullivan et al., 2014). 

Contrary to cortical spindles, a trending but not statistically significant decrease 

in the amplitude and overall power of hippocampal spindles was found in APP 

animals relative to WT (Figure 5.2.6 A, B, Cii, Dii). Additionally, no statistically 

significant difference was found in the overall duration of spindle events nor in 

their frequency when comparing APP animals with WT (Figure 5.2.6 A, Ci,iii, 
Di,iii). Interestingly, a statistically significant decrease in the number of detected 

spindle events was found in APP animals compared with WT controls (Figure 
5.2.6 E). Since there was no evidence of decreased spindle number in mPFC, 

this result indicates potentially impaired mEC input to CA1 in APP mice, which 

would be consistent with previously reported data (Jun et al., 2020).  
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Figure 5.2.6 | A trending decrease in the amplitude and power of CA1 
spindle events and statistically significant decrease in the number of 
detected of events in APP mice. A Example raw (top) and 11-15 Hz bandpass 

filtered (bottom) traces of detected hippocampal spindle events (coloured 

segments) from WT and APP mice. Scale bars: 250 ms, 200 µV. B Example 

average spindle traces (black lines) overlaid on its corresponding power 

spectrum showing average spindle power. A trending decrease in the average 

spindle power can be seen in APP mice compared with WT controls (WT: 

0.0033 (0.0029-0.0060) vs APP: 0.0019 (0.0015-0.0041) mV2, U = 3, p = 0.20, 

Mann-Whitney U test). C No statistically significant difference was found in APP 

animals compared with WT for the average spindle duration (WT: 0.67 (0.66-

0.67) vs APP: 0.67 (0.64-0.68) s, U = 6, p = 0.68, Mann-Whitney U test) (i) or 

frequency (WT: 11.27 (11.06-11.37) vs APP: 11.15 (11.09-11.42) Hz, U = 7.5, 

p = 0.91, Mann-Whitney U test) (iii) but a trending decrease in the average 
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spindle amplitude can be seen in APP animals (WT: 0.47 (0.38-0.72) vs APP: 

0.37 (0.33-0.40) mV, U = 2, p = 0.11, Mann-Whitney U test) (ii). D Average ± 

SEM cumulative probability histograms of all detected spindle events from both 

WT and APP mice. No change seen in the distribution of data for both event 

duration (i) and frequency (iii) but large variation can be seen in the distribution 

of spindle amplitudes in WT animals (ii). E A statistically significant decrease 

in the frequency of detected spindle events was found in APP mice compared 

with WT controls (WT: 0.021 (0.020-0.023) vs APP: 0.018 (0.017-0.019) Hz, U 

= 0, p = 0.02, Mann-Whitney U test). Box plots show median, IQR and ranges. 

Descriptive statistics display median and IQR. *p < 0.05. 

 

Spindles are generated, in part, by PV-expressing interneurons within the TRN 

(Clemente-Perez et al., 2017b). Optogenetic activation of PV-expressing 

interneurons within the anterior TRN (aTRN) has previously been shown to 

generate spindles in both the mPFC and CA1 (Latchoumane et al., 2017). Given 

the importance of these neurons for spindle generation, and the impairments 

seen to these neurons in mouse models of amyloidopathy (Verret et al., 2012), 

immunohistochemical staining and analysis was performed for PV-expressing 

interneurons within the aTRN to determine if there were any changes in protein 

immunoreactivity. No statistically significant difference was found in the number 

of immunoreactive PV-expressing interneurons in APP animals compared with 

WT controls (Figure 5.2.7 A, B).  

 

 
Figure 5.2.7 | PV-expressing interneuron immunoreactivity does not 
change in APP animals within the aTRN. A Representative images of PV-

expressing interneurons within the aTRN of WT and APP mice. Scale bar: 200 

µm. B No statistically significant difference in the immunoreactivity between 
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genotypes (WT: 378.7 (326.1-422.5) vs APP: 355.5 (280.8-375.7) Cell/mm2, U 

= 13.5, p = 0.31, Mann-Whitney U test). Box plots show median, IQR and 

ranges. Descriptive statistics display median and IQR.  

 

5.2.6 | UDS nested spindles 
Both cortical and hippocampal spindles occur at the beginning of the SWO Up 

states (Mölle et al., 2002; Staresina et al., 2015). This coupling can be clearly 

seen when looking at the power of spindles relative to the UDS trace as well as 

looking at the normalised instantaneous spindle amplitude over UDS phase 

(Figure 5.2.8 A, B). To assess the coupling strength between UDS and both 

cortical and hippocampal spindles, several different parameters were measured. 

No statistically significant difference was found in the PAC of UDS with cortical 

spindles when comparing APP with WT (Figure 5.2.8 B). Additionally, there was 

no statistically significant difference in the time lag between the peak of the Down 

states and the peak of cortical spindle events nor was there a difference in the 

percentage of UDS that were coupled to a cortical spindle (Figure 5.2.8 C, D).  
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Figure 5.2.8 | No changes in the coupling of UDS with mPFC spindles. A 

Example average UDS traces (black lines) overlaid on its corresponding power 

spectrum showing the power of UDS-locked mPFC spindle oscillations for both 

WT and APP mice. Spindles can be seen locked to SWO Up states. B No 

statistically significant difference in the PAC of UDS with mPFC spindle 

oscillations was found in APP animals relative to WT (WT: 1.15 (1.09-1.24) vs 

APP: 1.21 (1.02-1.36) MI, U = 10, p = 0.65, Mann-Whitney U test). Shown are 

example histograms of the changes to the spindle normalised amplitude (bars) 

over the phase of the UDS (black line) for both WT (left) and APP (right) mice. 

C No statistically significant difference was found in the time lag between the 

peak of the Down state to the peak of the mPFC spindle event (WT: 0.48 (0.43-

0.49) vs APP: 0.45 (0.43-0.46) s, U = 7, p = 0.31, Mann-Whitney U test). D No 

statistically significant difference was found in the percentage of UDS coupled 

to a mPFC spindle event (WT: 3.16 (2.55-4.01) vs APP: 2.96 (2.30-3.33) %, U 
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= 9, p = 0.54, Mann-Whitney U test). Box plots show median, IQR and ranges. 

Descriptive statistics display median and IQR. 

 

However, a trending decrease can be seen in the PAC of UDS with hippocampal 

spindles in APP mice compared with WT controls (Figure 5.2.9 A, B). This could 

potentially be due to the trending decrease seen to hippocampal spindle 

amplitude reported previously (see section 5.2.5). Additionally, no statistically 

significant difference was found in the time lag between the peak of the Down 

states and the peak of hippocampal spindles (Figure 5.2.9 C). Yet, a trending 

decrease in the percentage of UDS coupled to spindles was found in APP 

animals compared with WT controls, that can potentially be attributed to the 

decrease in the frequency of detected hippocampal spindle events (Figure 5.2.9 
D). These results therefore show that coupling between UDS and cortical 

spindles remains intact, whereas coupling between UDS and hippocampal 

spindles shows the early signs of disruption in APP mice; whether this is due to 

long-range communication or local impairments remains to be determined.  
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Figure 5.2.9 | Impaired UDS coupling to CA1 spindles. A Example average 

UDS traces (black lines) overlaid on its corresponding power spectrum showing 

the power of UDS-locked CA1 spindle oscillations for both WT and APP mice. 

Spindles can be seen locked to Up states. B A trending decrease in the PAC 

of UDS with CA1 spindle oscillations was found in APP animals compared with 

WT (WT: 1.19 (1.04-1.23) vs APP: 1.12 (1.08-1.16) MI, U = 4, p = 0.34, Mann-

Whitney U test). Shown are example histograms of the changes to the spindle 

normalised amplitude (bars) over the phase of the UDS (black line) for both WT 

(left) and APP (right) mice. C No statistically significant difference was found in 

the time lag between the peak of the Down states to the peak of the CA1 spindle 

events (WT: 0.51 (0.47-0.57) vs APP: 0.48 (0.45-0.54) s, U = 5, p = 0.48, Mann-

Whitney U test). D A trending decrease in the percent of UDS coupled to CA1 

spindles was found in APP mice compared with WT controls (WT: 3.18 (2.80-

3.96) vs APP: 2.17 (1.84-2.73) %, U = 1, p = 0.05, Mann-Whitney U test). Box 
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plots show median, IQR and ranges. Descriptive statistics display median and 

IQR. 

 

5.2.7 | Spindle – spindle coupling  
Optogenetic stimulation of PV-expressing interneurons within the aTRN can 

generate spindles in both the mPFC and CA1, with cortical spindles appearing 

first and hippocampal spindles following (Latchoumane et al., 2017). The mEC 

appears to act as an intermediary brain region, assisting in the communication 

between the mPFC and hippocampus. For example, strong excitatory current 

sinks in CA1 Str.LM during hippocampal spindles suggest mEC input via the TA 

pathway (Sullivan et al., 2014). Impaired communication between the mEC and 

CA1 has already been documented in the APPNL-G-F mouse model during spatial 

navigation (Jun et al., 2020). Therefore, it is possible that the coupling of spindles 

between the mPFC and CA1 is also impaired. Interestingly, no statistically 

significant difference was found in APP animals relative to WT when analysing 

the time lag between spindle events or in the percentage of cortical spindles 

coupled to hippocampal spindles (Figure 5.2.10 A-C). The latter result is 

surprising given that there is a statistically significant decrease in the number of 

hippocampal spindles (see section 5.2.5), suggesting that fewer hippocampal 

spindles occur independent of cortical spindles in APP mice compared with WT. 

This is in keeping with data showing that spindles are not always coherent across 

cortical and hippocampal structures, but can occur as local events (Nir et al., 

2011).  
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Figure 5.2.10 | Unimpaired mPFC to CA1 spindle coupling in APP mice. A 

Examples of 11-15 Hz bandpass filtered traces of coupled spindle events 

(coloured segments) in the mPFC (top) and CA1 (bottom) from WT and APP 

mice. Scale bars: 500 ms, 200 µV. B No statistically significant difference was 

found in the time lag between the start of mPFC spindle events to the start of 

CA1 spindle events (WT: 0.44 (0.35-0.52) vs APP: 0.38 (0.27-0.43) s, U = 4, p 

= 0.34, Mann-Whitney U test). C No statistically significant difference in the 

percentage of cortical spindles coupled to hippocampal spindles was identified 

(WT: 4.17 (3.42-5.45) vs APP: 3.50 (2.54-4.69) %, U = 5, p = 0.48, Mann-

Whitney U test). Box plots show median, IQR and ranges. Descriptive statistics 

display median and IQR. 

 

5.2.8 | Hippocampal ripples  
Hippocampal ripples are thought to represent the replay of the neuronal firing 

patterns associated with previously encoded information during awake behaviour 

(Nádasdy et al., 1999). The information contained within these oscillatory events 

is then reorganised within cortical networks during systems consolidation 

(Wierzynski et al., 2009a; Dong, Wang & Ikemoto, 2016), with disruptions to these 

oscillations impairing the consolidation of hippocampus-dependant memories 

(Girardeau et al., 2009). Additionally, SWR and the PV-expressing interneurons 

that contribute to their generation are impaired in first-generation mouse models 



 
 

165 

of amyloidopathy (Verret et al., 2012; Hollnagel et al., 2019; Caccavano et al., 

2020). It was therefore hypothesised that ripples would be disrupted in the APPNL-

G-F mouse model at 16 months. No statistically significant difference was found 

when comparing APP animals with WT for ripple duration or frequency (Figure 
5.2.11 A, Ci,iii, Di,iii). However, a statistically significant decrease in ripple power 

was found in APP animals compared with WT controls that was not accompanied 

by a statistically significant change in ripple amplitude (Figure 5.2.11 A, B, Cii, 
Dii). Ripple amplitude is taken as the difference between the highest peak and 

the lowest trough, whereas power is measured using the short-time FFT of the 

whole ripple event. The fact that there is no change to the amplitude but a 

decrease in overall power potentially points to impairments at other points along 

the duration of the ripple event, indicating disrupted spike-time dynamics. 

Interestingly, a trending increase in the number of detected ripple events was 

found in APP animals compared with WT controls (Figure 5.2.11 E). Taken 

together, it can be concluded that ripple oscillations are disrupted in APP mice at 

16 months old. 
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Figure 5.2.11 | A statistically significant decrease in the power of ripple 
events but a trending increase in ripple occurrence in APP mice. A 

Example raw (top) and 130-250 Hz bandpass filtered (bottom) traces of 

detected ripple events from WT and APP mice (coloured segments). Scale 

bars: 20 ms, 50 µV (bottom), 100 µV (top). B Example average ripple traces 

(black lines) overlaid on corresponding power spectra showing average ripple 

power. A statistically significant decrease in the average ripple power can be 

seen in APP mice compared with WT controls (WT: 0.00095 (0.00059-0.00175) 

vs APP: 0.00027 (0.00019-0.00034) mV2, U = 0, p = 0.02, Mann-Whitney U 

test). C No statistically significant difference was found in the average ripple 

duration (WT: 0.050 (0.044-0.048) vs APP: 0.047 (0.045-0.049) s, U = 5, p = 

0.48, Mann-Whitney U test) (i), amplitude (WT: 0.18 (0.15-0.28) vs APP: 0.21 

(0.15-0.34) mV, U = 7, p = 0.88, Mann-Whitney U test) (ii) and frequency (WT: 
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157.4 (155.2-180.9) vs APP: 158.3 (156.5-164.7) %, U = 7, p = 0.88, Mann-

Whitney U test) (iii). D Average ± SEM cumulative probability histograms of all 

detected ripple events from both WT and APP mice. A slight rightward shift in 

the peak duration can be seen in APP animals (i) and what looks like decrease 

variation in ripple frequency occurring in APP animals (iii). Large variation in 

the distribution of ripple amplitudes can be seen for both genotypes (ii). E A 

trending increase in the occurrence of detected ripple events was found in APP 

mice compared with WT controls (WT: 0.08 (0.03-0.12) vs APP: 0.15 (0.10-

0.23) Hz, U = 3, p = 0.2, Mann-Whitney U test). Box plots show median, IQR 

and ranges. Descriptive statistics display median and IQR. *p < 0.05. 

 

5.2.9 | UDS nested ripples 
Ripples occur towards the end of SWO Up states (Mölle et al., 2006). An increase 

in ripple power can be seen nested within the trough of the overlying UDS (Figure 
5.2.12 A). No statistically significant difference was found in APP animals relative 

to controls when looking at the PAC of ripples with UDS and when comparing the 

time lag between the peak of the Down states with the peak of the ripple events 

(Figure 5.2.12 B, C). However, a trending increase in the percentage of UDS 

coupled to ripples is found in APP animals compared with WT controls (Figure 
5.2.12 D). This is consistent with the increased number of ripple events previously 

reported (see section 5.2.8). Interestingly, when taking a ratio of the frequency 

of UDS coupled to cortical spindles and ripples to the frequency of UDS coupled 

to ripples alone, a trending decrease is found in APP mice compared with WT 

controls (Figure 5.2.12 E). This indicates that there is a greater proportion of UDS 

that co-occur with ripples without cortical spindle events in APP mice. This is 

again consistent with the increased number of detected ripples.  Given that UDS-

spindle-ripple coupling seems to be necessary for systems consolidation, it is 

interesting to speculate on the physiological ramifications of ripples occurring 

without spindles, and whether they are similarly effective for memory 

consolidation.  
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Figure 5.2.12 | A larger proportion of UDS are coupled to ripples without 
mPFC spindles in APP mice. A Example average UDS traces (black lines) 

overlaid on its corresponding power spectrum showing the power of UDS-

locked ripple oscillations for both WT and APP mice. Ripples can be seen 

locked to SWO Up states. B No statistically significant difference in the PAC of 

UDS with ripple oscillations was found between in APP animals compared with 

WT controls (WT: 0.90 (0.75-1.02) vs APP: 0.89 (0.86-1.02) MI, U = 6, p = 0.68, 

Mann-Whitney U test). Shown are example histograms of the changes to the 

ripple normalised amplitude (bars) over the phase of the UDS (black line) for 

both WT (left) and APP (right) mice. C No statistically significant difference was 

found in the time lag between the peak of the Down state to the peak of the 

ripple event (WT: 0.50 (0.42-0.52) vs APP: 0.51 (0.44-0.54) s, U = 6, p = 0.68, 

Mann-Whitney U test). D A trending increase was found in APP mice compared 

with WT controls when looking at the percentage of UDS coupled to ripples 
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(WT: 10.76 (4.89-12.15) vs APP: 13.23 (9.86-17.88) %, U = 5, p = 0.48, Mann-

Whitney U test). E A trending decrease in the ratio of UDS-spindle-ripple 

coupling to UDS-ripple coupling can be seen in APP animals compared with 

WT controls, signifying a larger proportion of UDS coupled to ripples without 

spindles, that is consistent with the trending increase in ripple events and UDS 

coupled to ripples (WT: 0.09 (0.06-0.14) vs APP: 0.05 (0.03-0.07), U = 1, p = 

0.05, Mann-Whitney U test). Graphs show median and ranges. Box plots show 

median, IQR and ranges. Descriptive statistics display median and IQR.  

 

5.2.10 | Spindle – ripple coupling 
Cortical spindles occur before hippocampal ripples, and the coupling of these 

oscillations helps to drive systems consolidation (Siapas & Wilson, 1998; 

Clemens et al., 2007; Xia et al., 2017); spindles prime cortical neurons for 

plasticity-related changes with an increase in intracellular Ca2+ (Niethard et al., 

2018), ready for information to be sent from the hippocampus during a ripple 

(Wierzynski et al., 2009a; Dong, Wang & Ikemoto, 2016). A breakdown in this 

coupling could therefore have disastrous consequences upon memory. No 

statistically significant difference was found in APP animals relative to WT 

controls in the time lag between the start of cortical spindles and hippocampal 

ripples nor in the percentage of cortical spindles coupled to ripples (Figure 5.2.13 
A-C). However, a statistically significant decrease was found in the percentage 

of hippocampal ripples that were preceded by a cortical spindle (Figure 5.2.13 
D), indicating that there is a greater proportion of ripples occurring in the 

hippocampus that are uncoupled to spindles in APP mice. This is consistent with 

the increase in the number of hippocampal ripple events in APP mice (see 
section 5.2.8), and collectively suggests that cortical spindle-ripple coupling in 

unaffected at the 16-month age point.  
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Figure 5.2.13 | A larger proportion of ripples occur without mPFC spindles 
in APP mice. A Examples of 11-15 Hz bandpass filtered traces of spindle 

events in the mPFC (top) coupled to 130-250 Hz bandpass filtered CA1 ripple 

events (bottom) from WT and APP mice (coloured segments). Scale bars: 200 

ms, 100 µV. B No statistically significant difference was found in the time lag 

between the start of mPFC spindle events to the start of CA1 ripple events (WT: 

0.28 (0.13-0.35) vs APP: 0.28 (0.27-0.39) s, U = 6, p = 0.68, Mann-Whitney U 

test). C No statistically significant difference was found in the percentage of 

mPFC spindles coupled to CA1 ripples (WT: 30.24 (11.69-37.61) vs APP: 27.16 

(23.51-36.52) %, U = 8, p = 0.99, Mann-Whitney U test). D A statistically 

significant decrease in the percentage of ripple events coupled to mPFC 

spindles in APP mice compared with WT controls (WT: 4.31 (3.26-5.70) vs 

APP: 2.78 (2.58-3.35) %, U = 1, p = 0.05, Mann-Whitney U test). Box plots 

show median, IQR and ranges. Descriptive statistics display median and IQR. 

*p < 0.05. 

 

In the hippocampus, ripples nest within hippocampal spindle troughs (Ngo, Fell 

& Staresina, 2020). Additionally, optogenetically-evoked hippocampal spindles 

are found to couple to ripples (Latchoumane et al., 2017), suggesting a 

mechanistic link. Therefore, the relationship between these two oscillations was 

analysed (Figure 5.2.14 A). No statistically significant difference in the PAC of 
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hippocampal spindles with ripples was found in APP animals compared with WT 

controls (Figure 5.2.14 B). Additionally, no statistically significant difference was 

found in the time lag between the start of the hippocampal spindles and ripples 

nor in the percentage of hippocampal spindles coupled to ripples, although large 

variation can be seen within WT animals for the latter (Figure 5.2.14 C, D). 

Consistent with the increase in the frequency of detected ripple events in APP 

mice, a statistically significant decrease was found in the percentage of ripples 

preceded by a hippocampal spindle, further indicating that a greater proportion of 

ripple events occurring on their own (Figure 5.2.14 E). Whether spindle-ripple 

coupling in the hippocampus has the same physiological function to cortical 

spindle-ripple coupling is currently unknown, but further suggests that spindle-

ripple coupling is unaffected in 16-month-old APP mice.  
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Figure 5.2.14 | A larger proportion of ripples occur without CA1 spindles 
in APP mice. A Examples of 11-15 Hz bandpass filtered traces of spindle 

events in CA1 (top) coupled to 130-250 Hz bandpass filtered CA1 ripple events 

(bottom) from WT and APP mice (coloured segments). Scale bars: 200 ms, 100 

µV (top), 50 µV (bottom). B No statistically significant difference in the PAC of 

CA1 spindles with ripple oscillations was found in APP mice compared with WT 

controls (WT: 1.64 (1.17-2.03) vs APP: 1.23 (1.02-1.36) MI, U = 3, p = 0.2, 

Mann-Whitney U test). Shown are example histograms of the changes to the 

ripple normalised amplitude (bars) over the phase of the spindle event (black 

line) for both WT (left) and APP (right) mice. C No statistically significant 

difference was found in the time lag between the start of CA1 spindle events to 

the start of CA1 ripple events (WT: 0.23 (0.12-0.31) vs APP: 0.28 (0.22-0.34) 

s, U = 5, p = 0.48, Mann-Whitney U test). D No statistically significant difference 
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was found in the percentage of CA1 spindles coupled to ripples (WT: 35.55 

(14.77-48.13) vs APP: 34.05 (29.58-35.64) %, U = 8, p = 0.99, Mann-Whitney 

U test). E A statistically significant decrease in the percentage of ripple events 

coupled to CA1 spindles in APP mice compared with WT controls (WT: 5.63 

(5.17-6.05) vs APP: 3.23 (2.53-4.01) %, U = 0, p = 0.02, Mann-Whitney U test). 

Box plots show median, IQR and ranges. Descriptive statistics display median 

and IQR. *p < 0.05. 

 

5.2.11 | UDS – spindle – ripple coupling 
Finally, it is the coupling of all 3 cardinal oscillations together that facilitates 

systems consolidation (Diekelmann & Born, 2010). No statistically significant 

difference was found in the occurrence of UDS with both spindles and ripples 

when comparing APP animals with WT (Figure 5.2.15 A, B). It is interesting to 

note that despite the changes seen to local cortical and hippocampal spindles 

and hippocampal ripples, the temporal coordination of the oscillations within the 

mPFC-hippocampal circuit remains to be relatively intact.  

 

 
Figure 5.2.15 | No change in the frequency of the three cardinal 
oscillations occurring together. A Example of bandpass filtered traces 

showing the three cardinal oscillations occurring together in a WT mouse. UDS 

(0.5-1.25 Hz, purple), spindles (11-15 Hz, blue) and ripples (130-250 Hz, 

orange).  Scale bars: 200 ms, 30 µV (right – UDS and spindle), 100 µV (left - 

ripple).  B No statistically significant difference in the frequency of the three 

cardinal oscillations occurring together (WT: 0.00066 (0.00065-0.00308) vs 

APP: 0.0011 (0.00070-0.00190) %, U = 7, p = 0.88, Mann-Whitney U test). Box 
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plots show median, IQR and ranges. Descriptive statistics display median and 

IQR. 

 

5.2.12 | A hippocampus-dependant memory task  
Systems consolidation is important for the long-term consolidation of 

hippocampus-dependant memories (Diekelmann & Born, 2010). The above 

results suggest that the temporal precision of the circuit underlying systems 

consolidation remains intact, yet deficits are seen to the local spindle and ripple 

oscillations. To determine whether these changes are enough to confer 

impairments to hippocampus-dependant memory, the mice used in this study 

were put through a novel object location (NOL) paradigm (Antunes & Biala, 2012) 

(see section 2.2.7). In this test, mice are left to explore the location of two 

identical objects. To then test their short-term memory (STM), the location of one 

object is changed and 30 minutes later mice are left to explore. Long-term 

memory (LTM) is then tested by changing the location of the second object and 

allowing mice to explore the following day (Figure 5.2.16 A). Successful memory 

retention is defined by animals choosing to explore the novel object over the 

familiar, as mice prefer novel stimuli (Ennaceur, 2010), which is indicated by a 

discrimination index greater than 0. No statistically significant difference was 

found in the discrimination index for either STM or LTM in APP animals compared 

with WT controls (Figure 5.2.16 C). However, large variation is seen within WT 

data, therefore the results are inconclusive. It is possible that this variation is 

related to the general exploratory activity of the animal, so the correlation 

between discrimination index and time spent exploring was analysed. No 

statistically significant correlations were found; therefore, it is likely variation 

arose due to some other factor (Figure 5.2.16 D). Interestingly, APP mice spend 

more time exploring in general across sessions compared with WT animals, 

potentially suggesting increased locomotion in these mice at the 16-month age 

point (Figure 5.2.16 B).  
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Figure 5.2.16 | Greater exploration in APP mice during NOL task. A 

Schematic showing the protocol used for the NOL paradigm. B A consistent 

trending increase in the amount of time spent exploring both objects was found 

in APP mice compared with WT controls for the familiarisation stage (WT: 46 

(30-70) vs APP: 89 (67-109) s, U = 3, p = 0.05, Mann-Whitney U test) (i), the 

STM test (WT: 16 (13-24) vs APP: 58 (22-105) s, U = 3.5, p = 0.06, Mann-

Whitney U test) (ii) and LTM test (WT: 15 (12-30) vs APP: 31 (23-71) s, U = 3, 

p = 0.05, Mann-Whitney U test) (iii). C Not all WT and APP mice were found to 

successfully discriminate novel vs familiar, with APP animals showing no 

statistical difference to WT for both the STM test (WT: 0.23 (-0.16-0.41) vs APP: 

0.10 (-0.07-0.22), U = 8.5, p = 0.45, Mann-Whitney U test) (i) and LTM test 
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(WT: 0.11 (-0.40-0.33) vs APP: 0.02 (-0.22-0.21), U = 11, p = 0.84, Mann-

Whitney U test) (ii). Values above 0 indicate more time spent at the novel 

object. D No statistically significant correlation was found between the total time 

spent exploring and the discrimination index in the STM memory task for WT 

mice (r = -0.1, p = 0.95, Spearman’s correlation) but a trending significant 

positive correlation was found for APP mice (r = 0.9, p = 0.08, Spearman’s 

correlation) (i). Strength of correlation did not change in APP animals (p = 0.08, 

Fisher’s transformation). No statistically significant correlation was found 

between the total time spent exploring and the discrimination index in the LTM 

memory task for either WT mice (r = -0.5, p = 0.45, Spearman’s correlation) or 

APP mice (r = -0.2, p = 0.78, Spearman’s correlation). Strength of correlation 

did not change in APP animals (p = 0.36, Fisher’s transformation) (ii). Box plots 

show median, IQR and ranges and data points on scatter plots represent 

individual animals. Descriptive statistics display median and IQR. 
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5.3 | Discussion 
5.3.1 | Summary  
The data presented are the first to assess the oscillations and oscillatory coupling 

found in the mPFC-hippocampal circuit during NREM sleep in a mouse model of 

amyloidopathy, although other have made enquiries along similar lines in mice 

exhibiting both amyloid and tau pathology (Benthem et al., 2020). Changes to 

cortical and hippocampal spindles and well as ripples were found to occur in the 

APPNL-G-F mouse model at 16 months, whereas the SWO appeared to be 

unimpaired. Additionally, the changes to the local circuitry were not accompanied 

by deficits to the coupling between different oscillations throughout the circuit. 

Whether these subtle changes are enough to perturb systems consolidation and 

hippocampus-dependant memory remains to be investigated.  

 

5.3.2 | Impaired local oscillations 

5.3.2.1 | The slow wave oscillation 
The SWO and its UDS dynamics were unimpaired in 16-month-old APP animals. 

This is consistent with the lack of SWO deficits discovered at 8 months under 

isoflurane anaesthesia (see section 4), yet is surprising given the widespread 

amyloid pathology (see section 3). Moreover, these results are inconsistent with 

data that report disruptions to the SWO in first-generation mouse models of 

amyloidopathy (Busche et al., 2015; Kastanenka et al., 2017; Castano-Prat et al., 

2019) and studies that describe a relationship between Ab load and impaired 

SWA in humans (Mander et al., 2015a). First-generation mouse models develop 

network deficits at a much younger age compared with second-generation 

models, potentially due to the over-expression of mutated genes exacerbating 

the phenotype (Palop et al., 2007; Verret et al., 2012; Sasaguri et al., 2017; Jun 

et al., 2020). It is possible that the results in this thesis show that, in the absence 

of over-expression, amyloid pathology does not have the same effect upon SWA. 

Additionally, the APPNL-G-F mouse is thought to model the preclinical stages of 

disease progression (Sasaguri et al., 2017). Therefore, 16 months may still be 

too young to observe changes to the SWO. Perhaps a more prolonged exposure 

to pathological amyloid would identify changes to SWA, as well as the 

development of AD-related pathologies not expressed by this model at this age. 
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Furthermore, the algorithm to detect UDS is typically used when analysing the 

communication between oscillations (Mölle et al., 2009; David et al., 2013; 

Staresina et al., 2015; Latchoumane et al., 2017; Niethard et al., 2018). However, 

the two states are crudely defined and do not represent the sharp state transitions 

created by oscillating cortical neurons. Detecting these state transitions with 

precision is difficult to do during mouse natural sleep solely using the LFP. 

Therefore, simultaneous recording of the LFP with complementary intracellular 

recordings would be useful for providing greater insight into UDS dynamics 

(Mukovski et al., 2007; Chauvette et al., 2011; Bukhtiyarova et al., 2019). 

 

5.3.2.2 | Gamma oscillations 
Gamma oscillations show reduced power within the cortex and hippocampus of 

first-generation mouse models of amyloidopathy (Verret et al., 2012; Martinez-

Losa et al., 2018) and there is evidence for impaired CA1 high frequency gamma 

oscillations during navigation in the APPNL-G-F model between 7-13 months (Jun 

et al., 2020). Gamma oscillations are found nested within SWO Up states 

(Steriade et al., 1996; Valderrama et al., 2012) and disrupted SWO dynamics in 

first-generation mouse models can be rescued upon application of GABAA 

receptor agonists (Busche et al., 2015; Kastanenka et al., 2017; Castano-Prat et 

al., 2019); receptors that are crucial in mediating the effects of PV-expressing 

interneurons and generating gamma oscillations (Buzsaki & Wang, 2012). 

Therefore, it was hypothesised that gamma oscillations would be affected during 

the SWO. However, no statistically significant difference was found in the power 

of either low or high frequency gamma oscillations or in their coupling to SWO 

Up states. Although CA1 high frequency gamma oscillations show impairments 

between 7-13 months, a separate study found that mPFC ex vivo gamma 

oscillations at 12 months are not (Pervolaraki et al., 2019). It is therefore possible 

that like the SWO, 16 months is still too young to see impairments to this 

oscillation within the cortex.  

 

5.3.2.3 | Spindles 
A statistically significant increase in the amplitude and power of cortical spindles 

was identified in APP animals compared to WT controls. Given that PV-

expressing interneurons within the aTRN help generate spindles (Latchoumane 



 
 

179 

et al., 2017) and that PV interneuron function is documented to be impaired in 

first-generation mouse models (Verret et al., 2012; Martinez-Losa et al., 2018), 

the immunoreactivity of these interneurons was quantified. No statistically 

significant difference was found between genotypes. However, this does not 

necessarily rule out impaired function. Compensatory remodelling of interneuron 

networks has previously been documented to occur as a compensatory 

mechanism to aberrant neural activity (Palop et al., 2007; Hollnagel et al., 2019). 

Potential hyperfunction of these interneurons could cause larger IPSCs within TC 

neurons and subsequently larger rebound spike-bursts, that can be viewed as an 

increase in cortical spindle amplitude. Not only this, but compensatory 

mechanisms can recruit more PV-expressing interneurons during a spindle event 

that can in turn synapse onto more TC projections, producing the same effect.  

 

Alternatively, as reported in section 3.2.3, there is a statistically significant 

decrease in the immunoreactivity of PV-expressing interneurons in the ACC. PV-

expressing interneurons in the mPFC help gate incoming excitatory TC input 

during spindles, and prevent action potential propagation, localising increased 

Ca2+ to the dendrites to facilitate plasticity related changes (Peyrache et al., 2011; 

Delevich et al., 2015). A potential loss of these interneurons could impair this 

function and contribute to the increase in spindle amplitude. If this is the case, 

the failure of PV-expressing interneurons to hold Ca2+ within the dendrites could 

have disastrous ramifications for plasticity. However, these hypotheses are 

speculative and need to be investigated, either through optogenetic tagging of 

PV-expressing interneurons and recording single-units or through two-photon 

Ca2+ imaging.  

 

Contrary to the mPFC, spindles within CA1 show a strong but not statistically 

significant decrease in their amplitude and power and a statistically significant 

decrease in the number of detected events, the latter being consistent with what 

is observed in patients with AD (Kam et al., 2019). Spindles supposedly reach 

CA1 through the mEC (Sullivan et al., 2014) and impairments to this pathway 

have already been documented to occur in this model between 7-13 months (Jun 

et al., 2020). Disrupted communication between these regions could 

consequently cause a reduction in spindle power and occurrence. Hippocampal 

spindles are also generated through the action of PV-expressing interneurons in 
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the aTRN (Latchoumane et al., 2017), that likely synapse on to mEC projection 

fibres in the NRe (Dolleman-Van Der Weel et al., 2019). PV-interneuron 

hypofunction and impairments to the NRe are both documented in first-

generation mouse models (Verret et al., 2012; Martinez-Losa et al., 2018; Walsh, 

Brown & Randall, 2020). Loss-of-function to either in the APPNL-G-F model could 

additionally contribute to the observed effects.  

 

Although spindle oscillations within CA1 have been documented to occur in both 

humans and rodents (Sullivan et al., 2014; Staresina et al., 2015; Latchoumane 

et al., 2017; Ngo, Fell & Staresina, 2020), there remains some controversy as to 

their physiological role and nature. On one hand, hippocampal spindle 

oscillations (11-15 Hz) have been distinguished from the higher bounds of rodent 

theta (6-12 Hz) based on their differences in electrophysiological characteristics 

(Sullivan et al., 2014), and from a morphologically atypical spindle-like oscillation 

found in humans, generated as a result of epileptic activity (Malow et al., 1999; 

Nakabayashi et al., 2001; Frauscher et al., 2015). Furthermore, CA1 spindles 

have been found coupled to cortical and mEC spindles, hippocampal ripples and 

the SWO, and are generated upon optogenetic activation of PV-expressing 

interneurons within the aTRN (Sullivan et al., 2014; Staresina et al., 2015; 

Latchoumane et al., 2017; Ngo, Fell & Staresina, 2020). Taken together, this 

suggests that hippocampal spindles represent a physiological phenomenon. 

Despite this evidence, it is still unknown how spindle oscillations reach the 

hippocampus and whether they play a similar physiological function compared 

with cortical spindles. It is important that these questions are addressed so that 

they can be better used as a metric for understanding circuit dysfunction in 

disease and their relation to memory consolidation during NREM sleep.  

 

5.3.2.4 | Ripples 
Ripple events located in CA1 Str.P exhibited a statistically significant reduction in 

power but interestingly, no change in amplitude. Power is taken from the short-

time FFT of the whole event whereas amplitude is the difference between the 

highest peak and lowest trough, typically located in the centre of the ripple event. 

This suggests disrupted spike-time dynamics occurring elsewhere in the ripple 

oscillation. Indeed, CA1 PCs display impaired spiking activity relative to fast 
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gamma oscillations in the APPNL-G-F mouse model (Jun et al., 2020). Both fast 

gamma oscillations and ripples require the recruitment of PV-expressing 

interneurons to pace PC (Sohal et al., 2009a; Gan et al., 2017); cells that are 

impaired in first-generation mouse models (Verret et al., 2012; Martinez-Losa et 

al., 2018).  

 

PV-expressing interneurons are actively involved in the recruitment of CA3 PCs 

for the generation of SPWs (Ellender et al., 2010). SPWs then propagate to CA1, 

where PV-expressing interneurons contribute to pacing the ripple oscillation (Gan 

et al., 2017). In an APP/PSEN1 model, PV-expressing interneurons show an 

increase in their immunoreactivity, projection patterns and co-localisation with 

pre- and posy-synaptic markers of inhibition in both CA3 and CA1, implying 

compensatory alterations to the network (Hollnagel et al., 2019). Interestingly, a 

separate study found that at a similar age, PV-expressing interneurons exhibited 

hyperexcitability, and an increase their inhibitory output (Hijazi et al., 2019). 

Potentially, similar circumstances in the APPNL-G-F mouse model could help 

explain the observed results; hyperfunction of PV-expressing interneurons in CA3 

could increase the incidence of SWR (Ellender et al., 2010) and in CA1, decrease 

the E-I balance, resulting in a reduction in oscillation power. In this instance, this 

hyperfunction would most likely be manifested as increased PV-expressing 

interneuron recruitment and gain in inhibitory output, as a lack of change in ripple 

frequency implies no change in firing rate. Moreover, hyperfunction can 

theoretically recruit more PCs during SWR events and affect the spike-time 

dynamics of PC recruitment. Not only can this disturb processes such as STDP, 

but it can affect the recruitment of neurons for the reactivation of previously 

encoded information, potentially interfering with consolidation.  

 

On the other hand, PV-expressing interneuron hypofunction is observed in first-

generation mouse models of amyloidopathy (Verret et al., 2012; Martinez-Losa 

et al., 2018) and has previously been found to increase the frequency and 

duration of CA1 ripples due to an increase in the E-I balance (Caccavano et al., 

2020). However, the reduced power observed in this study suggests that 

hypofunction may not be the cause in this instance. Possible approaches to 

investigate this include recording either single units or the Ca2+ dynamics of PV-
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expressing interneurons during ripple events or, alternatively, recording the 

activity of these interneurons ex vivo using whole-cell patch clamp.  

 

5.3.3 | Spared oscillation coupling 
Although impairments can be seen to cortical and hippocampal spindles and 

ripples, the communication between cardinal oscillations remains relatively intact 

in 16-month-old APP mice. UDS coupling to cortical spindles was unaffected, 

suggesting that the TC feedback loop that controls their temporal communication 

is spared (David et al., 2013). However, in APP mice, PAC of UDS with 

hippocampal spindles is reduced, as is the percentage of UDS that are coupled 

to a hippocampal spindle. This is consistent with the identified reduction in 

hippocampal spindle amplitude and number of events, although the functional 

significance of this coupling is unknown.  

 

Coupling of spindles between the mPFC and CA1 occurs around the initiation of 

SWRs, with some believing that it provides a signalling mechanism 

(Latchoumane et al., 2017; Ngo, Fell & Staresina, 2020). As discussed in section 
1.2.2.4, I believe that it is in fact the SWO that controls the timing of SWR through 

the mEC perforant pathway. Nevertheless, this does not rule out a functional role 

of spindle-spindle coupling and it remains a good measure of communication 

between brain regions. Interestingly, spindle coupling between regions was 

unaffected, indicating spared communication. This is surprising given the 

reduction in hippocampal spindle events and suggests that fewer hippocampal 

spindles are occurring outwith the systems consolidation circuit (Nir et al., 2011; 

Lüthi, 2014). The density of spindles in the cortex correlates with memory 

performance (Mölle et al., 2004; Marshall et al., 2006; Mölle et al., 2009); whether 

this same holds true for the hippocampus is currently unknown.  

 

Another indication of spared communication between brain regions comes from 

the lack of coupling deficits between ripples and cortical UDS, cortical spindles 

and hippocampal spindles. The greater proportion of ripples occurring without 

either cortical or hippocampal spindles can be explained by the increase in ripples 

events. Given that the occurrence of all 3 cardinal oscillations together remained 

the same between genotypes, this further suggests that the circuit is functionally 
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intact and the increased ripple events are occurring outwith this communication. 

It is unclear what effect this has upon memory consolidation, but could further 

allude to over-compensation of the network. Chemogenetically reducing the 

activity of PV-expressing interneurons can impair the coupling of cortical spindles 

and ripples, it is therefore plausible that a gain-of-function can enhance this 

coupling (Xia et al., 2017). Conducting similar recordings in younger mice would 

give an indication of how this circuit is affected before potential compensatory 

mechanisms takeover. Moreover, given the reduced power of ripples, it would be 

interesting to look at the spiking activity of neurons in the mPFC during a ripple 

event, to determine if the information contained within the ripple is being 

effectively transmitted to the cortex (Wierzynski et al., 2009a; Dong, Wang & 

Ikemoto, 2016).  

 

Finally, learning induces changes to the systems consolidation circuit: increased 

SWA, spindle and ripple density as well as an increase in spindle-ripple coupling 

are observed (Mölle et al., 2009). In some studies, Ab-induced deficits to SWR 

dynamics were only identified during post-learning sleep of a hippocampus-

dependant memory task as opposed to baseline conditions (Nicole et al., 2016; 

Jura et al., 2019). Although the oscillations and oscillatory coupling underlying 

systems consolidation can be studied under baseline conditions (Siapas & 

Wilson, 1998; Sirota et al., 2003; Wierzynski et al., 2009b; Ngo, Fell & Staresina, 

2020), it is possible Ab-induced deficits are more pronounced during active 

consolidation of a hippocampus-dependant memory. Therefore, repeating 

experiments under these conditions may produce more striking deficits.  

 

5.3.4 | Relevance to hippocampus-dependant memory 
In this study mice were put through a NOL paradigm to test their hippocampus-

dependant memory. An a priori power calculation indicated than N = 16 mice of 

each genotype was needed. However, given the investment needed to generate 

16-month-old APPNL-G-F mice, the study was run as a pilot as the mice were 

available from neurophysiological recordings. What can be seen from these 

experiments is that APP animals tended to spend more time exploring compared 

to WT. Increased locomotion has been documented in first-generation models 

(King & Arendash, 2002; Harris et al., 2010) and is a potential a cause for this 
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exploratory behaviour. However, a reduction in locomotion and exploratory 

behaviour can be seen in the APPNL-G-F mouse model at 6 months (Whyte et al., 

2018). Unfortunately, due to technical difficulties, video recordings of these 

experiments were not captured, therefore locomotion cannot be directly assessed 

in this study.  

 

Impaired performance in hippocampus-dependant memory tasks have already 

been reported to occur in this model by 16 months (Masuda et al., 2016; Latif-

Hernandez et al., 2019; Jun et al., 2020; Maezono et al., 2020). However, the 

paradigms used include contextual fear conditioning, place avoidance and the 

Morris water maze. Spatial memories with negative emotional valence such as 

these more typically require ventral CA1 vs dorsal CA1 (Fanselow & Dong, 2010), 

with the latter being the primary target in these experiments. Additionally, 

emotional arousal during encoding can enhance the strength and longevity of 

memories (McGaugh, 2013), therefore these experiments may not represent the 

true extent and timeline of the changes occurring to spatial memory.  Non-

aversive tasks such as spontaneous alteration in the Y-maze have been 

conducted with some reporting deficits as early as 6 months (Saito et al., 2014), 

yet others have been unable to replicate this (Whyte et al., 2018). Nevertheless, 

spontaneous alteration is a measure of working memory and does not require the 

systems consolidation circuit. Therefore, it is currently unclear the extent at which 

hippocampus-dependant memory is affected in this model and is something that 

needs to be investigated further. 

 

5.3.5 | Conclusions 
The fact that impairments are seen to the local oscillations whereas long-range 

communication is spared potentially points towards the first-steps in the 

breakdown of mPFC-hippocampal function. Whether these disturbances lead to 

memory impairments is still to be determined, but it is possible that the changes 

occurring at this age are a good model of the preclinical phase of AD. Further 

experimentation is needed to decipher the underlying neuronal dysfunction 

contributing to oscillatory impairments and whether these impairments worsen 

over time. Nevertheless, this study provides valuable information about how 

amyloid pathology affects the circuit governing systems consolidation and adds 
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to existing knowledge concerning the pathophysiology of the APPNL-G-F mouse 

model.  
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6 | Oscillation dynamics in CA1 and the mPFC 

during exploratory behaviour in the APPNL-G-F 

mouse model 
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6.1 | Introduction 
The hippocampus is crucial for episodic memory and spatial navigation and 

integrates spatial and non-spatial information from anatomically-connected brain 

regions (Drieu & Zugaro, 2019). During awake states, this integration is achieved 

through the theta oscillation (6-12 Hz) that, due to long conduction delays 

produced by its slow frequency, facilitates the transfer and processing of 

information (Colgin & Moser, 2010) (see section 1.3.1). Gamma oscillations (30-

120 Hz) can be found coupled to theta oscillations, and organise neuronal firing 

into precise temporal windows (Colgin & Moser, 2010; Buzsaki & Wang, 2012) 

(see section 1.3.2), with the PAC between these oscillations important for 

binding neuronal firing across spatial and temporal scales for information transfer 

and processing (Lisman & Jensen, 2013) (see section 1.3.3).  

 

Within hippocampal area CA1, different frequencies of gamma oscillation exist 

that have different physiological roles (Tort et al., 2008; Belluscio et al., 2012). 

Slow gamma oscillations, generated through CA3 input, are responsible for the 

retrieval of episodic and spatial information, whereas fast gamma oscillations are 

important for encoding and are generated through inputs arising from the mEC 

(Colgin et al., 2009; Colgin & Moser, 2010). These different frequencies of 

gamma oscillation preferentially couple to different phases of the theta cycle, 

segregating information and preventing interference, while also integrating past 

with present experiences (Tort et al., 2008; Scheffer-Teixeira et al., 2012; 

Amemiya & Redish, 2018; Lopes-dos-Santos et al., 2018). Additionally, CA1 

theta oscillations can be found coupled to mPFC theta and gamma oscillations 

during goal-directed behaviours and spatial working memory, facilitating the 

integration of spatial information with executive control (Jones & Wilson, 2005; 

Tort et al., 2008; Sirota et al., 2008; Tamura et al., 2017). 

 
AD causes a decline in episodic, spatial and working memory, with the 

hippocampus and mPFC exhibiting pathological changes and dysfunctional 

network activity in the early stages of the disease progression (Braak & Braak, 

1991; Sperling et al., 2009; Bakker et al., 2012; Palop & Mucke, 2016; Grothe et 

al., 2017). Poor working memory performance in humans with AD has been linked 

to a generalised “slowing” of the EEG (Dauwels et al., 2011), accounted for by 

an increase in the power of slower oscillations, such as theta (Adler, Brassen & 
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Jajcevic, 2003; Czigler et al., 2008) and a decrease in the power of faster 

oscillations, such as gamma (Murty et al., 2021). Moreover, patients with AD 

exhibit impaired theta-gamma PAC (Goodman et al., 2018). Additionally, reduced 

functional connectivity between the hippocampus and mPFC has been identified 

in AD patients using fMRI (Wang et al., 2006). Similar results have been found in 

first-generation mouse models of amyloidopathy, which show a reduction in the 

power of gamma oscillations in both the cortex and hippocampus (Palop et al., 

2007; Palop & Mucke, 2016; Martinez-Losa et al., 2018; Etter et al., 2019) as well 

as a reduction in theta-gamma PAC (Ittner et al., 2014; Etter et al., 2019). 

However, unlike humans, a reduction in the power of theta oscillations was found 

in these models (Ittner et al., 2014; Schneider et al., 2014). These changes in 

oscillatory dynamics were accompanied by poor performance in spatial memory 

and goal-directed navigation. Moreover, the application of exogenous Ab 

oligomers has been shown to reduce the power and coupling of both gamma and 

theta oscillations as well as cause a decline in spatial memory (Chung et al., 

2020a; Park et al., 2020), further implicating the role of pathological Ab in causing 

these impairments. 

 

It is clear from studies in humans and first-generation mouse models that 

impairments to theta and gamma oscillations, as well as their coupling, exist in 

Alzheimer’s disease. However, less is known about how these oscillations are 

affected in second-generation mouse models of AD, such as APPNL-G-F. 

Similarities between first- and second-generation mouse models should not be 

assumed, as the over expression of mutated APP genes is thought to produce 

an exacerbated phenotype (Nilsson, Saito & Saido, 2014; Saito et al., 2014). 

Moreover, discrepancies exist between first-generation mouse models of 

amyloidopathy and humans with AD, such as a decrease in theta power observed 

in the former (Ittner et al., 2014; Schneider et al., 2014) and increase in the latter 

(Adler, Brassen & Jajcevic, 2003; Czigler et al., 2008). Therefore, determining 

whether second-generation models better recapitulate features of AD 

pathophysiology as seen in humans is a crucial first-step before they can be used 

to understand the pathological mechanisms underpinning disrupted network 

activity. Research using the APPNL-G-F mouse model has so far found a reduction 

in the power of mEC fast gamma oscillations at 5 months of age (Nakazono et 

al., 2017) that spreads to CA1 between 7-13 months (Jun et al., 2020). This 
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reduction in fast gamma coupling between regions was also accompanied by an 

increase in theta power and a reduction in the coupling between theta and fast 

gamma. Additionally, ex vivo gamma oscillations in the mPFC were found to be 

unimpaired at 12 months (Pervolaraki et al., 2019).  

 

As yet, it is unclear how theta and gamma oscillations in CA1 and the mPFC are 

affected at advanced age points in the APPNL-G-F mouse model. Moreover, it is 

still unknown whether the communication between CA1 and the mPFC is affected 

in this model during awake states. Therefore, using in vivo electrophysiology, 

theta and gamma oscillations in the mPFC and CA1, as well as the 

communication between these regions, was investigated in 16-month-old APPNL-

G-F mice as they explored an open field (OF) arena. 
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6.2 | Results  
6.2.1 | Speed-modulated theta oscillations in CA1 and the mPFC 
Hippocampal theta oscillations help integrate spatial and non-spatial information 

across functionally-connected brain regions (Colgin & Moser, 2010; Drieu & 

Zugaro, 2019), such as the integration of spatial information in the hippocampus 

with executive decision making in the mPFC (Jones & Wilson, 2005). Evidence 

for theta disruption has been found in humans with AD (Adler, Brassen & Jajcevic, 

2003; Czigler et al., 2008) and in first-generation mouse models of amyloidopathy 

(Ittner et al., 2014; Schneider et al., 2014) and is linked to disrupted spatial 

navigation and working memory. In the APPNL-G-F mice mouse model, an increase 

in the power of theta oscillations was found between 7-13 months of age (Jun et 

al., 2020), consistent with EEG recordings in AD patients (Adler, Brassen & 

Jajcevic, 2003; Czigler et al., 2008). To determine if this increase in power in CA1 

is sustained at a more advanced stage of pathology and to understand how theta 

oscillations are affected in the mPFC, theta oscillations were analysed in CA1 

(Str.P) and the mPFC at 16 months during active exploration (see sections 2.2.6 

and 2.4.8).  

 

Given that the frequency and power of theta oscillations in the CA1 region of the 

hippocampus has previously been shown to increase with running speed, theta 

oscillations were analysed with respect to running speed (McFarland, Teitelbaum 

& Hedges, 1975; Fuhrmann et al., 2015). The peak theta frequency and total 

theta power linearly increased with running speed in both WT and APP animals 

(pooled data) (Figure 6.2.1 B, Ci, Di). The regression correlations (z-transformed 

R2 values), regression line slopes and the frequency and power of the theta 

oscillation at the y-intercept were analysed. No statistically significant change 

was found in APP animals compared with WT controls for each measure (Figure 
6.2.1 A, Cii-iv, Dii-iv). However, a trending increase in theta power can be 

visualised in APP animals (Adler, Brassen & Jajcevic, 2003; Czigler et al., 2008). 
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Figure 6.2.1 | Speed-modulated theta power and frequency in CA1. A 
Example raw traces (black) and theta filtered traces for WT (grey) and APP 

(blue) animals. Scale bar: 200 ms, 200 µV. B Example spectrograms displaying 

a speed-modulated increase in theta power in WT and APP mice. Ci A speed-

modulated increase in theta frequency was found in WT (R2 = 0.40, F(1,27) = 

18.00, p = 0.002, linear regression) and APP animals (R2 = 0.32, F(1,27) = 

12.84, p = 0.001, linear regression). APP animals displayed no statistically 

significant difference to WT in the regression correlation (WT: 0.21 (0.12-0.31) 

vs APP: 0.20 (0.02-0.55) Z’, U = 8, p > 0.99, Mann-Whitney U test) (ii), slope 

(WT: 0.009 (0.007-0.011) vs APP: 0.007 (0.003-0.015) freq/speed, U = 7, p = 

0.88, Mann-Whitney U test) (iii) and frequency (WT: 7.72 (7.45-7.80) vs APP: 
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7.52 (7.31-7.70) Hz, U = 4, p = 0.34, Mann-Whitney U test) (iv). Di A speed-

modulated increase in theta power was found in WT (R2 = 0.63, F(1,27) = 

47.19, p < 0.0001, linear regression) and APP animals (R2 = 0.27, F(1,27) = 

10.06, p = 0.0038, linear regression). APP animals displayed no statistically 

significant difference to WT in the regression correlation (WT: 0.51 (0.23-0.77) 

vs APP: 0.44 (0.19-0.81) Z’, U = 7, p = 0.88, Mann-Whitney U test) (ii), slope 

(WT: 0.0013 (0.0007-0.0020) vs APP: 0.0013 (0.0011-0.0028) power/speed, U 

= 6, p = 0.68, Mann-Whitney U test) (iii) and power (WT: 0.31 (0.29-0.40) vs 

APP: 0.38 (0.34-0.39) mV2, U = 4, p = 0.34, Mann-Whitney U test) (iv), although 

a trending increase in power can be seen.  Box plots show median, IQR and 

ranges. Regression lines display the mean ± SEM. Descriptive statistics display 

median and IQR. 

 

There is also evidence for mPFC theta power to linearly increase with running 

speed (Adhikari, Topiwala & Gordon, 2010b), possibly through theta generating 

inputs arising from CA1 (Jones & Wilson, 2005; O’Neill, Gordon & Sigurdsson, 

2013). Therefore, theta power and frequency in the mPFC were also analysed 

with respect to running speed. Interestingly, theta frequency and power were 

found to significantly linearly increase with running speed in WT animals, but 

exhibited no alteration in APP animals (pooled data) (Figure 6.2.2 B, Ci, Di), 
potentially indicating impaired theta coupling between the mPFC and CA1 at 

increasing locomotion velocities. However, when comparing the regression 

correlations and slopes of the regression lines, APP animals exhibited no 

statistically significant differences to WT (Figure 6.2.2 Cii-iii, Di-iii). Finally, no 

statistically significant change in the power and frequency of the theta oscillation 

(y-intercepts) was identified in APP animals compared with WT controls (Figure 
6.2.2 A, Civ, Div).  
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Figure 6.2.2 | Speed-modulated theta power and frequency in the mPFC. 
A Example raw traces (black) and theta filtered traces for WT (grey) and APP 

(blue) animals. Scale bar: 200 ms, 200 µV. B Example spectrograms displaying 

a speed-modulated increase in theta power in WT and APP mice. Ci A speed-

modulated increase in theta frequency was found in WT animals (R2 = 0.543, 

F(1,27) = 32.18, p < 0.0001, linear regression) but not APP (R2 = 0.009, F(1,27) 

= 0.26, p = 0.6101, linear regression). APP animals displayed no statistically 

significant difference to WT in the regression correlation (WT: 0.24 (0.10-0.40) 

vs APP: 0.20 (0.07-0.30) Z’, U = 10, p = 0.69, Mann-Whitney U test) (ii), slope 

(WT: 0.011 (0.009-0.018) vs APP: 0.016 (-0.001-0.024) freq/speed, U = 11, p 

= 0.84, Mann-Whitney U test) (iii) and frequency (WT: 7.40 (7.35-7.47) vs APP: 
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7.36 (7.13-7.54) Hz, U = 10, p = 0.69, Mann-Whitney U test) (iv). Di A speed-

modulated increase in theta power was found in WT animals (R2 = 0.66, F(1,27) 

= 53.38, p < 0.0001, linear regression) but not APP animals (R2 = 0.04, F(1,27) 

= 1.29, p = 0.2662, linear regression). APP animals displayed no statistically 

significant difference to WT in the regression correlation (WT: 0.66 (0.14-0.88) 

vs APP: 0.50 (0.33-0.89) Z’, U = 12, p > 0.99, Mann-Whitney U test) (ii), slope 

(WT: 0.003 (0.003-0.004) vs APP: 0.004 (0.002-0.005) power/speed, U = 11, p 

= 0.84, Mann-Whitney U test) (iii) and power (WT: 0.69 (0.68-0.71) vs APP: 

0.69 (0.68-0.73) mV2, U = 11, p = 0.84, Mann-Whitney U test) (iv).  Box plots 

show median, IQR and ranges. Regression lines display the mean ± SEM. 

Descriptive statistics display median and IQR. 

 
6.2.2 | Speed-modulated gamma oscillations in CA1  
Within CA1, slow gamma oscillations are driven via CA3 Schaffer collateral inputs 

and are important for the retrieval of spatial and episodic memories, whereas fast 

gamma oscillations are important for encoding and are generated through the 

mEC (Colgin et al., 2009; Colgin & Moser, 2010). Broadband gamma oscillations 

in the hippocampus exhibit reduced power in first-generation mouse models of 

amyloidopathy (Palop et al., 2007; Palop & Mucke, 2016; Martinez-Losa et al., 

2018; Etter et al., 2019) and there is evidence for a reduction in the power of fast 

gamma but not slow gamma in APPNL-G-F mice between 7-13 months (Jun et al., 

2020). To understand how both slow and fast gamma oscillations are affected in 

CA1 at more advanced stages of pathology in APPNL-G-F mice, the power and 

frequency of both was analysed with respect to running speed at 16 months 

(Chen et al., 2011).  

 

The frequency of slow gamma oscillations (30-60 Hz) was found to statistically 

linearly decrease with respect to running speed in APP animals, but was not 

found to be modulated in WT (pooled data) (Figure 6.2.3 A, Ci). When analysing 

the regression correlations and slopes of the regression lines, APP animals 

displayed no statistically significant difference to WT (Figure 6.2.3 Cii-iii). 
Additionally, a statistically significant linear decrease in the power of slow gamma 

oscillations was identified in WT and APP animals (pooled data) (Figure 6.2.3 A, 
B, Di), which is contrary to previously reported data (Chen et al., 2011). No 

statistically significant difference was found in APP animals compared with WT 
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when analysing the regression correlations or the slope of regression lines 

(Figure 6.2.3 Dii-iii). Furthermore, there was no statistically significant change in 

the frequency and power of slow gamma oscillations (y-intercepts) (Figure 6.2.3 
B, Civ, Div), yet when looking at the power vs speed relationship, an overall 

decrease in power can be visualised in APP animals (Figure 6.2.3 Di). 
 

 

 
Figure 6.2.3 | Speed-modulated low gamma power and frequency in CA1. 
A Example spectrograms displaying a speed-modulated low and high gamma 

power in WT and APP mice. B Example raw traces (black) and low gamma 

filtered traces for WT (grey) and APP (blue) animals. Scale bar: 200 ms, 200 

µV. Ci A speed-modulated decrease in low gamma frequency was found in 

APP animals (R2 = 0.16, F(1,27) = 5.28, p = 0.02, linear regression) but no 

relationship in WT (R2 = 0.004, F(1,27) = 0.12, p = 0.73, linear regression). APP 
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animals displayed no statistically significant difference to WT in the regression 

correlation (WT: 0.16 (0.09-0.24) vs APP: 0.13 (0.05-0.20) Z’, U = 6, p = 0.69, 

Mann-Whitney U test) (ii), slope (WT: 0.005 (-0.045-0.052) vs APP: -0.041 (-

0.065-0.022) freq/speed, U = 5, p = 0.49, Mann-Whitney U test) (iii) and 

frequency (WT: 39.71 (37.28-41.70) vs APP: 41.51 (41.11-43.07) Hz, U = 3, p 

= 0.20, Mann-Whitney U test) (iv). Di A speed-modulated decrease in low 

gamma power was found in WT (R2 = 0.55, F(1,27) = 32.83, p < 0.0001, linear 

regression) and APP animals (R2 = 0.56, F(1,27) = 34.35, p < 0.0001, linear 

regression). APP animals displayed no statistically significant difference to WT 

in the regression correlation (WT: 0.24 (0.10-0.65) vs APP: 0.64 (0.24-0.73) Z’, 

U = 6, p = 0.69, Mann-Whitney U test) (ii), slope (WT: -0.000009 (-0.000014 - 

-0.0000003) vs APP: -0.000011 (0-0.000026 - -0.000006) power/speed, U = 5, 

p = 0.48, Mann-Whitney U test) (iii) and power (WT: 0.0026 (0.0018-0.0030) 

vs APP: 0.0025 (0.0021-0.0026) mV2, U = 6, p = 0.62, Mann-Whitney U test) 

(iv), although a trending decrease in power can be seen. Box plots show 

median, IQR and ranges. Regression lines display the mean ± SEM. 

Descriptive statistics display median and IQR. *p < 0.05. 

 

The frequency of high gamma oscillations (60-120 Hz) was found to statistically 

linearly increase with running speed in APP animals, yet no noticeable change 

was identified in WT animals (pooled data) (Figure 6.2.3 A, Figure 6.2.4 Bi). 
This most likely produced the statistically significant increase in the slope of 

regression line in APP animals compared with WT and the trending increase in 

regression correlation (Figure 6.2.4 Bii-iii). Additionally, the power of high 

gamma oscillations statistically linearly increased with respect to running speed 

in WT animals but not APP (pooled data) (Figure 6.2.3 A, Figure 6.2.4 Ci). 
However, no statistically significant change to the regression correlation and 

slope of the regression line was found (Figure 6.2.4 Cii-iii). Furthermore, no 

statistically significant change in the frequency and power of high gamma 

oscillations (y-intercepts) was found in APP animals compared with WT controls 

(Figure 6.2.4 A, Biv, Civ), yet when looking at the power vs speed relationship, 

an overall decrease in power can be visualised in APP animals (Figure 6.2.4 Ci). 
A decrease in power of high gamma oscillations would be consistent with what is 

observed in young APPNL-G-F mice (Jun et al., 2020), with the observable 

reduction in low gamma power being a novel finding.   
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Figure 6.2.4 | Speed-modulated high gamma power and frequency in CA1. 
A Example raw traces (black) and high gamma filtered traces for WT (grey) and 

APP (blue) animals. Scale bar: 100 ms, 100 µV. Bi A speed-modulated 

increase in high gamma frequency was found in APP animals (R2 = 0.29, 

F(1,27) = 11.18, p = 0.002, linear regression) but no relationship in WT (R2 = 

0.004, F(1,27) = 0.11, p = 0.74, linear regression). APP animals displayed no 

statistically significant difference to WT in the regression correlation (WT: 0.032 

(0.002-0.068) vs APP: 0.172 (0.075-0.271) Z’, U = 2, p = 0.11, Mann-Whitney 

U test) (ii) and in frequency (WT: 67.34 (66.65-69.22) vs APP: 67.18 (66.05-

67.89) Hz, U = 4, p = 0.34, Mann-Whitney U test) (iv), but a statistically 

significant steeper slope of regression line (WT: 0.004 (-0.016-0.020) vs APP: 

0.042 (0.030-0.046) freq/speed, U = 0, p = 0.03, Mann-Whitney U test) (iii). Ci 
A speed-modulated increase in high gamma power was found in WT animals 

(R2 = 0.31, F(1,27) = 11.90, p = 0.002, linear regression) but not APP animals 

(R2 = 0.11, F(1,27) = 3.36, p = 0.07, linear regression). APP animals displayed 

no statistically significant difference to WT in the regression correlation (WT: 
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0.32 (0.05-0.56) vs APP: 0.26 (0.05-0.96) Z’, U = 8, p > 0.99, Mann-Whitney U 

test) (ii), slope (WT: 0.000002 (-0.000001-0.000005) vs APP: 0.000001 

(0.000000-0.000003) power/speed, U = 7, p = 0.89, Mann-Whitney U test) (iii) 
and power (WT: 0.0007 (0.0005-0.0007) vs APP: 0.0006 (0.0004-0.0007) mV2, 

U = 6, p = 0.69, Mann-Whitney U test) (iv). Box plots show median, IQR and 

ranges. Regression lines display the mean ± SEM. Descriptive statistics display 

median and IQR. *p < 0.05. 

 

6.2.3 | Speed-modulated gamma oscillations in the mPFC 
Given that the power of hippocampal and mPFC theta oscillations increase with 

running speed (McFarland, Teitelbaum & Hedges, 1975; Adhikari, Topiwala & 

Gordon, 2010b; Fuhrmann et al., 2015), and that both slow and fast mPFC 

gamma oscillations can be entrained by hippocampal theta oscillations (Sirota et 

al., 2008), it was hypothesised that mPFC gamma oscillations would also be 

modulated by  running speed. However, the frequency of slow gamma 

oscillations did not show a statistically significant linear relationship with respect 

to running speed in WT or APP animals (pooled data) (Figure 6.2.5 A, Ci). 
Additionally, no statistically significant difference was found in APP animals 

compared with WT when analysing the regression correlations and slope of the 

regression lines (Figure 6.2.5 Cii-iii). Furthermore, a statistically significant linear 

relationship between the power of slow gamma oscillations and running speed 

was identified in APP animals but not WT (pooled data) (Figure 6.2.5 A, Di). This 

did not result in a statistically significant difference in the regression correlations 

or slope of regression lines in APP animals (Figure 6.2.5 Dii-iii). Finally, no 

statistically significant change was found in the frequency and power (y-

intercepts) of slow gamma oscillations in APP animals compared with WT 

(Figure 6.25 B, Civ, Div).  
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Figure 6.2.5 | Speed-modulated low gamma power and frequency in the 
mPFC. A Example spectrograms displaying a speed-modulated low and high 

gamma power in WT and APP mice. B Example raw traces (black) and low 

gamma filtered traces for WT (grey) and APP (blue) animals. Scale bar: 200 

ms, 200 µV. Ci Low gamma frequency was not found to be speed-modulated 

in both WT (R2 = 0.04, F(1,27) = 1.05, p = 0.32, linear regression) and APP 

animals (R2 = 0.03, F(1,27) = 0.77, p = 0.38, linear regression). APP animals 

displayed no statistically significant difference to WT in the regression 

correlation (WT: 0.020 (0.004-0.0121) vs APP: 0.174 (0.016-0.327) Z’, U = 7, 

p = 0.31, Mann-Whitney U test) (ii), slope (WT: 0.001 (-0.015-0.042) vs APP: -

0.041 (-0.074-0.045) freq/speed, U = 9, p = 0.54, Mann-Whitney U test) (iii) 
and frequency (WT: 38.45 (37.59-40.33) vs APP: 41.91 (39.77-42.59) Hz, U = 
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The peak frequency of fast gamma oscillations was found to linearly increase with 

respect to running speed in WT and APP animals (pooled data) (Figure 6.2.5 A, 
Figure 6.2.6 Bi), with no statistically significant change in the regression 

correlations and slope of the regression lines identified in APP animals compared 

with WT (Figure 6.264 Bii-iii). Additionally, a statistically linear increase in the 

power of fast gamma oscillations with respect to running speed was found in APP 

animals but not WT (pooled data) (Figure 6.2.5 A, Figure 6.2.6 Ci). This did not 

result in a statistically significant change in the regression correlation and slope 

of regression line in APP animals compared with WT (Figure 6.2.6 Cii-iii). Lastly, 

no statistically significant or trending change in the power and frequency (y-

intercepts) of fast gamma oscillations was identified in APP animals compared 

with WT (Figure 6.2.6 A, Biv, Civ). This result is contrary to what is found in CA1 

and potentially reflects regional differences in AD pathophysiology.  

 

1, p = 0.10, Mann-Whitney U test) (iv), although a trending increase in 

frequency can be seen. Di Low gamma power was not found to be speed-

modulated in WT animals (R2 = 0.01, F(1,27) = 0.27, p = 0.60, linear regression) 

but linearly increased with speed in APP animals (R2 = 0.45, F(1,27) = 22.51, 

p < 0.0001, linear regression). APP animals displayed no statistically significant 

difference to WT in the regression correlation (WT: 0.04 (0.04-0.15) vs APP: 

0.25 (0.09-0.31) Z’, U = 3, p = 0.05, Mann-Whitney U test) (ii), slope (WT: -

0.0002 (-0.0026-0.0009) vs APP: 0.0006 (-0.0004-0.0028) power/speed, U = 

6, p = 0.22, Mann-Whitney U test) (iii) and power (WT: 0.93 (0.87-0.94) vs APP: 

0.92 (0.90-0.95) mV2, U = 12, p > 0.99, Mann-Whitney U test) (iv), although a 

trending increase in correlation can be seen. Box plots show median, IQR and 

ranges. Regression lines display the mean ± SEM. Descriptive statistics display 

median and IQR.  
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Figure 6.2.6 | Speed-modulated high gamma power and frequency in the 
mPFC. A  Example raw traces (black) and high gamma filtered traces for WT 

(grey) and APP (blue) animals. Scale bar: 100 ms, 100 µV. Bi A speed-

modulated increase in high gamma frequency was found in both WT (R2 = 0.31, 

F(1,27) = 11/98, p = 0.002, linear regression) and APP animals (R2 = 0.28, 

F(1,27) = 10.48, p = 0.003, linear regression). APP animals displayed no 

statistically significant difference to WT in the regression correlation (WT: 0.09 

(0.02-0.31) vs APP: 0.15 (0.02-0.31) Z’, U = 21.5, p > 0.99, Mann-Whitney U 

test) (ii),  slope (WT: 0.04 (-0.02-0.18) vs APP: 0.08 (-0.02-0.13) freq/speed, U 

= 11, p = 0.84, Mann-Whitney U test) (iii), and in frequency (WT: 68.17 (67.15-

69.55) vs APP: 68.18 (67.05-69.20) Hz, U = 12, p > 0.99, Mann-Whitney U test) 

(iv). Ci A speed-modulated increase in high gamma power was found in both 

WT (R2 = 0.35, F(1,27) = 14.69, p = 0.0007, linear regression) and APP animals 

(R2 = 0.58, F(1,27) = 37.01, p < 0.0001, linear regression). APP animals 

displayed no statistically significant difference to WT in the regression 

correlation (WT: 0.24 (0.14-0.38) vs APP: 0.03 (0.00-0.21) Z’, U = 3, p = 0.05, 
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6.2.4 | Theta-gamma coupling in CA1  
In CA1, slow and fast gamma oscillations can be found coupled to different 

phases of the theta cycle, segregating information and preventing interference, 

while also integrating past (slow) with present (fast) experiences (Tort et al., 2008; 

Scheffer-Teixeira et al., 2012; Amemiya & Redish, 2018; Lopes-dos-Santos et 

al., 2018). The PAC between these oscillations is thought to be a marker of 

cognitive performance, with an increase in theta-gamma coupling occurring 

during successful spatial memory retrieval and during working memory in both 

humans and rodents (Schack et al., 2002; Tort et al., 2009; Shirvalkar, Rapp & 

Shapiro, 2010). A reduction in theta-gamma coupling can be found in humans 

with AD and is related to poor performance in a working memory task (Goodman 

et al., 2018). This relationship has also been found in first-generation mouse 

models of amyloidopathy (Ittner et al., 2014; Etter et al., 2019). Moreover, a 

reduction in the coupling of theta with fast gamma in CA1 has been found in the 

APPNL-G-F mouse model between 7-13 months of age (Jun et al., 2020). To 

understand how this coupling is affected at later ages, and to determine if these 

deficits extend to slow gamma oscillations, theta-gamma coupling was analysed 

at 16 months of age in APPNL-G-F mice.  

 

The PAC between theta and both slow and fast gamma oscillations was not found 

to change with respect to running speed in CA1, therefore analysis was 

conducted on the full signal (pooled data) (Figure 6.275 B, C). No statistically 

significant change in the PAC of theta with slow or fast gamma oscillations was 

found in APP animals compared with WT controls (Figure 6.2.7 A, D, E). 

Although theta-gamma PAC has also been reported to occur in the mPFC and 

between hippocampal theta and mPFC gamma, no noticeable change was 

detected when visualising the average instantaneous amplitude over theta phase 

Mann-Whitney U test) (ii), slope (WT: 0.0006 (-0.0002-0.0008) vs APP: 0.0001 

(0.000002-0.0008) power/speed, U = 11, p = 0.84, Mann-Whitney U test) (iii) 
and power (WT: 0.94 (0.88-0.98) vs APP: 0.96 (0.92-0.98) mV2, U = 10, p = 

0.69, Mann-Whitney U test) (iv), although a trending decrease in correlation 

can be seen. Box plots show median, IQR and ranges. Regression lines display 

the mean ± SEM. Descriptive statistics display median and IQR.  
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(Schack et al., 2002; O’Neill, Gordon & Sigurdsson, 2013; Tamura et al., 2017). 

Therefore, this was not analysed further.  

 
 
 

 
Figure 6.2.7 | Theta-gamma PAC is comparable between APP and WT 
animals in CA1. A Example traces displaying the PAC between theta 

oscillations and both low and high gamma oscillations in WT and APP animals. 

WT scale bars: 100 ms, 200 µV, APP scale bars: 100 ms, 50 µV (filtered), 100 

µV (raw). B Theta-low gamma coupling was not speed modulated in both WT 
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(R2 = 0.03, F(1,27) = 3.81, p = 0.053, linear regression) and APP animals (R2 

= 0.02, F(1,27) = 2.14, p = 0.14, linear regression). C Theta-high gamma 

coupling was not speed modulated in both WT (R2 = 0.02, F(1,27) = 2.43, p = 

0.12, linear regression) and APP animals (R2 = 0.0001, F(1,27) = 0.02, p = 

0.90, linear regression). D Theta-low gamma coupling was comparable 

between APP animals compared with WT (WT: 27.53 (18.52-38.51) vs APP: 

30.26 (26.04-38.87), U = 5, p = 0.49, Mann-Whitney U test). Representative 

graphs (top) display the changing low gamma instantaneous amplitude (bars) 

over the phase of theta (black line). E Theta-high gamma coupling did not 

change in APP animals compared with WT when analysing the full signal (WT: 

48.24 (18.18-88.29) vs APP: 89.87 (70.15-101.3), U = 3, p = 0.20, Mann-

Whitney U test). Representative graphs (top) display the changing high gamma 

instantaneous amplitude (bars) over the phase of theta (black line). Box plots 

show median, IQR and ranges. Regression lines display the mean ± SEM. 

Descriptive statistics display median and IQR. 

 

6.2.5 | Theta coherence between CA1 and the mPFC 
Communication between CA1 and the mPFC through theta oscillations is thought 

to be important for integrating spatial information with executive decision making 

(Jones & Wilson, 2005). The hippocampus leads this coherence, with an increase 

in theta coupling apparent when mice make a correct choice in a T- or Y-maze 

task, while a decrease in coupling occurs when an error is made (Jones & Wilson, 

2005; Liu et al., 2018). Less is currently known about how these regions 

communicate during active exploration in an OF, although evidence suggests that 

significant hippocampal-prefrontal coupling does exist under these conditions 

(Siapas, Lubenov & Wilson, 2005; Sirota et al., 2008; Adhikari, Topiwala & 

Gordon, 2010b). Therefore, to understand how theta communication between 

CA1 and the mPFC is affected in the APPNL-G-F mouse model at 16 months, theta 

coherence was analysed between these regions with respect to running speed.  

 

A statistically significant linear increase in theta coherence was found with 

respect to running speed in WT animals (Figure 6.2.8 A-C, Di). However, no 

statistically significant linear increase was found in APP animals (pooled data) 

(Figure 6.2.8 A-C, Di). This potentially suggests that at faster running speeds, 
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theta communication between CA1 and mPFC is reduced. This is consistent with 

results that showed no statistically significant increase in the power and 

frequency of theta oscillations with respect to running speed in APP animals 

compared with WT (Figure 6.2.2 Ci, Di). However, when analysing the 

regression correlations and slopes of the regression lines, no statistically 

significant change was found in APP animals compared with WT (Figure 6.2.8 
Dii-iii). Furthermore, no statistically significant change in coherence was found 

in APP animals compared with WT when analysing the y-intercepts (Figure 6.2.8 
Div). Taken together, these results suggest that long-range communication 

between the hippocampus and mPFC is relatively intact in 16-month APP 

animals.  

 

 

 
Figure 6.2.8 | Speed-modulated theta coherence between CA1 and the 
mPFC. A Example coherograms displaying a speed-modulated theta 

coherence between CA1 and the mPFC in WT and APP mice. B Example theta 
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filtered traces displaying theta correlation between CA1 (black) and the mPFC 

in WT (grey) and APP (blue) animals at slow running speeds. C Example theta 

filtered traces displaying theta correlation between CA1 (black) and the mPFC 

in WT (grey) and APP (blue) animals at fast running speeds. Scale bars: 100 

ms, 100 µV. Di Theta coherence between CA1 and the mPFC was found to 

linearly increase with speed in WT animals (R2 = 0.16, F(1,27) = 5.27, p = 0.03, 

linear regression) but not in APP (R2 = 0.04, F(1,27) = 1.09, p = 0.31, linear 

regression). APP animals displayed no statistically significant difference to WT 

in the regression correlation (WT: 0.029 (0.009-0.215) vs APP: 0.121 (0.058-

0.200) Z’, U = 4, p = 0.34, Mann-Whitney U test) (ii), slope (WT: 0.0002 (-

0.00004-0.0008) vs APP: 0.00006 (-0.0002-0.0004) freq/speed, U = 5, p = 0.48, 

Mann-Whitney U test) (iii) and coherence (WT: 0.84 (0.83-0.85) vs APP: 0.85 

(0.84-0.85) Hz, U = 6, p = 0.68, Mann-Whitney U test) (iv). Box plots show 

median, IQR and ranges. Regression lines display the mean ± SEM. 

Descriptive statistics display median and IQR. 

 

6.2.6 | Locomotor activity in the Open Field  
Both WT and APP animals successfully habituated to the OF arena, as evidenced 

by a statistically significant decline in the distance travelled over the 1-hour 

(Figure 6.2.9 A). Additionally, no statistically significant difference in the average 

distance travelled (Figure 6.2.9 B, C) or average running speed (Figure 6.2.9 D, 
E) was found in APP animals compared with WT controls, although APP animals, 

on average, trended towards increased locomotor activity (Figure 6.2.9 A, B).  
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Figure 6.2.9 | Locomotor activity of WT and APP animals in an OF arena. 
A Both WT and APP animals habituated to the OF arena, as evidenced by the 

statistically significant reduction in the distance travelled over time (F(4,37) = 

15.62, p < 0.0001, Two-way repeated measured ANOVA). B No statistically 

significant difference in the total distance travelled was found in APP animals 

compared with WT controls (WT: 12.56 (9.62-21.91) vs APP: 21.64 (14.37-

30.26), U = 6, p = 0.22, Mann-Whitney U test). C Example traces showing the 

exploratory path that a WT and APP animal took during the 60 minute OF task. 

D Graph depicting the % time spent in each speed bin for both WT and APP 

animals. E No statistically significant difference in the average running speed 

was found in APP animals compared with WT controls (WT: 8.29 (7.19-11.14) 

vs APP: 10.43 (4.61-13.37), U = 12, p > 0.99, Mann-Whitney U test). Graphs A 

and D display the mean ± SEM. Box-plots display the median, IQR and range. 
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Non-parametric descriptive statistics display the median and IQR. ****p < 

0.0001. 
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6.3 | Discussion 
6.3.1 | Summary  
The present study aimed to assess how the neuronal oscillations underlying 

exploratory behaviour in the mPFC-hippocampal circuit are affected in the APPNL-

G-F mouse model at 16 months. A trending increase in the power of theta 

oscillations and decrease in the power of low and high gamma oscillations was 

found in CA1, with no change in the PAC between oscillations observed, the 

former being consistent with previously reported data in younger animals. Theta 

and both low and high gamma oscillations in the mPFC were not found to change 

in APP animals compared with WT controls. Lastly, a slight decrease in theta 

coherence between CA1 and mPFC was noted with respect to running speed in 

APP animals, potentially indicating a mild impairment in communication between 

brain regions. 

 

6.3.2 | Increased theta power in CA1 
Consistent with previously reported data, a linear increase in the power and 

frequency of theta oscillations with respect to running speed was found in the 

CA1 region of the hippocampus in both WT and APP animals (McFarland, 

Teitelbaum & Hedges, 1975; Fuhrmann et al., 2015). When analysing theta 

oscillation power, a trending increase was identified in APP animals compared 

with WT controls. This increase in theta power has previously been identified in 

younger APP animals (7-13 months), and was linked to impaired spatial memory 

(Jun et al., 2020). What the current experiments do is show that this increase in 

power is sustained at 16 months. An increase in theta power can be seen in the 

brains of patients with AD (Adler, Brassen & Jajcevic, 2003; Czigler et al., 2008), 

yet a decrease has been reported in first-generation mouse models of 

amyloidopathy (Ittner et al., 2014; Schneider et al., 2014). This demonstrates that 

the APPNL-G-F mouse model better recapitulates the human condition compared 

with first-generation models (Nilsson, Saito & Saido, 2014; Sasaguri et al., 2017), 

at least when studying neuronal oscillations.  

 

There are several potential mechanisms that could account for the increase in 

theta power. The first potential cause comes from the glutamatergic afferents 

originating from the MS-DBB, which control the increase in theta power 
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accompanying locomotion velocity in CA1 (Fuhrmann et al., 2015). These 

projections synapse onto OLM interneurons that disinhibit the feed-forward 

inhibiting interneurons of Schaffer-collateral (CA3) and perforant (mEC) 

pathways, causing the increase in PC firing rate seen with increased running 

speeds. The sustained activation of OLM interneurons through increased 

glutamatergic input could in turn increase the magnitude and frequency of PC 

action potentials, producing an increase in theta power. Hyperactivity of 

glutamatergic neurons can be found in first-generation mouse models of 

amyloidopathy (Busche et al., 2008, 2012), yet it is currently unknown if the same 

is true for the APPNL-G-F mouse model. However, epileptic discharges can be 

observed at around 6-8 months in this model (Johnson et al., 2020), which are a 

product of neuronal hyperactivity and the synchronous discharging of neurons, 

potentially suggesting altered glutamatergic neuron activity (Palop & Mucke, 

2010, 2016). Alternatively, an increase in the activity of OLM interneurons 

themselves could have the same effect, with compensatory remodelling of 

inhibitory synapses identified in first-generation mouse models (Palop et al., 

2007; Hollnagel et al., 2019).  

 

Moreover, local PV-expressing interneurons within CA1 and long-range 

projecting PV-expressing interneurons originating in the MS-DBB have shown to 

be important in generating and pacing the theta oscillation (Freund & Antal, 1988; 

Simon et al., 2006; Hangya et al., 2009; Amilhon et al., 2015). Impairments to the 

inhibitory control of the brain in AD has been well documented (Busche et al., 

2008; Palop & Mucke, 2016; Ambrad Giovannetti & Fuhrmann, 2019), with PV-

expressing interneurons exhibiting both hypofunction (Verret et al., 2012; 

Martinez-Losa et al., 2018) and hyperfunction  (Hijazi et al., 2019) in different 

mouse models of amyloidopathy. It is possible that a reduction in the activity of 

these interneurons in CA1 could cause an increase in the E-I balance, generating 

greater theta power. On the other hand, hyperfunction of PV-expressing 

interneurons in CA1 can potentially cause larger post-synaptic IPSPs and 

rebound spike-bursts in PCs, increasing the amplitude of theta. Indeed, 

hyperfunction of PV-expressing interneurons would further fit with the observed 

changes occurring to ripple events (see section 5.2.3.4). Furthermore, the spike-

time relationship of PCs with the theta oscillation was found to be impaired in 

younger APP animals, potentially suggesting impairments to the inhibitory 
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pacemaker of the circuit (Jun et al., 2020). Any alterations to PV-expressing 

interneuron activity in CA1 and the MS-DBB could impair this spike-time 

relationship. Repeating these experiments with single-unit or Ca2+ imaging of 

different interneuron populations will give a clearer indication how inhibition in 

CA1 is contributing to the increase in theta power.  

 

6.3.3 | Mild impairments to theta communication between CA1 and the 

mPFC during increasing locomotion velocity 
A statistically significant linear increase in the frequency and power of theta 

oscillations was found with respect to running speed in the mPFC of WT animals, 

yet was not altered in APP animals. Additionally, theta coherence between brain 

regions was found to linearly increase with respect to running speed in WT but 

not APP animals. These results collectively point towards a mild impairment in 

theta coupling between CA1 and the mPFC, specifically during increasing 

locomotion velocity in APP animals. It is possible that at faster running speeds in 

APP animals, when the hippocampus is modulating its neuronal firing rates to 

increase input sensitivity (Fuhrmann et al., 2015), hippocampal output suffers, 

and cannot function as effectively.  

 

Furthermore, when analysing the coherence at the y-intercept, no statistically 

significant difference was found in APP animals compared with WT controls. 

Therefore, it appears that communication between the hippocampus and mPFC 

is relatively unaffected in 16-month APP animals, consistent with the absence of 

communication deficits seen during SWS (see section 5.3.3). This is contrary to 

humans in which a decrease in functional connectivity between the hippocampus 

and mPFC has been found early on in the disease progression (Wang et al., 

2006). However, these experiments were conducted using resting state fMRI, 

which could potentially cause differences in results.  

 

Finally, no change in theta power was identified in the mPFC, yet a trending 

increase was found in CA1. A progression of decline can be viewed when 

studying gamma oscillations in the APPNL-G-F mouse model; impairments begin in 

the mEC at 5 months (Nakazono et al., 2017), progress to CA1 between 7-13 

months (Jun et al., 2020), with no change in gamma power found in the mPFC at 
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12 months (Pervolaraki et al., 2019). This suggests that impairments to mPFC 

theta oscillations may occur at ages greater than 16 months. 

 
6.3.4 | Gamma oscillation power and frequency in CA1 and the mPFC 
Changes to the power and frequency of low and high gamma oscillations with 

respect to running speed were analysed in CA1. An overall decrease in the power 

of low and high gamma was observed in APP animals compared with WT controls 

when visualising the power vs speed relationship. A decrease in high gamma 

power has previously been reported in younger APP animals (Jun et al., 2020), 

with the trending decrease in low gamma power at 16 months further showing a 

progression of decline in this model. This is consistent with previous results 

conducted in first-generation mouse models, which displayed a reduction in 

broadband gamma power that was associated with poor spatial memory 

performance (Palop et al., 2007; Palop & Mucke, 2016; Martinez-Losa et al., 

2018; Etter et al., 2019). Moreover, decreased gamma power can be found in 

humans with AD (Murty et al., 2021). 

 

A reduction in low gamma power in CA1 could potentially point towards 

impairments in the Schaffer-collateral pathway, that can be identified by 

measuring the coherence of slow gamma oscillations between CA3 and CA1. 

Alternatively, changes in CA1 PV-expressing interneuron activity may be 

occurring. PV-expressing interneurons are crucial for gamma generation and 

pace the activity of PCs (Mann, Radcliffe & Paulsen, 2005; Sohal et al., 2009b). 

In an APP/PSEN1 model, PV-expressing interneurons have shown to increase 

their expression of PV, ramify their morphology and increase their firing 

frequency, implying compensatory remodelling of the network (Hijazi et al., 2019; 

Hollnagel et al., 2019). PV-expressing interneuron hyperfunction in CA1 could 

theoretically decrease the E-I balance, causing reduced gamma power. Indeed, 

PC phase-locked firing to high gamma oscillations was found to be impaired in 

young APP mice, potentially indicating disrupted PV-expressing interneuron 

activity (Jun et al., 2020). Moreover, hyperfunction of these interneurons would 

be in-keeping with the increase in CA1 theta power (see section 6.3.2) and 

decrease in ripple power (see section 5.2.3.4) already observed. Recording the 

single-units of PV-expressing interneurons with respect to these oscillations will 
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give a clearer indication of how their activity is contributing to the observed 

changes in oscillatory power. Disruptions to PV-expressing interneuron have 

already been linked to impaired gamma oscillations in first-generation mouse 

models, making them attractive targets for future experiments (Verret et al., 2012; 

Martinez-Losa et al., 2018). 

 

Identical analysis was performed on low and high gamma oscillations in the 

mPFC, yet APP animals exhibited no change to gamma oscillations compared 

with WT. This is consistent with previously reported literature showing that 

gamma oscillations were unaffected in 12-month-old APPNL-G-F mice (Pervolaraki 

et al., 2019). 

 

6.3.5 | Gamma oscillation power and frequency with respect to running 

speed in the mPFC and CA1 
Gamma oscillation power has been shown to linearly increase with locomotion 

velocity in CA1 (Chen et al., 2011). It was also thought the same would be true 

for mPFC gamma oscillations, as theta power in both regions also exhibits a 

linear increase with running speed (McFarland, Teitelbaum & Hedges, 1975; 

Adhikari, Topiwala & Gordon, 2010b; Fuhrmann et al., 2015) and there is 

evidence for hippocampal theta entraining both mPFC theta and gamma 

oscillations (Jones & Wilson, 2005; Tort et al., 2008; Sirota et al., 2008; Tamura 

et al., 2017). Therefore, gamma oscillations were analysed with respect to 

running speed in both brain regions.  

 

The frequency of low gamma oscillations was not found to change with respect 

to running speed for WT animals in CA1 and for both genotypes in the mPFC. 

However, the total power of low gamma oscillations was found to linearly 

decrease with respect to running speed in CA1 and increase in the mPFC, but 

only in APP animals. Additionally, the frequency of high gamma oscillations was 

found to linearly increase with speed in both brain regions, but only in APP 

animals in CA1, with a linear increase in power with running speed only occurring 

in the mPFC of APP animals. The lack of relationship between the power and 

frequency of gamma and running speed in WT animals makes this data hard to 
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interpret. Potentially, this could be due to larger variation in WT data compared 

with APP.  

 

Based on previous literature, an increase in the power of low and high gamma 

oscillations would be expected to occur with respect to locomotion speed in CA1 

(Chen et al., 2011). However, the linear decrease in power of low gamma 

oscillations is more reminiscent of a separate study conducted in rats, that found 

a decrease in the power of low gamma oscillations and increase in the power of 

high gamma, along with a linear increase in the frequency of both (Ahmed & 

Mehta, 2012). Increasing the frequency of gamma oscillations, and neuronal 

firing, increases the sensitivity of neurons to rapidly integrate spatial information 

at faster running speeds (Ahmed & Mehta, 2012; Fuhrmann et al., 2015). 

Particularly, spatial information arriving from the mEC, producing a larger 

increase in high gamma power (Ahmed & Mehta, 2012). These differences in 

findings can be attributed to the slightly different circuity between rodents, and 

the methods used to determine changes in gamma oscillations with locomotion 

velocity (Chen et al., 2011; Ahmed & Mehta, 2012). Nevertheless, these 

differences do not negate the observed changes to gamma power and frequency 

detailed in section 6.3.4.  

 
6.3.6 | Theta-gamma coupling in CA1 
Theta-gamma PAC binds neuronal firing across spatial and temporal scales and 

is a marker of cognitive performance (Lisman & Jensen, 2013), with greater PAC 

occurring during spatial memory retrieval and working memory tasks (Schack et 

al., 2002; Tort et al., 2009; Shirvalkar, Rapp & Shapiro, 2010). Within CA1, slow 

and fast gamma oscillations can be found coupled to different phases of the theta 

cycle, segregating information to prevent interference while also integrating past 

(slow) with present (fast) experiences (Zhang et al., 2019; López-Madrona et al., 

2020). In the current experiments, the PAC of theta with both slow and fast 

gamma was not found to linearly increase with respect to locomotion velocity, 

which is inconsistent with previously reported literature (Chen et al., 2011). 

Therefore, the PAC between these oscillations was analysed for the full signal. 

No change in the coupling between theta and both frequencies of gamma was 

found in APP animals compared with WT controls. 
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Reduced theta-gamma coupling is considered a biomarker for AD in humans 

(Kitchigina, 2018; Goodman et al., 2018). Changes in this coupling have 

additionally been identified in first-generation mouse models and have been 

linked to impaired spatial memory (Ittner et al., 2014; Etter et al., 2019). 

Furthermore, a reduction in the PAC between theta and high gamma was 

previously identified in younger APP mice (Jun et al., 2020). Discrepancies 

between the results described in this chapter and previous findings can 

potentially be attributed to the differences in the methods used to analyse PAC; 

in the experiments described in this chapter, PAC was carried out on the full 

signal, whereas only algorithm-detected theta-gamma episodes were used in 

younger animals.  

 

Furthermore, although both theta and gamma oscillations were found in the 

mPFC, no noticeable PAC between them was identified when visualising the 

instantaneous amplitude over the phase of theta. The same can be said for 

hippocampal theta oscillations with mPFC gamma oscillations, that have 

previously shown to be coupled (Sirota et al., 2008; Tamura et al., 2017). 

Therefore, both pieces of analysis were omitted. The lack of PAC is unlikely to 

be due to the method used (see section 2.4.2), as evidenced by its efficacy in 

detecting PAC in CA1. Theta-gamma coupling in the mPFC and between CA1 

and the mPFC is more commonly studied during working memory tasks and goal-

directed spatial navigation (Schack et al., 2002; O’Neill, Gordon & Sigurdsson, 

2013; Tamura et al., 2017). Although these oscillations and inter-region 

communication occur during exploratory behaviour (Siapas, Lubenov & Wilson, 

2005; Sirota et al., 2008), it is possible that paradigms that involve spatial working 

memory and goal-directed spatial navigation may produce more noticeable PAC. 

Recording mPFC-hippocampal communication during these tasks in APP 

animals will further our understanding how these memory systems are affected 

in this model.  

 

6.3.7 | Ambulatory activity in the OF paradigm  
In these experiments, mice were left to explore an OF arena for 1 hour as 

exploratory behaviour generates the neuronal oscillations and brain 

communication that are the focus of these experiments (Siapas, Lubenov & 
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Wilson, 2005; Sirota et al., 2008; Scheffer-Teixeira et al., 2012). When analysing 

the average distance travelled by animals and the average locomotion velocity, 

APP animals did not have altered ambulatory activity compared with WT controls. 

Locomotor hyperactivity has previously been described in several first-generation 

mouse models (Dumont et al., 2004; Walker et al., 2011; Oblak et al., 2021) and 

is thought to mirror the restless observed in patients with AD (Lanari et al., 2006). 

Although, a trending increase in the distance travelled by APP animals can be 

found during exploratory activity in the OF arena and during the NOL paradigm 

(see section 5.2.12). Reduced locomotion has previously identified in in APP 

animals at 6 months (Whyte et al., 2018), that was not found in a separate study 

conducted at 8 months (Pervolaraki et al., 2019). Finally, both WT and APP 

animals reduced their activity throughout over 1 hour, indicating successful 

habituation.  

 
6.3.9 | Conclusions 
Impairments to the local oscillations in CA1 were identified during exploratory 

behaviour, with the oscillations of the mPFC and communication between these 

regions relatively unaffected in APP animals at 16 months. This is consistent with 

the results found studying this circuit during SWS (see section 5.3). Although the 

mechanisms underlying the changes to hippocampal oscillations are still to be 

investigated, these results provide a clear indication that circuit alterations are 

taking place, and provide a platform for which additionally hypotheses can be 

formed and tested.  
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7 | Final discussion and conclusions 
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7.1 | Key findings  
7.1.1 | Original hypotheses 
 

The original hypotheses as stated in section 1.5 are as follows: 

 
1) Within the mPFC-hippocampal circuit, the oscillations involved in systems 

consolidation and their coupling are disrupted in the APPNL-G-F mouse 

model of familial AD. 

2) The oscillations involved in spatial memory in both the hippocampus and 

mPFC are disrupted in the APPNL-G-F mouse model, similar to first-

generation models of amyloidopathy. 

3) The function of PV- and SST-expressing interneurons is perturbed in the 

APPNL-G-F mouse model, contributing to disrupted SWA. 

 

7.1.2 | Key findings investigating hypothesis 1 
The work carried out in Chapter 5 addressed hypothesis 1. In the preclinical 

stages of AD, sleep disturbances are extremely common and are a predictor of 

cognitive decline (Kabeshita et al., 2017; Bubu et al., 2017). Patients exhibit 

night-time awakenings, sleep fragmentation and disruptions to the sleep-wake 

cycle, particularly a reduced time spent in NREM sleep (Vitiello et al., 1990; Bubu 

et al., 2017). During NREM sleep, the communication between the hippocampus 

and mPFC facilitates the reorganisation of newly encoded hippocampal 

memories into cortical networks for long-term consolidation, a process called 

systems consolidation. This is achieved through the temporal communication of 

3 cardinal oscillations; the SWO, spindles and SWRs (Diekelmann & Born, 2010; 

Maingret et al., 2016b). An inverse relationship between amyloid load and the 

density of the SWO and spindles can be found in humans with AD (Mander et al., 

2015a; Kam et al., 2019), as well as reduced functional coupling between the 

hippocampus and mPFC (Wang et al., 2006). Additionally, there is accumulating 

evidence from first-generation mouse models of amyloidopathy and tauopathy for 

disruptions to several cardinal oscillations and their coupling, which are linked to 

impairments in declarative memory (Busche et al., 2015; Nicole et al., 2016; 

Kastanenka et al., 2017; Castano-Prat et al., 2019; Hollnagel et al., 2019; 

Zhurakovskaya et al., 2019; Caccavano et al., 2020; Benthem et al., 2020). 
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However, a characterisation of this circuit in second-generation mouse models of 

amyloidopathy has yet to be described. Therefore, using the APPNL-G-F mouse 

model, the oscillatory activity of this circuit was studied using in vivo 

electrophysiology while mice slept naturally. 

 

The outcome of this research project was the identification of impairments to the 

local oscillations found in CA1 and the mPFC during SWS at 16 months of age 

in APPNL-G-F mice, while their temporal coupling was unimpaired. Specifically, an 

increase in the power of mPFC spindle events, a reduction in the power and 

number of detected hippocampal spindles, as well a reduction in the power and 

increase in the number of detected hippocampal ripples were identified (Figure 
7.1.1). This partially confirms the hypothesis that disruptions to the oscillations 

involved in systems consolidation are occurring, but rejects the hypothesis that 

disruptions would also be identified in their coupling. Although this circuit has 

been investigated in the context of dementia prior to the present study 

(Zhurakovskaya et al., 2019; Benthem et al., 2020), this is the first 

characterisation of the mPFC-hippocampal circuit during SWS in a second-

generation mouse model of amyloidopathy. These findings provide valuable 

information about how impairments to systems consolidation caused by 

pathological amyloid can relate to memory decline in the APPNL-G-F mouse model. 

Additionally, they deliver a platform to study the underlying neuronal circuit 

alterations in a mouse model that is thought to better recapitulate the preclinical 

stages of AD (Sasaguri et al., 2017). 
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Figure 7.1.1 | Summary of results: mPFC-hippocampal circuit during 
SWS. Colour coded boxes detail the key findings investigating the oscillations 

within the corresponding brain regions during SWS in the APPNL-G-F mouse 

model. The box that has two colours represents the coupling between brain 

regions. In bold are the impairments identified in APP mice. Image of brain 

adapted from the Allen Brain Atlas (https://mouse.brain-map.org/).  

 
7.1.3 | Key findings investigating hypothesis 2 
The work carried out in Chapter 6 addressed hypothesis 2. The hippocampus is 

crucial for episodic and spatial memory and integrates spatial and non-spatial 

information processed by anatomically-connected brain regions (Drieu & Zugaro, 

2019). Theta oscillations facilitate this integration and can be found coupled to 

gamma oscillations, which bind neuronal firing into precise temporal windows for 

information encoding and retrieval (Colgin & Moser, 2010; Buzsaki & Wang, 

2012). In the hippocampus, the coupling of gamma to theta oscillations is 

important for the encoding and retrieval of spatial and episodic information (Tort 
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et al., 2008; Scheffer-Teixeira et al., 2012; Amemiya & Redish, 2018; Lopes-dos-

Santos et al., 2018). Communication between the hippocampus and mPFC 

through theta oscillations combines spatial information with executive control and 

is important for spatial working memory and goal-directed spatial navigation 

(Jones & Wilson, 2005; Tort et al., 2008; Sirota et al., 2008; Tamura et al., 2017). 

Episodic, spatial and working memory are all subject to decline in AD. Moreover, 

humans with AD display evidence for disruptions to theta and gamma oscillations 

as well as their coupling (Adler, Brassen & Jajcevic, 2003; Czigler et al., 2008; 

Goodman et al., 2018; Murty et al., 2021). Similar impairments can also be found 

in first-generation mouse models of amyloidopathy (Palop et al., 2007; Ittner et 

al., 2014; Schneider et al., 2014; Palop & Mucke, 2016; Martinez-Losa et al., 

2018; Etter et al., 2019). However, less is known about how the oscillations in 

this circuit are affected in the APPNL-G-F mouse model, as similarities should not 

be assumed. Validating prior research conducted in first-generation mouse 

models is not only important for determining how well second-generation mouse 

models recapitulate features of human AD pathophysiology, but is a crucial first-

step before they can be used to understand the pathological mechanisms 

underpinning disrupted network activity. Therefore, the oscillatory activity of this 

circuit was investigated in 16-month APPNL-G-F mice as they explored an OF 

arena.  

 

The primary outcomes of this research were that disruptions were seen to the 

local oscillations found in CA1, yet the oscillations found in the mPFC were 

unaffected and communication between CA1 and the mPFC was only mildly 

impaired. More specifically, a trending increase in theta power but decrease in 

the power of slow and fast gamma oscillations were found in CA1. Additionally, 

theta coherence between regions was found to decline at higher locomotion 

velocities, potentially suggesting early signs of impaired communication (Figure 
7.1.2). Overall, this experiment partially confirms the hypothesis that disruptions 

would be seen to the oscillations involved in spatial working memory in CA1. 

These results further our understanding of the timeline of network decline in the 

APPNL-G-F mouse model and provide a basis for which further research 

investigating the underlying causes can be conducted.  
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Figure 7.1.2 | Summary of results: mPFC-hippocampal circuit during 
exploratory behaviour. Colour coded boxes detail the key findings 

investigating the oscillations within the corresponding brain regions during 

exploratory behaviour in the APPNL-G-F mouse model. The box that has two 

colours represents the coupling between brain regions. In bold are the 

impairments identified in APP mice. Image of brain adapted from the Allen 

Brain Atlas (https://mouse.brain-map.org/). 

 
 

7.1.4 | Key findings investigating hypothesis 3 
The work described in Chapters 3 and 4 was designed to address hypothesis 3. 

GABAergic inhibitory interneurons are an extremely diverse family of cells that 

shape the firing of excitatory neurons, generating neuronal oscillations (Pelkey et 

al., 2017). Evidence for disruptions to the inhibitory control of the brain have 

already been found in both humans with AD and mouse models of 

amyloidopathy, causing epileptic discharges and alerted neuronal activity 

(Busche et al., 2008; Palop & Mucke, 2016). In particular, disruptions have been 

found to the SWO, gamma and theta oscillations, with particular emphasis on the 

PV- and SST-expressing interneurons that shape them (Verret et al., 2012; 

Schneider et al., 2014; Busche et al., 2015; Schmid et al., 2016a; Martinez-Losa 

et al., 2018; Etter et al., 2019). However, the contribution of disrupted inhibition 
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to the epileptiform discharges and impaired oscillations already identified in the 

APPNL-G-F mouse model have not yet been assessed (Nakazono et al., 2017; 

Johnson et al., 2020; Jun et al., 2020). Therefore, my first aim was to identify any 

changes in the density or distribution of PV- and SST-expressing interneurons in 

CA1 and the mPFC, so that this might aid interpretation of electrophysiological 

data. Furthermore, enhancing the activity of these interneurons has previously 

shown efficacy in ameliorating deficits to gamma and theta oscillations (Verret et 

al., 2012; Iaccarino et al., 2016; Martinez-Losa et al., 2018; Chung et al., 2020b; 

Park et al., 2020). Thus, my second aim was to increase the function of these 

interneuron populations using chemogenetics (Roth, 2016) and ameliorate the 

hypothesised disruptions to SWA in the APPNL-G-F mouse model. 

 

These experiments generated several key findings. First, the age-dependant 

increase in Ab1-42 pathology found in this model (Nilsson, Saito & Saido, 2014; 

Saito et al., 2014) was localised to both CA1 and the sub-regions of the mPFC. 

Second, an increase of PV-expressing interneuron immunoreactivity was 

identified in CA1 at 8 months, and a loss was found in the ACC sub-region of the 

mPFC at 16 months, the latter aiding the interpretation of data from hypotheses 

1. Third, no deficits to SWA were found in the mPFC at 8 months. Fourth, the use 

of isoflurane anaesthesia was discovered to be an unreliable model for studying 

the SWO. Due to the changes in PV-expressing interneuron immunoreactivity, 

part of the original hypothesis can be confirmed, as these interneurons are 

affected in the APPNL-G-F mouse model. However, the outcome of these 

experiments cannot conclusively accept or reject the hypotheses that SST-

expressing interneurons are affected in this model and that both PV- and SST-

expressing interneurons contribute to disrupted SWA. This was due to the lack of 

SWA deficits at 8 months of age in APPNL-G-F mice, and the discovery that 

isoflurane is an unreliable model for investigating the SWO. Nevertheless, these 

are both novel scientific contributions, and were crucial to informing the 

experimental design of the research outlined in Chapter 5 (hypothesis 1). 

 
7.1.5 | Summary of new knowledge about the mPFC-hippocampal circuit in 

the APPNL-G-F mouse model 
If the use of second-generation mouse models of familial AD, such as the APPNL-

G-F mouse, is to become the standard in AD research (Sasaguri et al., 2017),  it is 
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important to build a timeline of evidence that describes the occurring circuit-level 

changes as well as their relationship with behaviour. This is essential to enable 

comparisons with human data, so that the validity of the model in recapitulating 

the pathophysiology of the disease can be assessed, and also to provide a basis 

from which researchers can begin using these models to understand the causes 

of network dysfunction, so that potential treatments may be developed. Taken 

together, the research outlined in this thesis aids this knowledge generation. First, 

it furthers our understanding of the circuit-level changes occurring in this model 

at both 8 and 16 months of age and, along with previously published data, shows 

a clear progression of decline (Nakazono et al., 2017; Pervolaraki et al., 2019; 

Jun et al., 2020). Second, it shows that at 16 months, changes to the local circuity 

in CA1 and the mPFC are occurring during SWS and awake behaviour, yet long-

range communication is relatively unimpaired. Moreover, the changes to the local 

circuitry appear to be region specific, potentially due to functional differences. 

Third, the deficits to the neuronal oscillations and the changes in PV-expressing 

interneuron immunoreactivity allow further hypotheses to be formed and tested 

to understand the underlying mechanisms of disruption.  

 
7.2 | Limitations of mouse models of Alzheimer’s disease 
7.2.1 | Limitations of first-generation mouse models 
Despite efforts, most potential new disease-modifying medications for the 

treatment of AD fail to show efficacy in phase 3 clinical trials. This is thought to 

be due to several reasons, such as the inappropriate timing of medical 

intervention, shortage of accurate biomarkers and the translational gap that exists 

between animal models and humans (Sasaguri et al., 2017; Long & Holtzman, 

2019).  Although animal models of disease exist using several different species, 

the majority of scientific breakthroughs have occurred in mice (Ashe & Zahs, 

2010; Sasaguri et al., 2017). Mouse models of AD are created based on the 

mutations associated with FAD, typically those occurring on the APP and PSEN1 

gene sequence. Humanised versions of these genes, carrying disease-related 

mutations with expression controlled via a variety of different promotors, are over-

expressed in first-generation models alongside the endogenous murine version 

of the genes. Several different first-generation mouse models of Alzheimer’s 

disease exist that utilise different combinations of mutations (Sasaguri et al., 
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2017). Unfortunately, this strategy of model creation leads to the development of 

several unwanted over-expression artefacts, such as exacerbated pathology, the 

expression of mutated genes in cell types that don’t typically express the gene, 

interference with normal cellular gene transcription and increases in pathogenic 

APP protein fragments other than Ab (Nilsson, Saito & Saido, 2014; Saito et al., 

2014; Sasaguri et al., 2017). 

 

7.2.2 | Second-generation mouse models 
To overcome the limitations of first-generation mouse models, second-generation 

mouse models have been created that employ a knock-in strategy for model 

creation (Malthankar-Phatak et al., 2012; Li et al., 2014; Nilsson, Saito & Saido, 

2014; Saito et al., 2014). This results in the replacement of endogenous murine 

gene(s) with humanised versions that incorporate polymorphisms associated with 

FAD. The APPNL-G-F mouse model used in this thesis is one such second-

generation mouse model, which expresses humanised APP containing the 

Swedish (KM670/671NL), Beyreuther/Iberian (I716F) and Arctic (E693G) 

mutations. Together, these mutations lead to increased production and 

deposition of Ab1-42 protein fragments, which are more prone to aggregation. The 

same group that generated APPNL-G-F mice also produced two other knock-in 

models: one containing only the Swedish and Beyreuther/Iberian mutations 

(APPNL-F) and another containing only the Swedish mutation (APPNL). The latter 

model was used as a control to demonstrate that the increased production of 

CTFb and sAPPb by the Swedish mutation does not result in extracellular 

deposition of Ab plaques, at least over the lifespan of a mouse (Nilsson, Saito & 

Saido, 2014; Saito et al., 2014; Shah et al., 2018). APPNL-G-F mice were found to 

have an accelerated rate of AD-related pathology compared with APPNL-F mice, 

suggesting that APPNL-G-F mice are more appropriate for studying the pathogenic 

effects of increased Ab1-42, whereas APPNL-F mice should be used for studying 

the mechanisms of deposition (Nilsson, Saito & Saido, 2014; Saito et al., 2014; 

Sasaguri et al., 2017).  

 

There is accumulating evidence of phenotypic similarities between the APPNL-G-F 

mouse model and human AD, such as extracellular plaques composed of Ab1-42 

protein fragments, signs of neuroinflammation, synaptic loss (Nilsson, Saito & 
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Saido, 2014; Saito et al., 2014; De Strooper & Karran, 2016; Hefter et al., 2019), 

epileptic discharges (Born, 2015; Johnson et al., 2020), sleep-cycle disruptions 

(Bubu et al., 2017; Maezono et al., 2020) and impairments to neuronal 

oscillations (Mander et al., 2015a; Nakazono et al., 2017; Jun et al., 2020; Murty 

et al., 2021). However, like first-generation mouse models, they do not develop 

NFTs, potentially due to mice not living as long as humans or the lack of a human 

copy of the MAPT gene. However, in people, Ab pathology develops for decades 

before the onset of tau pathology and the acceleration of irreversible 

neurodegeneration (Hardy & Higgins, 1992; De Strooper & Karran, 2016). Once 

degeneration and clinical symptoms start to appear, the disease becomes harder 

to treat, prompting researchers to focus their efforts on the preclinical stages. 

Therefore, the lack of NFTs and appearance of only mild cognitive impairments 

lead to the proposal that knock-in mice, such as APPNL-G-F most accurately model 

the prodromal stages of AD, for the development of early treatment strategies 

and discovery of novel biomarkers (Sasaguri et al., 2017).  

 
Whether knock-in models, such as APPNL-G-F, are valid models of clinical AD is 

still being investigated. Behavioural correlates of memory loss are necessary for 

determining the extent of MCI, yet so far there are discrepancies in the literature 

regarding memory impairments in the APPNL-G-F mouse model. The study that first 

characterised this model identified spatial memory impairments in the Y-maze as 

early as 6 months of age (Nilsson, Saito & Saido, 2014; Saito et al., 2014) that 

others have failed to replicate (Whyte et al., 2018), potentially due to differences 

in the environmental enrichment used at different institutions (Bayne, 2018).  

Additionally, several studies have identified spatial memory impairments from 11 

months onwards, yet as discussed in section 5.3.4, these studies all use aversive 

behavioural paradigms, such as contextual fear conditioning, place avoidance 

and the Morris water maze (Masuda et al., 2016; Latif-Hernandez et al., 2019; 

Jun et al., 2020; Maezono et al., 2020). Behaviours that carry negative emotional 

valence are likely to generate strong  memories that only partially reflect the 

nature of memory function, and therefore putative do not represent an accurate 

depiction of memory decline, in APPNL-G-F mice (McGaugh, 2013). Moreover, the 

use of inappropriate controls can be found in several studies assessing spatial 

memory, such as comparisons with other KI models (APPNL-F and APPNL) and 

non-littermate controls (Masuda et al., 2016; Sakakibara et al., 2018; Latif-
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Hernandez et al., 2019; Jacob et al., 2019). Therefore, a more thorough 

characterisation of memory decline in APPNL-G-F mice is required before it can be 

considered a valid model of preclinical AD.  

 

Finally, AD is a systems disorder, and therefore has characteristics that extend 

beyond the expression of protein-based pathologies and associated 

neuroinflammation  (De Strooper & Karran, 2016). It is therefore difficult to 

recreate the full breadth of phenotypes observed in the human condition in mouse 

models. Moreover, mouse models are created based on mutations found in FAD. 

Sporadic AD makes up the majority of AD cases and is associated with a 

reduction in the clearance of Ab, whereas FAD causes an increase in Ab 

deposition (Hardy & Selkoe, 2002). Although the pathological hallmarks are 

similar between the two forms of AD, it is currently unknown how well current 

models recreate sporadic AD. However, sporadic AD also has a genetic 

component; individuals who carry the APOE-e4 allele (Kim, Basak & Holtzman, 

2009) or rare variants of the triggering receptor expressed on myeloid cells 2 

(TREM2) gene (Gratuze, Leyns & Holtzman, 2018) have a greater risk of 

developing AD. Incorporating these variants and alleles into the mouse genome, 

either in combination with mutated APP genes, alone, or with unmutated, 

humanised APP gene sequences, could provide insight into the pathophysiology 

of sporadic forms of AD (Kim, Basak & Holtzman, 2009; Gratuze, Leyns & 

Holtzman, 2018). Moreover, different lifestyle and environmental factors accruing 

over an individual’s lifetime can influence their susceptibility for developing 

sporadic AD (Long & Holtzman, 2019). Not only do mice not live as long, but it is 

difficult to recreate similar lifestyle factors. Interestingly, cats have been shown to 

naturally develop AD, potentially due to being exposed to lifestyle and 

environmental factors similar to humans (Fiock et al., 2020). Nevertheless, 

second-generation knock-in AD mouse models overcome many of the limitations 

of first-generation models, and research to date indicates that these second-

generation mice broadly exhibit phenotypes similar with human AD. Therefore, 

knock-in models should be considered the preferred method for studying the 

effects of pathological amyloid caused by mutations associated with FAD. 
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7.3 | Broader impact within Alzheimer’s disease research  
Neuronal oscillations have shown to be important for myriad cognitive tasks and 

are created through the delicate balance between excitation and inhibition 

(Buzsáki & Draguhn, 2004). Disruptions to several neuronal oscillations can be 

found in AD that are thought to occur due to impairments in the inhibitory 

modulation of neuronal activity, leading to a decline in cognition (Czigler et al., 

2008; Mander et al., 2015a; Palop & Mucke, 2016; Murty et al., 2021). Therefore, 

both interneurons and neuronal oscillations have become attractive targets for 

potential AD therapies. In first-generation mouse models of amyloidopathy, 

dysfunctional inhibition has also been shown to lead to disrupted neuronal 

oscillations and epileptic activity (Busche et al., 2008; Palop & Mucke, 2016). A 

reduction in the Nav1.1 voltage-gated Na+ channel subunit in PV-expressing 

interneurons has been identified in several first-generation mouse models and is 

thought to contribute to a decrease in gamma oscillation power (Kim et al., 2007; 

Verret et al., 2012; Corbett et al., 2013). Over-expressing the Nav1.1 subunit in 

PV-expressing interneurons was shown to not only ameliorate gamma 

dysfunction, but improve memory performance in a spatial memory task (Verret 

et al., 2012; Martinez-Losa et al., 2018). Additionally, the optogenetic activation 

of both PV- and SST-expressing interneurons has shown efficacy in improving 

theta and gamma oscillation impairments caused by pathological amyloid 

(Iaccarino et al., 2016; Chung et al., 2020b; Park et al., 2020). Moreover, 

disruptions to SWA and epileptic activity can be improved by administering 

GABAA receptor agonists (Busche et al., 2008, 2015).  

 

Potentiating neuronal oscillations themselves also offers up therapeutic potential. 

Dysfunctional SWA in humans precedes cognitive decline in AD and is 

associated with greater Ab burden (Mander et al., 2015a). Potentiating the SWO 

using tDCS has previously been shown to enhance SWA and improve 

performance in a declarative memory task (Marshall et al., 2006; Westerberg et 

al., 2015). Applying this method in AD therefore has the potential to clear Ab from 

the brain as well as improve cognition (Ju et al., 2017; Lee et al., 2020). In fact, 

stimulating the SWO in a first-generation mouse model of amyloidopathy restored 

SWA and halted the deposition of plaques (Kastanenka et al., 2017). 
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Furthermore, driving gamma oscillations in mouse models of amyloidopathy and 

neurodegeneration using a method called ‘gamma entrainment using sensory 

stimulation (GENUS)’, such as visual or auditory stimulation, reduced the amount 

of Ab1-42 in the brain, mitigated plaque burden, enhanced microglial activation and 

shifted neurons into a less degenerative state (Iaccarino et al., 2016; Adaikkan et 

al., 2019; Martorell et al., 2019).  

 

Given the success of targeting interneurons and oscillations in first-generation 

mouse models, it is important that findings are validated in second-generation 

models, as the unwanted over-expressing artefacts produced by first-generation 

models may confound results (Nilsson, Saito & Saido, 2014; Saito et al., 2014). 

Encouragingly, previously characterised disruptions to neuronal oscillations and 

epileptic activity have been reproduced in the APPNL-G-F mouse model (Nakazono 

et al., 2017; Johnson et al., 2020; Jun et al., 2020). These changes, along with a 

disrupted spike-time relationship between PCs and gamma oscillations, indicate 

impaired inhibitory modulation of neuronal activity (Jun et al., 2020). The results 

from this thesis corroborate and extend these findings by showing disruptions to 

several neuronal oscillations and changes in PV-expressing interneuron 

immunoreactivity. Identifying these dysfunctions is an important first-step before 

experiments can be conducted in an attempt to ameliorate the observed 

impairments. Given that similar signs of disrupted inhibitory neurotransmission 

and dysfunctional oscillatory activity are also viewed in the brains of humans with 

AD (Mander et al., 2015a; Palop & Mucke, 2016; Ambrad Giovannetti & 

Fuhrmann, 2019; Murty et al., 2021), the success of targeting interneurons and 

potentiating oscillations in mice may provide therapeutic applications for humans. 

Stimulating oscillations having the added benefit of being non-invasive, with 

acoustic entrainment of SWA and GENUS methods having already been tested 

in humans (Papalambros et al., 2017; Lee et al., 2021). However, better 

biomarkers of impaired inhibition and changes in oscillatory activity are needed 

to establish a timeline of disruption so that appropriate timing of intervention can 

occur. 

 

 

 



 
 

230 

7.4 | Future directions 
The results detailed in this thesis further our understanding of how amyloid 

pathology contributes to changes in neuronal oscillatory activity in the mPFC-

hippocampal circuit. Additionally, they add to the growing body of knowledge 

about the circuit-level dysfunctions occurring in the APPNL-G-F mouse model. 

Furthermore, these findings raise questions that are potential areas for future 

research: 

 

• The changes seen to theta, gamma, spindle and ripple oscillations in CA1 

and the mPFC suggest impairments to inhibitory neurotransmission. Given 

that PV-expressing interneurons are integral in generating these 

oscillations (Mann, Radcliffe & Paulsen, 2005; Amilhon et al., 2015; Gan 

et al., 2017; Clemente-Perez et al., 2017a), exhibit immunohistochemical 

changes (Sanchez-Mejias et al., 2020), and are impaired in first-

generation mouse models of amyloidopathy (Verret et al., 2012; Martinez-

Losa et al., 2018), they are an attractive candidate for explaining the 

oscillatory alterations. A combination of field recordings with optogenetic-

tagging and single-unit recording of PV-expressing interneurons during 

SWS and exploratory behaviour will give a clearer indication of how the 

activity of these interneurons is affected and contributes to the changes in 

ripples, spindles, theta and gamma oscillations. Moreover, this preparation 

would allow these interneurons to be optogenetically-activated at these 

oscillation frequencies, potentially ameliorating deficits.  

• Although less integral than PV-expressing interneurons to the generation 

of theta and gamma oscillations, SST-expressing interneurons spike in a 

manner phase-locked  to these oscillations (Klausberger et al., 2004; 

Hájos et al., 2004). Additionally, SST-expressing interneurons have also 

been shown to be affected in both humans with AD and in first-generation 

mouse models of amyloidopathy (Schmid et al., 2016a; Sanchez-Mejias 

et al., 2020). Assessing their immunohistochemical profile in APPNL-G-F 

mice and conducting similar experiments to those detailed above will 

provide valuable information about whether these interneurons contribute 

to the observed deficits to theta and gamma oscillations. 
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• A definitive timeline of behavioural deficits is currently lacking in the APPNL-

G-F mouse model. Performing non-aversive behavioural tasks that assess 

spatial working and long-term memory at different ages will aid in the 

interpretation of electrophysiological data, better inform future 

experiments and help determine the validity of this model for clinical AD.  

• Finally, the known electrophysiological changes occurring to the mPFC-

hippocampal circuit in APPNL-G-F animals occur from ages younger than 12 

months, and now 16 months (Nakazono et al., 2017; Jun et al., 2020). To 

determine how the circuitry changes within that time-frame, longitudinal in 

vivo LFP recordings should be conducted during SWS and exploratory 

behaviour.  

 

7.5 | Final conclusions 
The experiments carried out in this thesis have addressed important questions 

within the field of AD and provided a valuable platform from which research using 

the APPNL-G-F mouse model can be continued. Disruptions to key oscillations 

within the mPFC-hippocampal circuit responsible for systems consolidation and 

spatial memory were identified, whereas the communication between these brain 

regions was unaffected. Not only does this further our understanding of how 

pathological amyloid affects oscillatory activity, but it sheds light on the 

progression of decline and how it reflects changes in cognition. Moreover, the 

changes to PV-expressing interneuron immunoreactivity and impaired 

oscillations provides a basis for which future research can be conducted; to 

investigate the underlying circuit disruptions and to test methods to ameliorate 

dysfunctional activity, so that potential therapeutics for AD can be developed. 
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