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Abstract

The movement of people (aka human mobility) impacts several sectors of society such

as health, security, economics and politics. Studying specific patterns in mobility

such as gender is a complex task because analysing a single dimension requires a rich

understanding of the wide range of mechanisms and interactions that can shape the

mobility of women and men. In this thesis, we focus on gender groups to broadly

understand their mobility patterns, which might reflect (and influence) inequalities

from cultural constructs and the labour market.

Cultural constructs impose di↵erent roles on women and men, translating into

how each gender participates in the labour market. Women are usually pressured to

participate in jobs related to care and household responsibilities, while men usually

take jobs related to leadership and high financial return. In this way, job sectors have

an imbalanced participation of each gender, which in turn, reflects in how people

move in space and time.

This thesis presents the spatio-temporal patterns in the mobility of women and

men for four countries: Brazil, Colombia, the United States of America and the United

Kingdom. We contribute to the literature with a novel mobility pattern — mobility

diversity — that estimates the spatial distribution of mobility across metropolitan

areas and unveils di↵erences in the mobility of women and men. Furthermore, we

demonstrate the existence of two profiles of cities that share similar mobility patterns

that can contribute to the understanding of systematic issues in mobility.

Cultural constructs, labour market, and mobility reinforce human behaviours

and consequently a↵ects inequalities feeding into the formation of new cultural

constructs. To break this cycle, we study idiosyncrasies of the dimension with the

most data availability: mobility.
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1. Introduction

Human mobility impacts several sectors of society such as health [1, 2], security [3,

4], economics [5] and politics [6]. Commuting to work, going to the gym, and grocery

shopping are just a few of the ways we fulfil our demands using mobility. Mobility

can be studied from di↵erent viewpoints and scales such as urban systems [7, 8],

migration [9], and career mobility [10]. Regardless of the scale or type of mobility,

cultural constructs impose di↵erent expectations around how women and men

behave [7–10]. At the same time, cultural constructs are a set of norms, expectations

and impositions directly and indirectly built from the individual decisions, perceptions,

interactions and behaviours [11].

Historically, cultural constructs have imposed women and men to di↵erent

roles in society [7–10, 12, 13]. Such roles a↵ect how each gender participates in the

labour market [14–19]. Occupations associated with caring, such as nursing and

primary school teaching, are frequently performed by women [20–23]. On the other

hand, positions associated with leadership and high wages are frequently occupied

by men [20–24]. Thus, women and men might display di↵erent patterns in mobility

because they take di↵erent decisions and roles. In this thesis, we focus on how

cultural constructs that are entangled with gender a↵ect human mobility in di↵erent

ways, whilst disregarding any possible biological di↵erences between gender.

In some countries, women tend to work closer to where they live mostly because

of caring duties or lack of adequate public transportation [25, 26]. Such constraints

can also be associated with lower job wages for women than men [27]. Moreover,

women are more likely to take into account their safety when moving to and from

locations. Consequently, women are less inclined to travel during the early mornings

and nighttime [28]. Gendered cultural constructs, the labour market, and mobility
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are in a self-reinforcing relationship, in which each of the three concepts help solidify

the others.

Besides, there are other sociodemographic characteristics that are key for the

study of disaggregated patterns in mobility, given that gender as a sociodemographic

category dynamically intersects with other categories such as socioeconomic status.

In turn, these dynamics interact with the urban landscape (e.g., transportation

infrastructure, available amenities and opportunities) leading to a complex system.

For example, the choice of where to live, the type of transportation and where to work

are not always an option for lower income groups, as a↵ordability is key for them [29,

30]. Higher income levels in some countries indicate more accessibility to resources

such as mode of transportation and opportunities, or well-located residence [30, 31].

In this way, a↵ordability and characteristics of the urban landscape can influence

the mobility of women and men.

In summary, cultural constructs, available modes of transportation, city de-

velopment and spatial distribution of opportunities can impact mobility decisions.

Therefore, our hypothesis is that there are gender and socioeconomic di↵erences

in the concentration of mobility, and that socioeconomic di↵erences intensify the

gender di↵erences in mobility. We argue that the spatial concentration of mobility is

a proxy to understand the spatial landscape of opportunities, and that inequalities

in job sectors can be also seen in the mobility dimension.

We argue that studying mobility might help to have better interventions and

improving access to food, education, job and any other opportunities. In most

cities, population growth is closely followed by an increasing carbon footprint from

transportation systems, tra�c congestion, and tra�c stress to name a few [32–35].

These problems are not separate from, but intertwined with, the social dynamics

and cultural expectations that we study in this thesis. By studying the di↵erences

in mobility that potentially impact inequalities, stress, economic constraints and

environmental pollution, we contribute to the broader understanding necessary to

tackle these issues. The United Nations, together with the support of several countries,

designated 17 sustainable development goals in favour of general well-being [36]. This
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thesis relates to the academic development in 5 of 17 goals: (3) Good health and

well-being (5) Gender Equality (8) Decent work and economic growth (10) Reduced

Inequalities and (11) Sustainable Cities and Communities.

The existing literature mainly focuses on the universalities of human mobil-

ity [37–42]. The number of works that focus on analysing disaggregated patterns

in mobility for di↵erent cities and countries has been increasing over the years [13,

43–48]. However, all these works are limited in spatial and temporal scope. Therefore,

we focus on expanding the spatial and temporal scope by including a larger number

of cities across a larger time period in order to identify possible systematic and robust

mobility patterns of sociodemographic groups across cities that can contribute to the

broader understanding of mechanisms that can a↵ect gender and social inequalities.

Our key contribution to this e↵ort is a new pattern — mobility diversity — that

captures the uneven distribution of mobility across genders, and that might be

a proxy of gender di↵erences and inequalities in the labour market. Finally, we

demonstrate the existence of two main profiles on the cities of the United States that

reflect a major separation in urban development, sociodemographic characteristics

and, consequently, mobility characteristics.

In summary, this thesis tackles the following open questions:

RQ1: What are the di↵erences in the urban mobility of gender and socioeconomic

groups across cities? (Chapter 3)

RQ2: How do travellers from each gender and socioeconomic group temporally

organise their travels? (Chapter 3)

RQ3: Do women concentrate their travels in urban areas similarly to men? (Chapter 4)

RQ4: Do people across socioeconomic groups explore urban areas in di↵erent man-

ners? (Chapter 4)

RQ5: Do women have shorter commuting travel time than men, regardless of the

city and household arrangements? (Chapter 5)

RQ6: Do women and men have similar exposure to opportunities? (Chapter 5)
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RQ7: How do cities with similar mobility characteristics reflect urban development

and gender gaps? (Chapter 6)

This thesis found that di↵erences in mobility patterns across sociodemographic

groups are systematic across cities, and that some cities profiles emerge from the

urban mobility concentration. We study the mobility of more than 50 cities based

on datasets of 4 countries: United States, United Kingdom, Brazil and Colombia.

However, we also found that there is a shortage of sociodemographically disaggregated

data, which is crucial for designing better interventions.

The thesis is divided into the following chapters:

Chapter 2: Human Mobility We present an overview of the data types that allow

us to study and understand mobility from the three aspects: spatial, temporal

and social. Then, we summarise the main findings in the literature regarding

overall human mobility behaviour, and the patterns in the mobility of gender

and socioeconomic groups. This chapter focuses on the main concepts of human

mobility, including the advantages and disadvantages of using certain data

types, methodologies, models and frameworks to study patterns in mobility.

Chapter 3: Characterising urban mobility We study urban mobility in four

countries: Brazil, Colombia, the United States of America and the United

Kingdom, analysing the distinct mobility patterns of travellers from di↵erent

gender and socioeconomic groups. This chapter describes the spatio-temporal

characteristics of mobility for women and men, and people belonging to the

lower, middle and upper income groups.

Chapter 4: Estimating mobility diversity We propose a methodology using

mobility diversity metrics to capture a new mobility pattern that unveils

gender and socioeconomic di↵erences. This methodology can be used to study

the uneven distribution of job opportunities across gender and socioeconomic

groups. This chapter shows that men and middle income travellers tend to

distribute their mobility more evenly through all urban areas compared to

other gender and socioeconomic groups, likely a↵ording them greater access to
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job opportunities across a given metropolitan area.

Chapter 5: Estimating mobility cost and reward We present how di↵erent

sociodemographic groups can benefit via mobility from urban systems across

di↵erent countries. This chapter demonstrates that di↵erent gender and so-

cioeconomic groups show unique mobility patterns: cost (commuting travel

time) and reward (quantity and diversity of amenities/opportunities).

Chapter 6: Profiling cities based on mobility characteristics We define a u-

nique set of mobility characteristics (feature vector) that represent the concen-

tration of mobility in several cities. Based on this feature vector, we create

profiles of cities to study how their sociodemographic groups are a↵ected by the

urban system. This chapter demonstrates that cities with specific urban mobil-

ity characteristics are associated with particular development, infrastructures

and sociodemographic indicators.

Chapter 7: Discussion, conclusion & limitation In this final chapter, we sum-

marise our contributions, the impact of our work and the limitations of our

analyses. In this thesis, we highlight the importance of studying mobility

patterns across gender and socioeconomic groups in order to inform the devel-

opment of sustainable cities and communities.
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2. Human mobility

The study of human mobility is fundamental for the understanding of multiple

aspects of our life such as migration [9], epidemics [49] and labour market [16]. In

this chapter, we summarise the main findings within human mobility, specifically in

the context of data, identifying patterns that emerged from the general population

and detecting specific patterns belonging to sociodemographic groups. We point

out the major methods and frameworks related to understanding mobility patterns,

particularly considering the temporal, spatial and social aspects.

2.1 Data

Human mobility behaviour can be extracted from several data sources such as global

positioning systems (GPS), government censuses, social media activity, third-parties

surveys, internet service providers (ISP), mobile service providers (MSP) and credit

card providers (CCP). Each source reveals its specific data quality [3], and we classify

them by their common type into four categories:

Spatio-Temporal data: contain information about where the person was in

what time. There are five common data sources: Call Detailed Records (CDRs) [1,

2, 50–54], Credit Card Records (CCRs) [43, 55, 56], Bills (banknotes) [37], Wi-

Fi [57–60] and GPS trackers [53, 60–64]. The CDRs are mobile phone activities that

specify the timestamps for any call and text messages. CDRs are accurate on who is

calling and when the call was started and completed, but dense areas provide high

spatial granularity in contrast to rural areas (constrained by the antenna capabilities

and quantities). Moreover, inactive periods follow active burst periods of calls and

messages presenting temporal sparsity. CCRs are information regarding when a
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person purchases products or services in a particular location using a debit or credit

card. CCRs are biased towards age and income characteristics; for example, in

general, rich adult people would dispose of more money to spend than young or poor

people. CCRs also experiences inactive periods because the majority of people do

not spend money continuously. The tracking of bills like dollars or euros provides

information about the trajectory of people paying for services and products, but

long gaps are perceived because of the di�culty of tracking all the transactions made

by a particular code bill. Moreover, the movement (trajectory) of such banknotes

represent an aggregation of the trajectories of several individuals given that the notes

change hands often. Wi-Fi data can track people inside predefined areas such as

universities, and airports. This source of data is commonly private, spatially limited

to small areas and contains a few visitors. GPS trackers are a powerful device for

temporal and regular precision of displacements, but they rely on a battery, may

generate position errors and not be e↵ective for indoor information. Some works

show that social or contextual information can be inferred from many of these types

of datasets. For instance, the call and text message distribution and information

between people may infer their relationship: friends, family or colleagues.

Socio-Temporal data: contain information about the relationship between

people and their activities in time. The data sources are generally from Online Social

Networks (OSNs) [65] but could also come from traditional longitudinal studies

performed by social scientists (collection of data via surveys). OSNs like Facebook

are highly accurate about friendships between people and provide timely information

about a person or group activity. However, people on OSNs do not necessarily provide

information about their location. This type of data also experiences inactive periods

because it depends on the user’s active posting. However, integrating socio-temporal

data with other types of data contributes to establishing broad social information.

Socio-Spatio-Temporal data: contain information about the relationship

between people and their activities in time and place. Examples of this category

are: Location-based Social Networks (LBSNs) [62, 66–68], Census [1, 50, 54, 69, 70],

Surveys [4, 55, 56, 71] and Mobile Flow Records (MFRs) [51]. LBSNs are social

7



networks in which the information is geotagged (e.g., text, image or videos). LBSNs

are limited by the users’ activity but are frequently public and rich in contextual

information. Although Facebook is a private source, Facebook can also be considered

as LBSN because they support geotagged information [60]. The literature more widely

analyses twitter data as they are freely accessible to anyone, but the social information

is not as rich as Facebook. On Facebook, a person points out the relationship with

another individual (e.g., mother, father, husband, wife), making the platform one of

the most reliable data sources for social ties. Census and surveys are reports about

a selected group of people that represents the entire population. The government

census, for example, includes public information on socioeconomic aspects, which are

rarely available by other sources. MFRs are mobile phone information (e.g., system

logs, use of applications, calls, messages and o✏ine activities) that capture high-

quality temporal information. MFRs can extract non-uniform sampling information.

MFRs passively record mobile activities, and depending on the mobile phone settings,

MFRs can also passively record spatial locations.

Contextual data: contain information about the characteristics of a person

such as age, gender, friendship, income and others. Credit Card Records (CCRs),

Online Social Networks (OSNs), Location-based Social Networks (LSBNs), Census,

Surveys and Mobile Flow Records (MFRs) are examples of accessing extra information

related to a person. Some specific peculiarities may reshape the classification of

human mobility patterns. For instance, people with higher income might purchase

more services and products, increasing the number of locations collected by the

CCRs, so people who do not spend as much money might be underestimated on the

number of visited locations.

The no free lunch theorem applies to human mobility data types. Each data

type contains di↵erent challenges. However, one aspect that all these types have in

common is data sparsity and level of granularity. In this thesis, we will use the surveys

and censuses of Brazil [72], Colombia [73], the United States of America [74–76] and

the United Kingdom [77]. Our data selection is based on the availability of contextual

information of individuals associated with their mobility characteristics. Moreover,
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we will also integrate data from OpenStreetMap [78] that contain information about

amenities, highways and buildings located in multiple cities. The OpenStreetMap

data allow us to understand the urban landscape, as the surveys and censuses allow

us to understand the population and how the urban landscape is used. All these

data together allow us to study mobility in multiple cities.

The temporal, spatial and social aspects regarding human mobility are generally

studied separately in the literature. In the following sections, we explore each of

these aspects in the disaggregation of human mobility patterns.

2.2 Temporal aspect

Temporal analyses of mobility face the limitations of data sparsity and waiting time

measurement between locations [50, 64, 67, 79]. The data sparsity restricts the

predictability of human mobility patterns because, between two consecutive records,

displacements are not being captured [54]. For example, individuals do not call from

every location they go, so Call Detailed Records (CDR) data only capture some

visited locations [2, 51, 80, 81].

In this way, small observation periods are usually aggregated to larger periods

to fill in the temporal gaps and normalise the di↵erent lengths between all the users’

trajectories. To predict the next locations, trajectories are usually represented by a

constant length [4]. Similarly, Alhasoun et al. [52] incorporate the idea that people

who do not necessarily know each other share similar mobility characteristics, and

these similarities help to fill the gaps with incomplete trajectories. The similarity

of users can be calculated using the temporal closeness metrics allowing a clearer

temporal picture about the heterogeneity and sample limitations.

Secondly, the waiting time between two locations draws a distinction between

passing-by and stayed-in locations. The establishment of waiting time is complex

because each person stays at a place in a di↵erent range of time and days [51, 54]. For

instance, people probably stay at a co↵ee shop on Monday for a shorter period (at

most 15 minutes) than on Sunday (more than 15 minutes) because people usually have

di↵erent daily responsibilities on weekdays and weekends. Therefore, the temporal
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aggregation of waiting time a↵ects the data analysis because of heterogeneities in

individuals trajectories [4, 50, 67, 79]. Liu et al. [51] show that if the waiting time

is equal to 2 hours, the observed behaviour would be completely di↵erent from the

behaviour extracted from the aggregated data from less than 2 hours. Interestingly,

aggregating data for a waiting time higher than 2 hours do not a↵ect the observed

behaviour. This highlights the importance of analysing mobility using a waiting time

of less than 2 hours.

Temporal aggregations and analyses also take into account issues related to

regularities. Mobility is repeated in many ways, such as daily, weekly, biweekly,

monthly, and seasonally. Zufiria et al. [4] investigate these various periods, and point

that there is a seasonal and cultural e↵ect playing a role in human mobility patterns.

Wang et al. [67] discovered that severe winter storms a↵ect human mobility

behaviour, which highlights the importance of taking into account seasonality while

studying mobility. They showed that a log-normal distribution better characterises

mobility under either regular and irregular conditions, but the largest deviations were

unveiled on storm weeks. Similarly, Kondor et al. [50] detected weekly long-term

trends but di↵erent ones seasonally. Holidays tend to change human behaviour. In

the winter holidays, there is a larger decrease in call activity, and in the summer

holidays, there is a reduction in call activity but on a smaller scale. Indeed, the

analysis of the time series of activity should account for this seasonality; interestingly,

monthly periods did not show a significant e↵ect.

Various works contribute to the fact that weekdays and weekends present

di↵erent patterns [2, 50, 54, 64, 67, 82–84]. The predictability of weekdays, for

example, is higher because of daily responsibilities such as work or study (return

based-activities) [50, 84]. In Li et al. [68], busy hours provide poor predictability

because there are more alternatives in people’s free time like 19:00hs (food, events,

nightclubs, art and entertainment). The analysed data were from New York City,

Chicago and Los Angeles that contain various commercial locations and are also

places highly visited for tourism. Statistical analyses can be performed to take

into account these unbalance in data. Ponte et al. [63] used the Gini coe�cient to
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calculate the statistical time dispersion to establish the heterogeneity of travelling

times from the bus trips dataset. Otherwise, larger routes would have larger time

delays, which interferes with the prediction.

2.3 Spatial aspect

When dealing with the spatial aspect of mobility, there are three main concerns: data

sparsity, presence of hotspots, and di↵erences in modes of transportation. Spatial

data sparsity occurs because some regions naturally will have less information. For

instance, areas covering mountains, rivers and forests might be rarely visited and

occupied by people. Secondly, hotspots refer to some areas that will tend to have

most of the information about mobility because hotspots attract a high volume of

people. Examples of hotspots are airports and city centres. Last, the modes of

transportation change the velocity in which the mobility is performed between two

timestamps. In this way, the mode of transport a↵ects mobility measurements such

as travel distances and times. If these three concerns are not well dealt with, the

captured human mobility patterns may be misleading or, worse, lead to incorrect

patterns.

The spatial scope is seen as locations, trajectories, areas, grids and clustered

regions [50, 51, 55, 62, 64]. Trajectories can be inferred using locations by their

category (home, work) or by specific points (latitude, longitude) [52, 59, 67, 85].

Some works assign and categorise locations considering demographic information

from census or third-party information to incorporate relationships and a priori

division of areas [1, 56, 69, 86].

When information about locations are not available in the data, researchers

apply methodologies and algorithms to infer locations, areas and trajectories. For

example, Jiang et al. [54] grouped nearby points to define locations. This technique

aims to prevent such points from being interpreted as di↵erent locations. One place

(e.g., restaurant, airport) includes a larger space when we look at specific latitudes

and longitudes. Among several techniques, clustering is widely used to group points;

one example of a clustering technique is the Density-Based Spatial Clustering of

11



Applications with Noise (DBSCAN) [67, 79, 84]. However, di↵erences in elevation

(from floors in a building) are poorly investigated in the literature. In fact, Wi-Fi

data allow researchers to have a better understanding of indoor mobility as the

presence of routers in di↵erent floors allows distinguishing latitude, longitude, and

elevation [57–60].

The aggregation of points into areas can be done in many ways. Using mobile

phone data, Kondor et al. [50] broadly analyse the impact on five levels of spatial

aggregation: whole city (all antenna-level), boroughs (based on o�cial divisions

39km
2), wards (based on o�cial divisions 1.87km

2), pixels (divide the area equally in

500m2) and clusters (based on similarity on the activity time series). The di↵erence

between spatial granularity shows that irregularities disappear while larger areas are

aggregated as heterogeneities are hidden. The clustering predictability provided better

results than the pixels, wards and boroughs because the local and smooth similarities

between areas become homogeneous. Even though city-level aggregation is widely

used in the literature, clustering techniques usually better separate the irregularities

coming from hotspots and empty areas. The selection of a spatial aggregation should

depend on the problem. For instance, some data on sociodemographic indicators

of profit, tourism and crime might be only available in a city level aggregation,

establishing the aggregation a priori.

Moreover, spatial aggregation can also use contextual information from the

environment and population. To improve the predictability of next locations where

people may be found, Alhausoun et al. [52] aggregated users with similar patterns

based on spatio-temporal closeness (city scale) like daily home-work trips. With a

similar perspective, Yu et al. [84] proposed a dynamic method to predict the next

location people would visit by extracting the activity of contextual features. The

method dynamically updates the transition probability of locations by adjusting the

location weight based on the user’s historical trajectories volume.

Other works used the idea of attractiveness to identify locations. Yan et al. [85]

di↵erentiated locations arguing that people return more to previous or highly-visited

locations (also established by other works [50, 59, 60, 67, 68, 83, 84]). Similarly,
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Liu et al. [62] demonstrated that specific locations attract numerous people (aka

hotspots), which uncover a burst phenomenon. When considering di↵erences between

residents and visitors patterns, short-distance movements are independently detected,

which hinders the identification of visitors’ patterns. Thus, attractiveness, hotspots

and bursty phenomena are relevant concepts for understanding mobility.

In addition, Barbosa et al. [40] demonstrated that the last visited locations

play a role in mobility, together with the role of the most frequent locations [38,

39, 87]. Then, Alessandretti et al. [60] pointed out that individuals’ sets of visited

locations grow temporally, but the number of new locations saturates. Routines

evolve gradually in time, but they hold a typical size of 25 locations. The social

life is related to the set of preferred locations which corroborates the returners and

explorers dichotomy [87] and highlights a correlation between spatial exploration and

the number of social ties. Thus, people are attracted to popular places and return to

previously frequent and recent locations. This attraction to popular places might be

a collective mechanism that influences mobility indicating that individual patterns in

mobility can also be influenced by society and sociodemographic characteristics [26,

43, 88].

2.4 Social aspect

People are influenced to visit new places as their friends, family, and colleagues

recommend places. In this way, social ties can play a role in introducing unexpected

places to the routine of individuals. As a consequence, people are also driven by

other people’s mobility.

In the literature, the establishment of a relationship between people based on

the visited locations is usually superficial because it only divides into two categories:

friends or not friends. In reality, we distinguish people between several categories

such as family, parents, close friends, childhood friends and colleagues. However,

this kind of data is rarely available to research. Frameworks such as Facebook and

Instagram are the ones that have a better perception of social ties. For the case

of censuses and surveys, there is available data about household composition that
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allows researchers to study family dynamics. Thus, the literature available on the

influence of social ties is growing as data are available for researchers.

In general, people are usually influenced by others in di↵erent amounts. For

example, parents typically decide the locations that children visit until their children

become independent. As people age, their friends and partners might play a major

role in mobility than their family. Rubrichi et al. [2] claimed that friends impact

di↵erently depending on the context; as the amount of shared time increases, the

chance of sharing similarities also increases. However, several works point out that

people without any relationship to the others also display similar patterns regardless

of who is influencing who [52, 89].

Researchers assumed relationships between people based only on the co-location

of users [90], and interestingly, Alhasoun et al. [52] show that similar strangers

(people that potentially do not know each other) information help to improve

the predictability of human mobility patterns. These strangers do not necessarily

determine real friendship, but grouping these users can exhibit virtual (online platform

behaviour) and real similarities. Chen et al. [89] present in fact that co-located

people provide as much predictability in mobility as social ties.

Using a di↵erent approach, Alessandretti et al. [60, 91] explored the relationship

between social and spatial domain, demonstrating that people tend to be explorers

socially and spatially in a similar way. Besides, they show that women and extroverted

individuals are more likely to be explorers. Likewise, Jiang et al. [53] point out that

social influence is driven by semantic information, not only by locations but what

the locations mean to people.

In summary, social ties tend to influence individuals mobility, people that

share similar traits in the social domain can display similar traits in the mobility

domain, and people who share the same locations can also share similar behaviours

in mobility. All these components are part of complex interactions between people

and how cultural constructs play a role in these interactions. Any human behaviour

can influence not only the behaviour of one person but also can be translated to the

norms and expectations in society [11].
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2.5 Modelling general patterns of mobility

Even though mobility can be a↵ected by spatial, temporal and social aspects, several

works model mobility using one or a combination of two aspects. In fact, the focus

on one aspect of mobility benefits the accuracy and robustness of models. In this

section, we list the most popular models in human mobility.

Human Mobility can be modelled in di↵erent levels [3]: Individual-level,

Population-level and Intermodality. These models show the importance of ma-

jor characteristics in mobility. For instance, distance is a recurrent dimension that

plays a role in mobility for most models.

In individual-level, the models reproduce the movement of each person based

on their pattern. Examples of this level are: (i) Brownian motion, replicates series

of irregular and random movements; (ii) Lévy Flight, replicates short movements

followed by a few large movements; (iii) Continuous Time Random Walks adjust

the models (e.g., Brownian motion, Lévy Flight, Ordinary Di↵usion and Ambivalent

Processes) to consider a random time between movements [92, 93]; (iv) Preferential

Return, replicates the tendency of people coming back to well-known locations [38];

(v) Recency Model, replicates the return to places recently visited [40]; and (vi)

Container Model, replicates individual movements of di↵erent spatial scales [41].

All the population-level, the most well-known models are Gravity model, Radi-

ation model and Intervening Opportunities model. The Gravity model reproduces the

migration and urban flows based on the population quantity in di↵erent regions [94–

96]. The Radiation model captures the average flow of travellers over regions based

on the number of opportunities and the distance between locations [42, 97, 98]. The

Intervening Opportunities model highlights the direct relationship of the number of

opportunities and not directly related to the distance between places [99–104].

The intermodality level replicates the transport types as di↵erent layers of

human mobility [105–107]. Cars, trains and people, for example, move and are

surrounded by di↵erent environments and temporal limitations. Here, multilayer

networks provide the cumulative relationship between locations at di↵erent levels.

Lévy flights and continuous time random walks diver accurate predictions but

15



fail to reproduce the individuals’ tendency to revisit locations [88]. The majority of

models in human mobility accounts for the stationary long-term mobility, and they

do not take into account the purpose of travel and its importance to mobility [88].

All these models summarise mobility in their major components very well, but

they do not explain the peculiarities of some groups of people, such as women and

men. For instance, Alessandretti et al. [41] shows that women and men are better

characterised by di↵erent parameters for the container model. Thus, inequalities that

come from mobility might be hidden in these models, and further and di↵erent studies

are necessary to understand well mobility in a disaggregated way. The analyses

of disaggregated patterns in mobility will also take into account distance, mode of

transportation and opportunities probably considering these dimensions di↵erently.

2.6 Disaggregated patterns in mobility

Cultural constructs in work and education responsibilities, childcare, accessibility,

security, and social relationships shape human mobility. Because of the responsibilities

of childcare, women tend to avoid long commuting travel time, whereas men are

more likely to take job opportunities farther from their home [27]. When it comes to

mobility, women account for factors like safety and accessibility more than what men

do [25, 27, 28, 108–110]. For instance, 65% of women in Mexico City have su↵ered

some o↵ence while using the public transportation system [25]. Accounting for safety

and accessibility translates into higher travel costs not only for travellers but also

for authorities themselves since they have to provide surveillance services to avoid

women being subject to o↵ences [28]. However, everyone should have, in theory, the

same access to every part of the city. This means that public transportation must

have a fair cost regardless of gender, age, disability, and social status [25].

The literature on the subject has shown that women are more likely to perform

short travels [111], are more likely to work at home [112], are more likely to return

home more frequently [48], have paths that are more sinuous (deviates more from

the main trajectory) [47], make more trips with distinct purpose [28], travel longer

than men for household-serving purposes [111], tend to perform trip-chaining (multi-
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purposes) [25], and are more likely to choose cheaper transportation modes [46].

Also, women are more likely to have flexible or irregular work schedules [108],

opt to part-time jobs because of childcare responsibilities [45, 113], visit fewer

unique locations [26], are more prone to take career breaks [108], accept more easily

less-qualified jobs [27], and spend their time more homogeneously across di↵erent

locations [48]. Women are more likely to be imposed to stereotypes than men, causing

some di�culties for women to reach high-paid jobs [114, 115]. Low participation of

women in some job sectors is a reality even in high-income countries [115]. Women

are less often trained in elite research groups, are promoted more slowly, and are

more likely to leave STEMM careers [115, 116].

A family shares responsibilities and changes in their life, so their mobility

patterns influence each other [111, 117]. In fact, having children impact more

women’s mobility than men’s mobility [43]. Changes in the travel behaviour of

women and men are a↵ected by marriage or divorce, parenthood, entering or leaving

the labour market, changing jobs or moving houses [111, 117]. Cities where children

have more ability to move without their parents generate less burden in parents’

lives. All the aforementioned factors shape women’s mobility aside from their

socioeconomic status, and even higher gender gaps in mobility patterns are found

when socioeconomic status is taken into account [25, 26].

Socioeconomic status impacts the mobility patterns as well as household

distribution because they are strongly linked to each other [118]. People choose

to live in a↵ordable locations and in areas with (or close to) higher concentrations

of facilities related to work, study, and retail. Travellers belonging to di↵erent

socioeconomic groups have di↵erent travelling capabilities [31, 44, 119]. For instance,

people/travellers with low income can not travel as far and as much as those with

high income [120]. The low rate of accessibility impact mobility’s demand [121], and

only large-scale centralised actions may overcome these issues.

Mobility is also seen as an indicator of power as it relates to how much

accessibility people have to opportunities [112]. Milan et al. [122] demonstrate that

new transit development is more environmentally friendly and o↵er equal access to
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public transportation for di↵erent groups of people.

Taken together, all the works in our related topic are converging to a set of

di↵erent mobility patterns that are shaped when considering gender, socioeconomic

status and other dimensions. Gender is a dynamic cultural construct that takes into

account institutional, intersectional and structural components of society [123] that

should be studied and analysed. In this thesis, we contribute with a new mobility

pattern disaggregated by gender, a new revisitation of overall mobility characteristics

seen from a network and data science perspective, and a new methodology to

understand similarities across cities.

18



3. Characterising urban mobility

Via mobility, people are able to fulfil some of their responsibilities such as working,

studying and going to the doctor. As cultural constructs impose di↵erent roles

on people, women and men may have di↵erent expectations and responsibilities,

which is reflected in their mobility behaviour [12, 124–127]. In the literature, women

and men present di↵erences in how they move, with respect to travel time [111],

trip-chaining [128], and mode of transportation [26]. However, as cultural constructs

evolve over time, in di↵erent manners, across various cities, mobility patterns may

shift as a result [11]. Therefore, we revisit and expand the study of urban mobility

from travellers of di↵erent genders and socioeconomic groups in Brazil, Colombia,

the United Kingdom and the United States of America. We unveil in this chapter

that: (i) urban landscape plays an important role in mobility, (ii) women and men

distribute their travels di↵erently over space and time, (iii) travellers from di↵erent

socioeconomic groups display major di↵erences in how travels are distributed over

space and time, and (iv) gender di↵erences in the structure of urban mobility are

amplified when accounting for the temporal dimension or household arrangements.

3.1 Data

This thesis explores data from household and national travel surveys of di↵erent

cities from four countries: Brazil (BR) [72], Colombia (CO) [73, 129], the United

Kingdom (UK) [77], and the United States of America (USA) [74, 76]. We summarise

the available information for the data of each country in Table 3.1, and we describe

their details in this section.

These datasets detail the routine of the population in each country or city,
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considering household and economic arrangements, employment status and mobility.

We have an expansion factor available that allows us to project the sample onto the

real number of residents within each area/zone (spatial partitioning established in

each dataset) — the expansion factor projects the number of individuals, households

or travels for a given area. One state, city or metropolitan region is divided into

several areas/zones, and one area/zone is the smallest spatial partitioning available in

the mobility data. Thus, the expansion factor is the weight associated to a variable

(e.g. travel or person) that allows us to estimate better characteristics of the sample

in relation to the entire population [130]. This is necessary as census and surveys

are not able to collect data with the entire population as it is highly expensive and

time costly.

Table 3.1: Summary of available information on the datasets of each country.

Type Information Countries
BR CO USA UK

Temporal

Number of years 3 2 5 5
Travel time x x x x
Departure time x x x x
Arrival time x x x x

Spatial

Regions resolution x x x x
Cities resolution x x x -
Zones resolution x x x -
Place of work x x x -
Place of residence x x x -

Purpose
work x x x x
not related to work x x - -

Contextual
Individual Gender x x x x
Individual Income - - x x
Household Income x x x x
Marital Status x x x x
Family composition x x x x

In the case of the USA and the UK, we have information about the mobility

performed only for the purpose of work, such as commuting travel times. The available

data for both countries already have the commuting characteristics computed from

the individual mobility and contain limited information about mobility trajectories.

Moreover, for the United Kingdom, the spatial partitioning of the entire country

only allows us to see at most 11 zones, which is insu�cient for computing several

analyses of this thesis. However, when it is appropriate, we use the data from the

United Kingdom to compare with the results from the other countries. As one of the
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key contributions of this thesis is indicating systematic, robust and general patterns

in mobility across countries, we found the United Kingdom data important to be

included in this thesis.

For the USA, we have data for the entire country via the American Community

Survey (ACS) [76], IPUMS USA [75], Longitudinal Employer-Household Dynamics

data [74], and National Household Travel Survey [131]. We have individual, household,

and commuting travel information that we group by city or state. Some data from

the American Community Survey (ACS), such as the place of work, was easily

available on the IPUMS USA framework [75]. We analyse the data of 50 cities

in the United States from 2015 until 2019. Table A.1 in the appendix displays a

summary of general statistics in the data from the United States for the top 50

cities considering the number of zones in the available spatial partitioning of the

Longitudinal Employer-Household Dynamics data. These 50 cities are the most

populated ones in the USA as the spatial partitioning considers population volume,

sociodemographic characteristics and household distribution. To be consistent across

cities, we divide the data into three socioeconomic groups based on the percentiles

of the individual income in each city and year.

The data from Brazil and Colombia have information about travels made for

di↵erent purposes, such as study and leisure, and includes the travel origin and

destination on a spatial partitioning defined by the sociodemographic characteristics

of each region. These data have a detailed spatio-temporal granularity, which enables

us to estimate a wider range of characteristics in mobility. The Latin American

data are from three cities: Medelĺın (MDE) [73], Bogotá (BGT) [129] and São Paulo

(SAO) [72]. For each region in Brazil and Colombia, we analyse the data collected in

di↵erent years: {2005, 2017} for MDE, {2012, 2019} for BGT, and {1997, 2007, 2017}

for SAO, respectively (see Table 3.2 for data summary). Throughout this thesis, these

data will be widely used to compute in-depth analyses of urban mobility across

sociodemographic groups.

For the Colombian datasets, the surveys have a consistent number of socioeco-

nomic groups across years and cities. Households are grouped into six strata, with
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Table 3.2: Data description of the sample datasets analysed in our study. For each region,
we have the number of zones into which it is divided, NZ . Then, for each year we have the
number of travellers NP , the fraction of men (women) travellers FM (FW ), the number of
travels Nt, and the fraction of travels made by men (women) FM

t (FW
t ).

Country Region Year NZ NP F
M

F
W

Nt F
M
t F

W
t

CO
MDE

2005 403 55,681 0.48 0.52 126,164 0.48 0.52
2017 541 38,048 0.49 0.51 87,614 0.49 0.51

BGT
2012 911 58,313 0.46 0.54 122,361 0.45 0.55
2019 1084 66,820 0.48 0.52 152,310 0.48 0.52

BR SAO

1997 374 98,780 0.48 0.52 199,647 0.48 0.52
2007 452 91,405 0.47 0.53 196,698 0.48 0.51
2017 511 86,318 0.47 0.53 183,092 0.50 0.50

stratum 1 corresponding to people with the lowest income and stratum 6 correspond-

ing to people with the highest income. We then map these strata to: lower (strata

1 and 2), middle (strata 3 and 4), and upper (strata 5 and 6), respectively.

In São Paulo, the socioeconomic classification of the population changed over

time to better capture the current picture of the population characteristics. In 1997,

for example, respondents were classified into five socioeconomic groups labelled as A

(upper), B, (mid-upper), C (middle), D (mid-lower), and E (lower). Table 3.3 presents

our map of socioeconomic groups defined by the Brazilian institutes such as IBGE

(Brazilian geography and statistics institute) [132] and ABEP (Brazilian association

for population studies) [133]. Even though there are available more socioeconomic

subdivisions in one year than the other, our mapping considers the meaning of

subdivisions (lower, middle and upper). Further data details from Colombia and

Brazil are displayed in Tables A.2 and A.3 in the appendix.

Table 3.3: Mapping of the Brazilian classification scheme into the lower, middle, and
upper socioeconomic groups (SES) for the three years of the survey.

Year
SES 1997 2007 2017

lower D,E C2,D,E C2,D,E
middle B,C B1,B2,C1 B1,B2,C1
upper A A1,A2 A

We also have collected data from OpenStreetMap [78], which provides spatial

data for amenities (e.g., workplaces, transportation systems and buildings). The

OpenStreetMap data can be used, for example, to indicate possible attractors of
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mobility for certain zones that are rich in amenities. It is important to highlight

that this framework has evolved over the years, and the most recent versions are the

most developed and accurate. Therefore, temporal analyses using OpenStreetMap

are not always possible and available.

3.2 Mobility

Mobility, in this thesis, is defined as the displacement between locations within

metropolitan regions. On a map, locations are seen as points, areas, neighbourhoods,

businesses, buildings, counties, cities, states, or countries. In this manner, when a

person goes from home to their workplace, their movement can be analysed from all

of these spatial scales.

The spatial partitioning embedded in our data is defined by the organisations

and governments of each country. Therefore, we are limited by their spatial par-

titioning. We argue that this spatial partitioning is robust and reliable because it

considers the sociodemographic characteristics of each metropolitan region, which is

the key component of our analyses.

Nevertheless, we point out that the data from each region have a particular

limitation. For example, the urban mobility of the cities in the USA and UK is not

on the same scale as those in Colombia and Brazil. Mobility characteristics will

be analysed, when possible, for each data. For the USA and UK, we will have a

macro-scale analysis of the human mobility patterns. As for Colombia and Brazil, we

extract more detailed mobility patterns from the data because we have the routine

movements, including origins and destinations, available coupled with rich metadata

related to individuals, households and travels (see Table 3.1).

We then, in this chapter, map the mobility onto a weighted spatial network

where the nodes are zones/areas, and the travels/journeys between the nodes represent

the edges [134]. Each edge/journey is associated with the number of travels between

zones. Figure 3.1 displays the nodes, Zone A and Zone B, and the edge between the

two zones that is the fraction of travels made by a group X, f
X
t .

For each city and year, we build a network from the mobility of each gender and
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Problem & Objective

•Gender roles and biases influence how men
and women behave shaping their mobility
decisions and patterns

•Many papers study the aggregated patterns
in mobility, but just a few papers are
diving into sociodemographic di�erences

•Men and women commuting patterns
exhibit di�erent spatio-temporal
features [1, 2]

•We combine network science and machine
learning methods to explore men and women
large-scale regularities in the mobility flows

Method

Zone A Zone B

ft

fAB
t (Men) = 0.55 fAB

t (Women) = 0.45
Example:  = [0.55, 0.45]vAB

Figure 1:Given the trips made for work purposes by
men/women directed to a given zone (i.e., a node
of our network), i, we use their gender relative
abundances as the coordinates of a bi-dimensional
space and then use the k-means clustering to identify
groups of zones.

•Weighted (according to the number of trips made to
that zone) k-means to obtain three clusters: C1, C2,
and C3
•The weighting is necessary since two zones might
have the same gender relative abundances but
with di�erent number of trips

Travel Distributions

Figure 2:(A) Maps displaying the location of the zones belonging to cluster C1, C2, and C3. (B) Boxplots - median and standard deviation - of the relative abundance,
Ft, of men/women travellers moving to the zones of each cluster. (C) Same kind of information displayed in panel B but for travellers belonging to distinct
socio-economic strata. The top row refers to data collected during the 2005 survey, whereas the bottom row refers the 2017 one, instead.

Results

•Zones belonging to cluster C3 are the most
gender-neutral ones

•Cluster C2 corresponds to the most
unbalanced zones visited almost exclusively
by men

•Cluster C1 corresponds to gender
unbalanced (female) zones in 2005, and to
almost neutral zones in 2017

•Asymmetry is stronger for 2005 than 2017
•Suggests that mobility has become more
gender neutral in 2017

•Low/middle class people (S2–S3) have the
strongest unbalance

•Zones which are “dominated” by one gender
are those more isolated from the rest
displaying a higher concentration of either
low or high income people
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fX
t

Figure 3.1: The mobility network is weighted by the fraction of travels, fX
t , performed by

a group, X (e.g. all, women and men), between two nodes, zones (e.g. Zone A and Zone
B). The sum of all the fraction of travels, fX

t , is equal to 1.

socioeconomic group in order to understand the main characteristics of their urban

organisation. The network analyses will focus mainly on the data from Colombia

and Brazil because of the high resolution of mobility data that is available for those

countries. Moreover, we will analyse a weighted network for each city, year and

sociodemographic group. In our analyses, we represent the gender groups as men

(men) and women (women), and the socioeconomic groups as the lower-income group

(lower), middle-income group (middle) and upper-income group (upper). We point

out that the socioeconomic grouping reflects income level and housing conditions,

such as access to water and energy. Therefore, higher-income groups may a↵ord

better living and mobility conditions.

Then, we will analyse how the commuting patterns of all four countries are

spread over space and time. We unveil how, despite variations in spatial partitioning,

the di↵erences in mobility are consistent across several cities in the four countries.

Our analyses are limited to the data that we have available, but we argue that the

systematic results ensure that our analyses and conclusions are valid for multiple

regions.

3.3 Spatial patterns

By mapping the spatial distribution of mobility in urban areas to a weighted network,

we analyse network properties (e.g., density and clustering) from a spatial perspective.

These network analyses describe the urban organisation of mobility for di↵erent

sociodemographic groups. We compute well-established metrics in the literature [135–

137] for our weighted networks, displayed in Table 3.4.
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First, we look at the average inflow — the average number of travels made in

the direction of an area — for the network of each sociodemographic group. We see

in Table 3.4 that the mobility network of men travellers has a higher average inflow

for MDE and SAO, indicating that men tend to have a higher number of travels to

the majority of the areas. This is true regardless of women having a higher fraction

of travels than men (see Table 3.2). We observe that BGT shows a higher average

inflow for women than for men, which is di↵erent from the other cities. We observe

that the upper income group has the smallest average inflow for the socioeconomic

groups, indicating that the upper income group does not frequently visit most areas.

In fact, we see areas having 0% of travels from upper income group.

Using indegree centrality, we take into account not only the inflow but also

the degree of areas. The degree of an area, i, is the number of areas connected to it

(mobility established between areas). The indegree of an area i is the number of areas

with mobility going to the area i. In this way, areas that receive more visitors from

a wider range of areas will have a higher value of indegree. High values of indegree

centrality represent that areas receive a higher fraction of travels from several origin

zones. Thus, we observe in Table 3.4 that men and middle income group are more

likely to show high indegree centrality in their mobility network, which suggests that

both groups visit areas that tend to be highly visited locations.

In terms of average clustering, we quantify how locally well-connected areas are

through the mobility of each group of travellers. This metric computes the tendency

of having mobility between three areas. We see that women and the upper income

group tend to have higher values of average clustering, indicating that travellers from

these groups are more likely to travel between three areas (local organisation).

Next, we compute the networks’ density to study the extent to which globally

well-connected areas emerge for each group of travellers. Contrary to locally well-

connected areas, we see that high-density values of mobility are more common for

men and travellers in the middle income group. Combining average clustering and

density, we see that some groups (men, middle income group) are more likely to show

global organisation in their mobility, and other groups (women and upper income
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group) tend to show a local organisation.

We then look at the average neighbour indegree that computes how many areas

on average the neighbours of area i receives travels. This metric takes into account

the degree and the fraction of travels to the neighbours of the area i. We see that the

areas that men and middle income groups usually visit are well-connected, but the

neighbouring areas that both groups visit are well-connected. This finding indicates

that both groups are more likely to be attracted to or reside in highly-visited areas.

Indeed, in Chapter 5, we present that the men and middle income group are more

likely to have a higher number of travels in the majority of the areas, and they are

more likely to visit all the areas in SAO, BGT and MDE evenly.

In summary, looking at the main network properties in Table 3.4, we see that

the values extracted from the overall network are closer to the ones extracted from

the networks of each gender than from the networks of each socioeconomic group.

This might be a consequence of socioeconomic segregation within metropolitan

areas [138–141].

The upper income group and women tend to have smaller values of average

inflow, in-degree centrality and average neighbour indegree than the other groups.

This implies that both groups might have higher likelihoods of concentrating their

travels in a few areas (further analyses in Chapter 5).

The small di↵erences across gender groups might be the case because women and

men form a similar global urban structure that might emerge from the infrastructure

and the concentration of opportunities and amenities in the urban area. In fact,

we see, for example, that in our data, women and men have similar probabilities

of living and working in the same area (shown in Table 3.7). However, this is not

the case for socioeconomic groups because of the uneven distribution of where they

live and where they travel to. For example, we may see di↵erences in the residential

distribution for di↵erent income groups because the upper income group may tend

to live in areas that are not a↵ordable for the lower income group. [120]. The same

happens to the travels related to work. The job opportunities of the upper income

group might be concentrated in a few areas that are not necessarily highly visited by
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lower income group (shown in Chapter 5). For the case of the middle income group,

their travels are distributed more evenly throughout the metropolitan region (shown

in Chapter 5).

Table 3.4: Network properties from the mobility of all, men, women, lower income group,
middle income group and upper income group travellers.

Metrics Region Year all women men lower middle upper

Average inflow

MDE
2005 11259 4945 5009 4668 5411 1330
2017 120 64 74 89 73 55

BGT
2012 16063 9099 6964 8469 6848 833
2019 16466 9957 9383 8085 6862 822

SAO

1997 71302 4690 7958 17860 44235 2328
2007 47032 2647 3418 11192 30805 2678
2017 51916 2548 3332 8010 33085 3091

Indegree centrality

MDE
2005 0.7662 0.6234 0.6475 0.5050 0.5079 0.2799
2017 0.4732 0.3239 0.3407 0.1088 0.1621 0.1875

BGT
2012 0.2634 0.1746 0.1493 0.2004 0.1603 0.2375
2019 0.3210 0.2147 0.1976 0.1818 0.2165 0.2011

SAO

1997 0.6091 0.3551 0.4905 0.2656 0.5366 0.2857
2007 0.5497 0.3898 0.4055 0.2163 0.5180 0.2270
2017 0.3315 0.2318 0.2338 0.0921 0.2930 0.1865

Average clustering

MDE
2005 0.4620 0.3890 0.3640 0.3340 0.3880 0.4180
2017 0.3080 0.2850 0.2640 0.2650 0.1720 0.2480

BGT
2012 0.2380 0.2170 0.1810 0.1810 0.2280 0.3160
2019 0.1880 0.1580 0.1350 0.2000 0.2520 0.3320

SAO

1997 0.3800 0.4300 0.4130 0.1940 0.1220 0.3510
2007 0.4130 0.4150 0.3680 0.2770 0.1870 0.3390
2017 0.3770 0.4160 0.3700 0.3090 0.2350 0.4090

Density

MDE
2005 0.1727 0.1222 0.1396 0.0797 0.1097 0.0528
2017 0.0126 0.0532 0.0655 0.0532 0.0531 0.0342

BGT
2012 0.0440 0.0423 0.0434 0.0205 0.0317 0.0193
2019 0.0525 0.0239 0.0236 0.0238 0.0329 0.0101

SAO

1997 0.2126 0.1327 0.1744 0.0839 0.1671 0.0532
2007 0.0869 0.0293 0.0342 0.0307 0.0728 0.0390
2017 0.0619 0.0203 0.0245 0.0171 0.0510 0.0282

Average neighbour indegree

MDE
2005 122 122 123 109 121 99
2017 84 82 85 76 80 45

BGT
2012 62 62 63 56 62 39
2019 100 61 60 55 65 41

SAO

1997 117 118 123 149 210 189
2007 89 69 76 110 125 178
2017 74 68 69 78 87 89

We then use the Portrait Divergence metrics to compare the network structures

of gender and socioeconomic groups [142]. Portrait Divergence quantifies the similarity

between two network structures, varying its values between 0 and 1. Values closer to

0 indicate similarities between network structures, while values closer to 1 indicate

di↵erent network structures.

Mathematically, the Portrait Divergence compares networks represented as
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portraits. A portrait comprises the information about the network structure into

a matrix, B. Each element, Bl,k, of this B-matrix is the number of nodes k at a

distance l. For the case of weighted networks, the distance takes into account the

weight using a binning strategy. Then, the portrait divergence computes the distance

between the portraits using the Jensen-Shannon (JS) divergence [143]. JS computes

the similarity of two probability distributions that in the network context it turns

into:

PDJS(G1, G2) =
1

2
KL(P (G1)||M) +

1

2
KL(P (G2)||M), (3.1)

where,

M =
1

2
P (G1) + P (G2), (3.2)

and,

P (G1) =
kBl,k

N2
. (3.3)

where G1, G2 are the two networks being compared, and KL is the Kullback-Leibler

(KL) divergence [144] which computes the distance between distributions. Using PD,

we can compute how much the mobility network for each sociodemographic group

can be di↵erent.

In Table 3.5, we display the values of Portrait Divergence (PD) when comparing

the networks from the mobility of each gender and socioeconomic group. We also

generate a null model to compare the magnitude of PD expected to emerge from the

network of the population if we randomly assign the gender and socioeconomic status

to the individuals. We repeat the null model 1000 times to extract the average PD

value from randomly assigned groups in our data. The values are shown in Table 3.5

inside parenthesis.

For the gender groups, we would say, in general, that the network has similar

network structures because both genders have similar residential distributions over

the areas (Spearman correlation higher than 0.50 when comparing the probability

of women and men living in the zones). However, we see that the values of PD are

higher than those of the null model, indicating that gender may a↵ect the macro-level

organisation of mobility. We argue that if we had a higher resolution of data, the

28



Figure 3.2: Relationship between fraction of travels and fraction of amenities for the zones
in Medelĺın, Bogotá and São Paulo. We show the Spearman S and Pearson P correlations
between the fraction of travels and amenities for each city.

di↵erence could be more evident in the network because we could have a more

detailed trajectory of individuals allowing us to distinguish locations inside zones

such as home and work. In fact, Alessandretti et al. [41] showed that women’s

mobility is better characterised within smaller areas than for men, and women also

move more between areas. Therefore, flexible spatial partitioning might uncover a

deeper understanding of mobility across gender groups.

Moreover, using our data, we show that some gender di↵erences are hidden

in the network (Chapter 4). Nevertheless, one interesting point is that the urban

landscape for di↵erent gender groups plays a major role in mobility. We observe that

a high fraction of travels is concentrated in areas that have a high fraction of amenities

related to transport, work, education and leisure (estimated using OpenStreetMap

data 2021 as shown in Figure 3.2). In Chapter 4, we further investigate how women

and men are exposed to amenities.

We observe that the values of PD are close to 1 for comparing the net-

works across socioeconomic groups, indicating that travellers organise their mobility

uniquely across groups. We also notice that the values of the null models are much

smaller than the average PD values extracted from our original data. This indicates

that the di↵erences between the network structures are not a byproduct of random

processes, and that gender and socioeconomic dimensions may play a role in how

mobility is organised.

For the case of gender, we also extract more information about mobility.

Table 3.6 displays how men are more likely to have a higher fraction of travels in the
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Table 3.5: Portrait Divergence between the mobility network from travellers of each
gender (women,men) and socioeconomic (lower,middle,upper) group, PD(Xi=1, Xi=2),
where Xi✏{women, men, lower, middle, upper }. The values extracted from the null models
are in parentheses. The null models shu✏e the gender and socioeconomic categories.

Region Year PD(women,men) PD(lower,middle) PD(lower,upper) PD(middle,upper)

MDE
2005 0.3500 (0.1764) 0.7082 (0.3628) 0.9635 (0.6103) 0.8943 (0.6119)
2017 0.4126 (0.2352) 0.7779 (0.4199) 0.9646 (0.5768) 0.9071 (0.5876)

BGT
2012 0.4521 (0.2084) 0.8269 (0.4899) 0.9667 (0.6679) 0.9121 (0.6720)
2019 0.5526 (0.2314) 0.8856 (0.5683) 0.9755 (0.7514) 0.9363 (0.7526)

SAO

1997 0.3676 (0.2128) 0.4627 (0.2274) 0.8494 (0.3868) 0.7774 (0.3738)
2007 0.2111 (0.2468) 0.2764 (0.2909) 0.6678 (0.3658) 0.5165 (0.3256)
2017 0.1721 (0.2637) 0.2751 (0.3295) 0.6565 (0.4019) 0.5165 (0.3416)

majority of the zones for overall and work travels, but for nonwork related travels,

we observe the opposite. Moreover, the di↵erences seen in the network are not solely

coming from mobility di↵erences within zones or residential areas, as gender groups

have similar likelihoods (Table 3.7).

Table 3.6: Percentage of areas for which the fraction of travels performed by men is
higher than the same quantity computed for women for all, work and nonwork travels
(PM

all,area > P
W
all,area, P

M
work,area > P

W
work,area , PM

nonwork,area > P
W
nonwork,area).

City Year P
M
all,area > P

W
all,area P

M
work,area > P

W
work,area P

M
nonwork,area > P

W
nonwork,area

MDE
2005 61.46% 79.67% 43.20%
2017 62.67% 91.12% 36.40%

BGT
2012 28.21% 63.79% 21.55%
2019 26.84% 77.09% 15.02%

SAO

1997 63.88% 87.20% 39.84%
2007 46.85% 86.12% 26.77%
2017 50.00% 86.69% 34.00%

Table 3.7: Percentages of the travels for which the origin and destination zones, PX , are
the same: the percentages of travels performed by all (A), men (M) and women (W) in all
travels (PX

all), the percentages of work travels performed by all (A), men (M) and women

(W) (PX
work), and the percentages of work travels performed by all (A), men (M) and

women (W) at the same zone that travellers live (PX
live=work).

City Year P
A
all(%) P

M
all (%) P

W
all (%) P

A
work(%) P

M
work(%) P

W
work(%) P

A
live=work(%) P

M
live=work(%) P

W
live=work(%)

MDE
2005 18.34 17.52 19.20 1.71 1.90 1.26 7.76 8.02 7.38
2017 18.99 16.79 21.62 14.39 24.31 15.73 22.04 26.41 17.32

BGT
2012 28.43 25.34 30.94 1.92 2.60 1.51 13.72 14.37 12.92
2019 1.16 1.19 1.14 1.71 2.06 1.58 10.81 10.54 11.15

SAO

1997 43.83 41.05 46.90 12.45 13.99 10.75 23.31 21.83 25.73
2007 37.77 35.45 40.15 11.53 12.03 11.01 20.23 18.66 22.32
2017 38.69 37.75 39.63 12.49 13.91 11.07 20.63 20.23 21.11

Lastly, we show in Table A.4 the main network properties for the mobility

of each socioeconomic group for women and men travellers. We can not see any
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systematic pattern combining gender and socioeconomic dimensions from the mobility

patterns. Even though we see that women and men from the upper-income group

tend to show similar properties in their mobility network, the network structures are

di↵erent using Portrait Divergence (Table A.5). Thus, we argue that women and

men from each socioeconomic group have di↵erent network structures from their

mobility, but these di↵erences in the structure vary across cities and years.

3.4 Temporal patterns

We now focus our attention on another aspect of mobility: temporal. In fact,

people typically have a daily routine, following a circadian rhythm, to fulfil their

responsibilities such as commuting and returning home [3, 145]. Therefore, movements

are repeated at di↵erent hours of the day. Outcomes can emerge from the temporal

concentration of mobility, such as tra�c jams [146]. This section shows how travels

performed by gender and socioeconomic groups are organised with respect to time.

We first analyse in detail the temporal characteristics of mobility for women

and men in SAO. We group the travels into work-related (work), not work-related

(nonwork) and overall (all) travels and analyse the fraction of travels per hour.

Figure 3.18 shows the fraction of travels per each gender X ={men (M), women (W )},

and the di↵erences between the fraction of travels between gender groups F
M
t � F

W
t .

We observe that women, in general, have a higher fraction of travels at hours close

to midday, and men tend to have higher mobility than women at the beginning and

end of the day. This might be related to the fact that women feel safer at this time

of the day in Latin-American countries [28]. Moreover, both genders are more likely

to travel around three specific hours (peaks in the Figure 3.18): 6h, 12h and 17h

with one hour of deviation. Interestingly, these hours tend to be the same across

countries suggesting similar mobility regularities.

When we move our attention to commuting (work travels), we identify in

Figure 3.3 that the temporal signature of the fraction of travels changes to one

accentuated peak. We see that men are more likely to reach this peak before women.

We also notice a second small peak after the time that may be devoted to lunch or
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to pick up (and leave) kids at school in Latin-American countries.

Figure 3.3: Fraction of travels Ft by each gender X ={men (M), women (W )} (line plots),
and the gender di↵erences F

M
t � F

W
t (bar plots), of the work travels in SAO and their

aggregated case with respect to the departure (empty symbols) and arrival (filled symbols)
time in hours.

Finally, when we look at the nonwork travels in Figure 3.4, we see that the three

peaks from Figure 3.18 come mainly from the nonwork travels because it combines a

range of activities: health, going home, shopping, leisure, and studying. For trips

related to studying, the temporal signature is also characterised by three peaks, and

the gender di↵erences become slightly higher at specific times of the day than for

other purposes of travel in Figure 3.5. For the purpose of going home, the temporal

signature shapes two accentuated peaks in the midday and evening in Figure 3.6,

and the gender di↵erences look like the ones from the overall mobility, even though

the temporal signatures are di↵erent.

Regardless of the sociodemographic component, the di↵erences in the temporal

signature for each travel purpose show that mobility di↵erences vary depending on

the context of individuals’ journeys. More relevant to this thesis, the purposes of

travels a↵ect the magnitude of gender di↵erences in how women and men temporally

organise their travels. At the same time, we also observe that specific purposes of

travel tend to have a higher fraction of women travelling around midday, similar to

the overall mobility.

We now analyse how systematic women and men temporally organise their

travel across cities. Figures 3.7 and 3.8 show the fraction of work travels over time

for several regions in the four countries. Indeed, we see a systematic tendency of
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Figure 3.4: Fraction of travels Ft by each gender X ={men (M), women (W )} (line plots),
and the gender di↵erences FM

t � F
W
t (bar plots), of the nonwork travels in SAO and their

aggregated case with respect to the departure (empty symbols) and arrival (filled symbols)
time in hours.

Figure 3.5: Fraction of travels Ft by each gender X ={men (M), women (W )} (line plots),
and the gender di↵erences F

M
t � F

W
t (bar plots), of the study travels in SAO and their

aggregated case with respect to the departure (empty symbols) and arrival (filled symbols)
time in hours.

men leaving for work earlier than women, and consequently, arriving at work earlier.

Turning now to the temporal signatures of the mobility from travellers belonging

to di↵erent socioeconomic groups. We observe in Figure 3.11 that the upper income

group tends to have a higher fraction of travels from 7h to 10h and 13h to 16h than

the other groups. However, lower and middle income groups tend to have a higher

fraction of travels than the upper income group from 4h-6h, 11h-12h, and 16h-18h.

When we compare the lower income group with the middle income group, we see

that the lower income group is more likely to travel earlier, and the middle income

group is more likely to travel at night. In general, the three-peaked shape is what

describes the temporal fraction of travels in SAO.

Looking at the commuting patterns in Figure 3.12, we see a presence of one
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Figure 3.6: Fraction of travels Ft by each gender X ={men (M), women (W )} (line plots),
and the gender di↵erences FM

t � F
W
t (bar plots), of the travels related to going home in

SAO and their aggregated case with respect to the departure (empty symbols) and arrival
(filled symbols) time in hours.

higher peak as the temporal signature. The lower income group is more likely to go

to work earlier than the other groups, and individuals in the upper income group

are more likely to concentrate their travels from 7h to 15h. However, we observe

that the temporal signatures for other cities, visualised in Figure 3.16, are not as

consistent in the socioeconomic dimension as they are in the gender dimension.

For nonwork travels, in Figure 3.13, we observe three peaks that are less-

accentuated than the overall mobility. Middle and upper income groups are more

likely to travel at night than the lower income group, and a higher fraction of

individuals from the lower income group seem to travel in the evening. Looking at

specific purposes of travel such as going home and studying (Figures 3.15 and 3.14), we

see similar trends in the socioeconomic di↵erences as we did in the overall mobility, but

with variances in the magnitude. When controlling for the socioeconomic dimension,

the gender di↵erences in the fraction of travels persist, though the magnitudes of

such di↵erences are not consistently a↵ected by the socioeconomic dimension. Taking

into account the socioeconomic dimension might not impact the gender di↵erences of

the fraction of travels though it impacts slightly the magnitude of these di↵erences

(Figure 3.17).
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Figure 3.7: Fraction of travels Ft by each gender X ={men (M), women (W )} (line plots),
and the gender di↵erences F

M
t � F

W
t (bar plots), of the work travels in SAO and their

aggregated case with respect to the departure (empty symbols) and arrival (filled symbols)
time in hours.

Figure 3.8: Fraction of travels Ft by each gender X ={men (M), women (W )} (line plots),
and the gender di↵erences F

M
t � F

W
t (bar plots), of the work travels in SAO and their

aggregated case with respect to the departure (empty symbols) and arrival (filled symbols)
time in hours.
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Figure 3.9: Gender di↵erences FM
t � F

W
t (bar plots) of the fraction of travels considering

the departure time of the work travels in SAO.

Figure 3.10: Gender di↵erences FM
t � F

W
t (bar plots) of the fraction of travels considering

the arrival time of the work travels in SAO.
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Figure 3.11: Fraction of travels Ft by each socioeconomic group X (line plots), and the
socioeconomic di↵erences F

X1
t � F

X2
t (bar plots), of the all travels in SAO and their

aggregated case with respect to the departure (empty symbols) and arrival (filled symbols)
time in hours.

Figure 3.12: Fraction of travels Ft by each socioeconomic group X (line plots), and the
socioeconomic di↵erences F

X1
t � F

X2
t (bar plots), of the work travels in SAO and their

aggregated case with respect to the departure (empty symbols) and arrival (filled symbols)
time in hours.
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Figure 3.13: Fraction of travels Ft by each socioeconomic group X (line plots), and the
socioeconomic di↵erences FX1

t � F
X2
t (bar plots), of the nonwork travels in SAO and their

aggregated case with respect to the departure (empty symbols) and arrival (filled symbols)
time in hours.

Figure 3.14: Fraction of travels Ft by each socioeconomic group X (line plots), and the
socioeconomic di↵erences FX1

t � F
X2
t (bar plots), of the travels going to home in SAO and

their aggregated case with respect to the departure (empty symbols) and arrival (filled
symbols) time in hours.
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Figure 3.15: Fraction of travels Ft by each socioeconomic group X (line plots), and the
socioeconomic di↵erences F

X1
t � F

X2
t (bar plots), of the study travels in SAO and their

aggregated case with respect to the departure (empty symbols) and arrival (filled symbols)
time in hours.

Figure 3.16: Fraction of travels Ft by each gender X (line plots), and the gender di↵erences
F

M
t �F

W
t (bar plots), of the work travels in SAO and their aggregated case with respect to

the departure (empty symbols) and arrival (filled symbols) time in hours.
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Figure 3.17: Gender di↵erences from the fraction of travels, FM
t � F

W
t , of the work travels

and their aggregated case with respect to the departure time in hours.

3.5 Spatio-Temporal patterns

We then analyse how mobility is shaped over space and time simultaneously and how

both space and time contribute to amplifying mobility’s gender and socioeconomic

di↵erences. For the case of urban mobility networks, we notice small di↵erences

in macro-level metrics, such as density and clustering, for the overall networks of

di↵erent gender groups. However, these small di↵erences are amplified when we

separate the network into morning, midday and afternoon. From Figure 3.18, we

see that there are three peaks in the mobility. Thus, using MDE data, we look at the

mobility network for each peak, detailed in Figure 3.19. Some areas that men highly

visit during di↵erent periods of the day are not the places that women commonly

visit. The distribution of visited areas is not the same for women and men (using

Kolmogorov Smirnov (KS) test with a confidence interval of 99%), and almost 70% of

the zones are more likely to have a higher fraction of travels of men than women. In

this way, we post the question: do women and men explore urban areas di↵erently?

Chapter 4 will address this question in detail.

We then compare the network structures for gender and socioeconomic groups
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Table 3.8: Portrait Divergence between the mobility network disaggregated
by morning, midday and evening from travellers of each gender (women, men)
and socioeconomic (lower,middle,upper) group, PD(Xi=1, Xi=2), where
Xi✏{women, men, lower, middle, upper}. The values extracted from the null models
are in parentheses. The null models shu✏e the gender and socioeconomic categories.

City Year Period PD(women,men) PD(lower,middle) PD(lower,upper) PD(middle,upper)

MDE

2005
Morning 0.8694 (0.4803) 0.9343 (0.4926) 0.9866 (0.6996) 0.9898 (0.6975)
Midday 0.8455 (0.4526) 0.9511 (0.4618) 0.9870 (0.6630) 0.9861 (0.6649)
Evening 0.8418 (0.4852) 0.9395 (0.4945) 0.9887 (0.7183) 0.9871 (0.7192)

2017
Morning 0.9891 (0.4764) 0.9900 (0.49283) 0.9976 (0.6213) 0.9846 (0.6299)
Midday 0.9889 (0.4488) 0.9643 (0.4665) 0.9980 (0.6176) 0.9880 (0.6293)
Evening 0.9611 (0.5630) 0.9739 (0.5790) 0.9974 (0.7293) 0.9886 (0.7402)

BGT

2012
Morning 0.9428 (0.5616) 0.9918 (0.5698) 0.9937 (0.7235) 0.9953 (0.7259)
Midday 0.9487 (0.5059) 0.9889 (0.5142) 0.9985 (0.7038) 0.9962 (0.7091)
Evening 0.9730 (0.6161) 0.9920 (0.6256) 0.9982 (0.7733) 0.9955 (0.7771)

2019
Morning 0.7350 (0.2204) 0.8261 (0.2283) 0.9898 (0.5616) 0.9961 (0.5661)
Midday 0.9300 (0.2449) 0.9005 (0.2535) 0.9960 (0.6011) 0.9950 (0.6079)
Evening 0.9929 (0.2571) 0.9962 (0.2674) 0.9966 (0.6032) 0.9983 (0.6096)

SAO

1997
Morning 0.8100 (0.3240) 0.8550 (0.3464) 0.9870 (0.5047) 0.9767 (0.4855)
Midday 0.6298 (0.2442) 0.8198 (0.2607) 0.9808 (0.4112) 0.9515 (0.3958)
Evening 0.7525 (0.3172) 0.9151 (0.3369) 0.9801 (0.5031) 0.9588 (0.4867)

2007
Morning 0.7425 (0.3585) 0.7900 (0.4208) 0.9877 (0.4922) 0.9702 (0.4368)
Midday 0.8360 (0.2812) 0.8488 (0.3260) 0.9653 (0.4020) 0.9463 (0.3591)
Evening 0.8341 (0.3521) 0.8162 (0.4084) 0.9695 (0.4832) 0.9276 (0.4334)

2017
Morning 0.6460 (0.3761) 0.9772 (0.4638) 0.9401 (0.5341) 0.9738 (0.4559)
Midday 0.6899 (0.2732) 0.7825 (0.3443) 0.9715 (0.4142) 0.9452 (0.3473)
Evening 0.7266 (0.3746) 0.9772 (0.4594) 0.9530 (0.5375) 0.9693 (0.4626)

using the Portrait Divergence. We see that the values of portrait divergence are all

closer to 1 than 0, indicating that the network structures over the periods of time

are di↵erent across gender and socioeconomic groups. We see that by disaggregating

the network over time, we find higher values of portrait divergence than we did for

the overall network. This indicates that time has a major e↵ect on amplifying the

di↵erences in how travellers from various sociodemographic groups visit urban areas.

Moreover, we see that the values computed for the null model — that shu✏es the

gender and socioeconomic label — are generally smaller than those computed from

the correct labelling. This suggests that gender and socioeconomic factors contribute

to the identified di↵erences in network structure.

Even though the network structures across groups are di↵erent, we further

analyse whether the highly visited areas (denoted hubs in network science) are similar

across groups. To compare the highly visited areas across gender and socioeconomic

groups, we rank the areas considering the fraction of travels per group and select

the 50 most visited per group. Then, we compare the number of top 50 most visited

areas that are shared between gender and socioeconomic groups, shown in Table 3.10.
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We see a high number of highly visited areas in common between women and men,

having 84% percentage of common highly visited areas. The time period only slightly

a↵ects the number of common highly visited areas, indicating that evening is the

period with the highest values across cities and years.

When we look at the socioeconomic groups, we see that the number of common

highly visited areas reaches a maximum of 66% (33 common areas out of a total

of 50 areas). The percentage of common highly visited areas between lower and

upper income groups are in general the lowest (maximum of 40%, or 20 areas),

showing that, regardless of time, these two groups do not share a majority of highly

visited areas. The period of time slightly a↵ects the number of highly visited areas

that are common across socioeconomic groups. In contrast with the comparison of

gender groups, socioeconomic groups have the lowest values during the evening across

the cities and years. We observe that socioeconomic groups have a few common

highly visited areas in line with the finding that they spatially structure their travels

di↵erently over the urban areas (see Table 3.5).

To make sure that the results were not only impacted by residential segregation,

we remove the travels that have the purpose of going home, and with the filtered

travels, we redefine the top 50 most visited areas for each sociodemographic group.

Table 3.10 presents the frequently visited areas that the di↵erent sociodemographic

groups have in common. We see an e↵ect on the values of common areas for both

directions (increasing or decreasing) and generally the e↵ect is in small magnitudes,

indicating that highly visited areas are not common only because of the travels

related to home. Removing travels to home seems to increase the number of common

highly visited areas for socioeconomic groups, indicating that mobility in the three

regions for other purposes concentrate more than the residential distribution. In

fact, Table 3.12 shows that most travels do not have the destination and residential

area as the same. For the case of gender, the number of common highly visited

areas increase when we take into account mobility without the travels to home. This

might be true because women are more likely to work closer to home than men [111].

In conclusion, the highly visited areas might be a↵ected by residential segregation,
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Table 3.9: Portrait Divergence between the mobility network for work-related purpose
disaggregated by morning, midday and evening from travellers of each gender (women,men)
and socioeconomic (lower,middle,upper) group, PD(Xi=1, Xi=2), where Xi✏{women,men,
lower, middle, upper }. The values extracted from the null models are in parentheses.
The null models shu✏e the gender and socioeconomic categories.

City Year Period PD(women,men) PD(lower,middle) PD(lower,upper) PD(middle,upper)

MDE

2005
Morning 0.9543 (0.6261) 0.9601 (0.6350) 0.9948 (0.8262) 0.9901 (0.8231)
Midday 0.9909 (0.7949) 0.9786 (0.8079) 0.9951 (0.8845) 0.9966 (0.8804)
Evening 0.9936 (0.8732) 0.9786 (0.8764) 0.9976 (0.9165) 0.9948 (0.9194)

2017
Morning 0.9923 (0.6663) 0.9873 (0.6781) 0.9972 (0.7862) 0.9854 (0.7924)
Midday 0.9938 (0.8324) 0.9959 (0.8363) 0.9997 (0.9038) 0.9949 (0.9077)
Evening 0.9846 (0.9467) 0.9650 (0.9433) 1.0000 (0.9869) 1.0000 (0.9867)

BGT

2012
Morning 0.9921 (0.8064) 0.9966 (0.8136) 0.9992 (0.8771) 0.9963 ( 0.8756)
Midday 0.9974 (0.8375) 0.9992 (0.8450) 0.9983 (0.9040) 1.0000 (0.9009)
Evening 0.9994 (0.9295) 0.9869 (0.9283) 1.0000 (0.9697) 0.9988 (0.9695)

2019
Morning 0.9747 (0.4274) 0.9853 (0.4388) 0.9996 ( 0.7183) 0.9983 (0.7189)
Midday 0.9985 (0.7227) 0.9887 (0.7333) 0.9996 (0.9014) 1.0000 (0.9014)
Evening 0.9994 (0.8696) 0.9989 (0.8687) 0.9999 (0.9672) 0.9984 (0.9682)

SAO

1997
Morning 0.7982 (0.5045) 0.9815 ( 0.5316) 0.9904 (0.6997) 0.9849 (0.6770)
Midday 0.9315 (0.5504) 0.9921 (0.5892) 0.9884 (0.7201) 0.9496 (0.6820)
Evening 0.9957 (0.8171) 0.9769 (0.8240) 0.9988 (0.9129) 0.9936 (0.8955)

2007
Morning 0.7916 (0.5367) 0.9028 (0.6198) 0.9866 (0.6888) 0.9818 (0.6168)
Midday 0.9364 (0.6225) 0.9650 (0.7160) 0.9694 (0.7744) 0.9567 (0.6904)
Evening 0.9775 (0.8478) 0.9914 (0.8844) 0.9893 (0.9357) 0.9956 (0.9031)

2017
Morning 0.8576 (0.5624) 0.9938 (0.6753) 0.9852 (0.7365) 0.9842 (0.6403)
Midday 0.9715 (0.5077) 0.9980 (0.6299) 0.9974 (0.6691) 0.9597 (0.5527)
Evening 0.9946 (0.8801) 0.9982 (0.9278) 0.9968 (0.9602) 0.9947 (0.9211)

but this is not the only factor for making areas highly visited across gender and

socioeconomic groups.

We see similar gender di↵erences regardless of whether we account for socioeco-

nomic status (similar to Table 3.10). We also observe that, regardless of gender,

travellers from di↵erent socioeconomic statuses frequently visit di↵erent areas.

Instead of analysing all travels, we now analyse the work travels (Table 3.11).

We draw the same conclusions that women and men tend to have a similar set of

highly visited areas and that socioeconomic groups display a less similar set. However,

we observe that for work travels, the number of common areas is higher than for all

travels, in line with our finding in Chapter 5 that work travels concentrate in fewer

areas than all travels.

In summary, we see consistent di↵erences in the network structure of gender

and socioeconomic groups over the three periods of time: morning, midday and

evening. However, we observe slight di↵erences in what are the most visited areas

per gender. We argue that this is the case because the highly visited areas might

reflect the concentration of urban amenities (e.g., residential, workplace, business
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Table 3.10: Number of common top 50 most visited areas between gender (W,M) and
socioeconomic (Low,Mid, Up) groups, AX , where X✏{W,M,Low,Mid, Up}. The values
in parentheses display the e↵ect of computing the same results for removing the mobility
related to going home from the overall travels.

City Year Period \(AW
, A

M) \(ALow
, A

Mid) \(ALow
, A

Up) \(AMid
, A

Up)

MDE

2005

Morning 42 (+01) 33 (+00) 20 (+04) 29 (+03)
Midday 37 (+01) 09 (+15) 03 (+10) 08 (+14)
Evening 41 (–05) 05 (+24) 00 (+12) 03 (+15)
All day 42 (+01) 33 (+00) 20 (+00) 29 (–01)

2017

Morning 34 (+02) 18 (+00) 08 (+02) 21 (+03)
Midday 37 (–08) 05 (+07) 01 (+01) 04 (+05)
Evening 38 (–13) 04 (+11) 00 (+01) 02 (+01)
All day 38 (–06) 18 (–02) 08 (–01) 21 (–02)

BGT

2012

Morning 31 (–01) 08 (+6) 02 (+03) 09 (+01)
Midday 29 (–07) 06 (+00) 01 (+00) 02 (+07)
Evening 33 (–19) 06 (+2) 01 (+01) 03 (+06)
All day 36 (–06) 08 (+4) 02 (+08) 09 (+01)

2019

Morning 36 (–03) 26 (–03) 12 (–01) 13 (+00)
Midday 40 (–09) 25 (–03) 10 (+02) 11 (+01)
Evening 33 (+07) 18 (–06) 13 (–01) 08 (+14)
All day 41 (+02) 26 (+01) 13 (–01) 13 (+02)

SAO

1997

Morning 36 (+01) 22 (+2) 13 (+01) 27 (+00)
Midday 41 (–01) 04 (+19) 13 (–05) 23 (–01)
Evening 40 (–04) 23 (+04) 02 (+02) 12 (+08)
All day 41 (–03) 23 (+01) 13 (–01) 27 (–02)

2007

Morning 39 (–01) 29 (+00) 10 (+03) 21 (+05)
Midday 39 (–10) 25 (–03) 06 (+00) 12 (+06)
Evening 39 (–08) 31 (–08) 05 (+02) 12 (+07)
All day 42 (–05) 31 (+06) 10 (–01) 21 (+00)

2017

Morning 32 (–01) 24 (–01) 06 (+03) 18(+04)
Midday 31 (+02) 21 (–06) 01 (+03) 10 (+07)
Evening 36 (–07) 24 (–07) 00 (+08) 6 (+12)
All day 36 (–01) 24 (+07) 06 (+00) 18 (+08)

and industry). Therefore, areas that have more opportunities will attract more

people. However, we show in Chapter 4 that gender and socioeconomic status plays

an important role in the mobility concentration over the urban areas.

3.6 Household arrangements

Two factors appear consistently in the literature as reinforcements of inequalities in

gender: marital status and parenthood [111, 147–150]. These two factors seem to

impact gender roles and exacerbate inequalities in the labour market [111, 147–150].

Therefore, we argue that these two factors might also impact the mobility of women

and men.

This section explores whether household arrangements (marital status and

parenthood) impact the urban mobility network for women and men. Specifically,
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Table 3.11: Number of common top 50 most visited areas from the mobility related
to work between gender (W,M) and socioeconomic (Low,Mid, Up) groups, AX , where
X✏{W,M,Low,Mid, Up}.

City Year Period \(AW
, A

M) \(ALow
, A

Mid) \(ALow
, A

Up) \(AMid
, A

Up)

MDE

2005

Morning 41 39 24 34
Midday 39 33 21 27
Evening 27 18 13 20
All day 42 42 24 34

2017

Morning 27 24 19 33
Midday 22 16 13 18
Evening 07 08 02 03
All day 27 24 19 33

BGT

2012

Morning 25 20 10 14
Midday 14 10 04 12
Evening 04 10 05 06
All day 32 24 13 19

2019

Morning 30 27 10 7
Midday 24 21 12 10
Evening 17 17 06 09
All day 35 27 12 13

SAO

1997

Morning 35 30 23 27
Midday 34 20 13 21
Evening 21 17 10 18
All day 35 31 23 27

2007

Morning 34 31 22 32
Midday 25 19 12 22
Evening 20 13 10 15
All day 34 33 22 32

2017

Morning 34 27 14 27
Midday 29 18 12 22
Evening 14 09 11 09
All day 36 28 16 29

we build a network from the mobility of travellers that are: (i) single; (ii) married;

(iii) parent; and (iv) without children. We then use the portrait divergence to

compare the network structures and compute the average portrait divergence from

the network built from the shu✏ed gender labels in the dataset.

We see in Table 3.13 that the network structures exhibit gender di↵erences for

those that are married, single, parent, and married parent. Besides, we observe

that the values of PD are higher for the network structure between women and

men that are married parents. We see that when we disaggregated the data by

household arrangements, the gender e↵ect is more clear than comparing the network

structure from the travels made by all men and women (Table 3.5). We also observed

that the values for the null models shown in Table 3.13 are smaller than the values

computed for our data, indicating that the combination of gender and household

arrangement impacts the mobility network structure. We are not able to identify

any further temporal impact within the social dimensions because the PD values are
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Table 3.12: Percentages of the travels made for all purposes performed by traveller of type
X (i.e. all (A), men (M) and women (W)) having as destination zone the same zone where
the traveller lives, PX

dest=live. Column P
X
live=work denotes the same quantity computed for

work travels.

City Year P
A
dest=live(%) P

M
dest=live(%) P

W
dest=live(%) P

A
live=work(%) P

M
live=work(%) P

W
live=work(%)

MDE
2005 16.31 15.58 17.11 07.76 08.02 07.38
2017 17.07 15.01 19.54 22.04 26.41 17.32

BGT
2012 18.85 16.99 20.37 13.72 14.37 12.92
2019 04.84 04.35 05.34 10.81 10.54 11.15

SAO

1997 34.75 32.06 37.77 23.31 21.83 25.73
2007 31.48 29.57 33.45 20.23 18.66 22.32
2017 32.31 34.62 33.98 20.63 20.23 21.11

Figure 3.18: Fraction of travels Ft by each gender X ={men (M), women (W )} (line plots),
and the gender di↵erences F

M
t � F

W
t (bar plots), of the all travels in SAO and their

aggregated case with respect to the departure (empty symbols) and arrival (filled symbols)
time in hours.

already extremely high when we just regard one of the dimensions (we cover this in

Chapter 4).

3.7 Discussion

Cultural constructs and daily demands impose di↵erent roles on people [12, 124–127].

This chapter presented evidence that women and men reveal di↵erent spatio-temporal

characteristics that emerge from their mobility across years and regions.

Specifically, we studied the main properties of the structural organisation of

urban mobility for gender and socioeconomic groups. We showed that the network

structure between women and men tend to be di↵erent. The di↵erences in the

network structure are amplified, taking into account the temporal and household

arrangements. Therefore, the spatio-temporal organisation of the mobility of women
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Figure 3.19: Network representation of gender mobility flows (i.e. number of travels)
occurring during the morning (left column), midday (central column), and afternoon (right
column). The nodes’ size accounts for the in-strength of a zone (i.e. the sum of the weights
of all edges entering a zone), while the edge thickness and colour accounts for the number
of travels made between two zones. Data refer to the 2017’s surveys.

and men are di↵erent and, as the literature points out, household arrangements

impact the mobility of women and men di↵erently [43, 45, 113]. We also presented

that socioeconomic status alone plays a major role in the spatial organisation of

urban mobility. Most of the highly visited areas tend to be the same for women and

men, but this is not true for the socioeconomic groups. In particular, the lower and

upper-income groups tend to have few highly visited areas in common. This finding

might reflect the socioeconomic segregation of the studied cities — a well-known

issue in urban areas [138, 151]. Moreover, in general, men tend to have a higher

fraction of travels in the highly visited areas, which is in line with men being more

likely to prefer larger cities than smaller ones, but in an urban context [152].

We demonstrated that the temporal patterns in the Latin American countries

are similar to those observed in regions within the USA and the UK. However, we

point out that some regions present more minor gender di↵erences on the temporal
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Table 3.13: Portrait Divergence between the mobility network from travellers of each
gender (women,men) grouped by the following household arrangements: married, single,
parent and married parent. We highlight in bold the maximum values reached for each
row. The values extracted from the null models are in parentheses. The null models shu✏e
the gender category.

City Year PD(married) PD(single) PD(parent) PD(married parent)

MDE
2005 0.8815 (0.5933) 0.7877 (0.3867) 0.6916 (0.4414) 0.9404 (0.7175)
2017 0.9887 (0.4038) 0.8545 (0.4259) 0.9297 (0.4308) 0.8901 (0.7419)

BGT
2012 0.9612 (0.6533) 0.9759 (0.4936) 0.9595 (0.4730) 0.9876 (0.7174)
2019 0.9646 (0.2625) 0.1520 (0.1141) 0.8437 (0.2490) 0.9874 (0.5178)

SAO

1997 0.9911 (0.6856) 0.6209 (0.2150) 0.6240 (0.2295) 0.8988 (0.6940)
2007 0.9152 (0.7312) 0.7059 (0.2497) 0.6497 (0.2778) 0.9521 (0.8319)
2017 0.9122 (0.7603) 0.6537 (0.2659) 0.5705 (0.2759) 0.9561 (0.8952)

distribution of travels than others, which make us question whether cities that have

similar urban structures and characteristics may present similar mobility di↵erences

across gender (see in Chapter 6).

We contribute to the literature showing that di↵erences and inequalities are

hidden in the complexity of what gender means and how gender can be interpreted.

We argue that gender is a dynamic cultural construct that evolves over time and

that changes in cultural constructs may reflect in mobility patterns changes. We

presented new evidence that gender di↵erences that result from marital status and

parenthood are reflected in mobility patterns [14, 15, 18, 19, 24, 153]. Families

in which women are the breadwinner indicate those gender roles are not inherent

and can be reconfigured [154]. However, we do not observe this being translated in

mobility — at least for population-based analysis.

Finally, to the best of our knowledge, the analyses using network science to

demonstrate di↵erences in how women and men distribute their travels over space

and time is novel to the literature. We showed that the network from the mobility of

men/women travellers has a global/local organisation. We present that individuals

are more likely to visit other zones than those they reside in and that mobility tends

to be more spatially concentrated than the residential spatial distribution. Areas

highly visited by the upper-income group are usually not the ones visited by the

lower income group showing socioeconomic segregation that may impact inequalities

in the mobility of our studied countries.
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4. Estimating the mobility diversity

There is unequal participation of di↵erent gender and socioeconomic groups across

job sectors [14, 15, 17–19, 114, 115]. For example, the percentage of women in

STEM-related jobs is around 30% in several countries such as Japan, Australia, and

Canada [155]. In this way, we argue that if these job sectors are concentrated in

a specific urban location, the likelihood of having more men visiting this location

is probably higher than women. Thus, an uneven distribution of mobility within

urban areas for di↵erent gender and socioeconomic groups might result from an

uneven distribution of job opportunities in urban areas. The spatial concentration of

mobility can be interpreted as a proxy for understanding the spatial landscape of

opportunities. Furthermore, it can be used to explore the extent to which inequalities

in job sectors influence commuting patterns.

In Chapter 3, we observe indicators that women and men organise their

mobility di↵erently through space and time. In this chapter, we quantify the spatial

concentration of mobility and fairly compare them across gender and socioeconomic

groups. Therefore, this chapter presents the second contribution of this thesis, which

is the adaptation of the metrics mobility diversity to measure the spatial concentration

of mobility across sociodemographic groups. This metric is an adaptation of the

Shannon entropy [156] to compute the concentration of mobility within an urban

area. Even though Shannon entropy is widely used in the literature [80, 157], we

approached this measure from a new point of view, which allowed us to extend

its applicability to indicate how the spatial landscape of mobility is di↵erent for

sociodemographic groups. Therefore, mobility diversity presents a novel mobility

pattern in which we capture di↵erences between the mobility of women and men

and socioeconomic groups. Our results are limited to the urban areas of Medelĺın,
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Bogotá and São Paulo, but we argue that it can be replicated for other regions if

similar datasets are available. This chapter does not use data from the United States

of America and the United Kingdom because we can not ensure similar robustness

of our methodology in the spatial partitioning of both datasets.

We acknowledge that this chapter is a rewritten version of the reference: “M.

Macedo, L. Lotero, A. Cardillo, R. Menezes and H. Barbosa, ‘Di↵erences in the

spatial landscape of urban mobility: gender and socioeconomic perspectives’, pp. 1–

19, PLOS ONE, 2022.”. The contribution of this work is summarised in the following

points: (i) women and men di↵er in how they distribute their travels over urban

areas; (ii) socioeconomic background amplify gender di↵erences in mobility diversity;

and (iii) work travels tend to be more concentrated than overall and non-work travels.

These findings indicate that inequalities in the labour market and cultural constructs

might be translated to di↵erences in mobility.

4.1 Data

The data used in this chapter are from the national travel and household surveys

from Medelĺın (MDE) [73], Bogotá (BGT) [129] and São Paulo (SAO) [72]. These data

are further detailed in Section 3.1. As a summary, these data specify individual and

household information such as gender, age and household income. They also detail

the travels performed for di↵erent purposes/demands (e.g., work, study, go home

and shop). Each travel has origin and destination zones, the departure and arrival

times, purpose of travel and transportation mode used. Moreover, the governments

and organisations of each country provide expansion factors for the travels. These

expansion factors take into account the sociodemographic composition for each year

of their partitioning (areas or zones) that projects the sample onto the real number

of residents within the urban areas.

In order to be consistent in our analyses across time and to compare cities,

we grouped the data into three socioeconomic strata: Lower class (lower), Middle

class (middle), and Upper class (upper) (see details of the data in Chapter 3). In

Table 4.1, we show the main characteristics of the raw data with respect to the
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number of people available in the data. In Table 4.2, we show the main characteristics

of the raw data with respect to the number of travels available in the data. The

population distributions obtained from the socioeconomic rearrangement using the

expansion factors (Tables A.2 and A.3) were similar to what is frequently observed

in modern societies [158, 159]. We point out that for the MDE survey of 2017, there

is no available expansion factor of the travels, so we kept our analyses using the

sample data. We show that the expansion factor can impact the magnitude of our

measure — mobility diversity—, but di↵erences across sociodemographic groups

persist. Therefore, the absence of expansion factor can impact temporal analyses,

and the usage of expansion factor is necessary for a more robust analysis.

Another data concern is that the number of zones and their boundaries change

over time. In general, zones in our data become smaller over time as the population

density and sociodemographic composition change. In this way, we use spatial

partitioning for the first year available of each region, merging smaller areas into

bigger ones for the following years. To ensure that our partitioning was reliable over

the years, we ensure that the overall distributions of travel time, travel distance,

and the fraction of travels would maintain consistent. Finally, the spatial division

of the data corresponds to the area divisions of 2005 (MDE), 2012 (BGT), and 1997

(SAO), respectively. Two examples of spatial partitioning can be seen for the case

of BGT in 2019 in Figures 4.1 and 4.4 where we show the gender and socioeconomic

distribution of work travel over the metropolitan region.

4.2 Mobility Diversity

Mobility diversity is defined as the concentration/distribution of travels within a set

of zones in an urban area. The term mobility diversity was proposed by Pappalardo

et al. [157] based on the probability of an individual performing a travel from a zone

x to a zone y. Whereas Lenormand et al. [80] compute a similar metrics considering

the attractiveness of a location taking into account where people live and visit. Both

papers use the Shannon entropy to compute the concentration of mobility but from

di↵erent perspectives.
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Here, we compute the mobility diversity based on the population or collective

mobility from sociodemographic groups in urban areas. We are not necessarily

interested in the zone where people live, so we do not constraint travel origins

to consider the trip-chaining characteristics in mobility. From the literature, trip-

chaining is more likely to be performed by women than by men [25, 26, 111], and

disregarding this fact would potentially hide inequalities across genders. Therefore,

mobility diversity in this chapter is the likelihood of a group of people X visiting a

zone i for a specific demand d.

Mathematically, we describe the mobility diversity , H
X
d , of a group of travellers

X based on their travels to fulfil purpose d as Equation (4.1). A group X can be a

set of individuals that share one or more characteristics in common, such as gender

and socioeconomic status. The probability of an individual of the group X visiting a

given zone i to fulfil purpose d is p
X
d (i), represented in Equation (4.2). N

X
d (i) denotes

the number of travels made by a group X to fulfil purpose d whose destination is

zone i, and N
X
d denotes the total number of travels made by a group X to fulfil

purpose d. The total number of zones is represented as NZ .

H
X
d = � 1

log2 NZ

NZX

i=1

p
X
d (i) log2 p

X
d (i) , (4.1)

where

p
X
d (i) =

N
X
d (i)

N
X
d

. (4.2)

Equation (4.1), H
X
d , outputs a value between zero and one (HX

d 2 [0, 1]). The

two extreme cases correspond to (i) a complete concentration of travels in one zone

(HX
d = 0) or (ii) a uniform distribution of travels over all the zones (HX

d = 1). The

boundaries of mobility diversity do not depend on the group of travellers or the

purpose of travel in consideration. Under the assumption that all the travellers travel

to one zone (i = ĩ), the Equation (4.2) becomes:

p
X
d (i) =

8
>><

>>:

1 for i = ĩ

0 otherwise

. (4.3)
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Then, we replace p in Equation (4.1), and rewrite H
X
d :

H
X
d = � 1

log2 NZ

"
(1 log2 1) +

NZX

i=1
i 6=ĩ

0 log2 0

#
= � 1

log2 NZ
(0 + 0) = 0 . (4.4)

Otherwise, if we assume that the travellers visit all the zones with similar probabilities,

Equation (4.2) becomes:

p
X
d (i) =

N
X
d (i)

N
X
d

=
N

X
d /NZ

N
X
d

=
N

X
d

NZ

1

N
X
d

=
1

NZ
8i , (4.5)

where N
X
d (i) is the total number of travels made by a group X with a purpose d

to a destination area i and N
X
d =

PNZ

i N
X
d (i). We then replace Equation (4.5) in

Equation (4.1):

H
X
d = � 1

log2 NZ

NZX

i=1

1

NZ
log2

1

NZ
, (4.6)

as the sum does not depend on i, we solve:

H
X
d = � 1

log2 NZ
NZ


1

NZ
log2

1

NZ

�
= � 1

log2 NZ

⇣
� log2 NZ

⌘
= 1 . (4.7)

The number of zones and travels can impact the magnitude of the mobility

diversity (Equation 4.1), so we take extra precautions to ensure consistency. To

account for the e↵ect of sample and population sizes, we propose to compute mobility

diversity using a bootstrapping strategy and estimate the H values from random

samples of the data. We compute the mobility diversity (e.g. the value of H
X
d 1000

times using Equation (4.1)) and a random sample set of 60% travels made by a

certain group of travellers, X, fulfilling a given purpose, d. With a set of 60% of

travels, we ensure the consistency of the mobility diversity values while avoiding

statistical fluctuations biased by the data (e.g. outliers). We describe the impact of

varying the bootstrapping percentages of travels in Section 4.5. We also analysed

the evolution of the values of H with respect to specific sizes (e.g., 5000 travels)

of the bootstrap sample. We found that the value of H saturates as the sample

size increases (see Section 4.5). Finally, we argue that the e↵ects of the sample
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composition (e.g., the presence of more poor travellers than rich ones) on the value

of H is part of the intrinsic nature of the Colombian and Brazilian societies and,

therefore, does not constitute a bias in our results.

The variation in the area, length and population density of the zones can

a↵ect the values of H. To address this spatial partitioning issue, we compared

the empirical values of H with those obtained using five null models accounting

for both the non-homogeneous size of the areas and the non-uniform density of

inhabitants (Section 4.6). We observe that the values of H are not completely

described even taking into account the main factors of mobility, indicating that

gender and socioeconomic dimensions potentially shape the mobility diversity .

In summary, we ensure that our analyses of mobility diversity are valid when

considering multiple concerns related to sample size, spatial partitioning and pop-

ulation distribution. In line with Section 2.5 and the literature [3], the following

factors are essential to mobility: travel distances following a truncated power-law dis-

tribution and non-homogeneous residential distribution. Nevertheless, these factors

are insu�cient to explain the di↵erences in mobility diversity across gender and

socioeconomic groups.

Table 4.1: Main properties of the raw datasets analysed in our study. For each region, we
have the total area covered A, and the number of zones into which it is divided, NZ . Then,
for each year we have the number of travellers NP , the fraction of men (women) travellers
f
M (fW ), and the fraction of Lower class, Middle class and Upper class travellers (flower,

f
middle and f

upper).

Region A(km
2) NZ Year NP f

men
f
women

f
lower

f
middle

f
upper

MDE 1,167 215
2005 22,840 0.48 0.52 0.48 0.46 0.06
2017 30,290 0.49 0.51 0.54 0.38 0.08

BGT 24,477 400
2012 37,189 0.46 0.54 0.52 0.42 0.06
2019 47,149 0.48 0.52 0.52 0.43 0.05

SAO 9,486 248
1997 37,316 0.48 0.52 0.30 0.63 0.07
2007 51,103 0.49 0.51 0.23 0.62 0.15
2017 48,085 0.50 0.50 0.23 0.63 0.14
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Table 4.2: Main properties of the raw datasets analysed in our study. For each region,
we have the total area covered A, and the number of zones into which it is divided, NZ .
Then, for each year we have the number of travels NT , the fraction of travels made by men
(women) travellers fmen (fwomen), and the fraction of travels made by Lower class, Middle
class and Upper class (flower, fmiddle and f

upper).

Region A(km
2) NZ Year NT f

men
T f

women
T f

lower
T f

middle
T f

upper
T

MDE 1,167 215
2005 70,773 0.48 0.52 0.47 0.46 0.07
2017 65,228 0.49 0.51 0.15 0.66 0.19

BGT 24,477 400
2012 100,009 0.45 0.55 0.50 0.43 0.07
2019 164,931 0.48 0.52 0.51 0.44 0.05

SAO 9,486 248
1997 93,376 0.48 0.52 0.29 0.63 0.08
2007 137,411 0.49 0.51 0.20 0.62 0.18
2017 125,544 0.50 0.50 0.20 0.63 0.17

4.3 Results

We explore the di↵erences in the mobility diversity that are consistent and persistent

over the years and metropolitan areas that can potentially indicate disadvantages

and inequalities. Our hypothesis is that there is a structural disadvantage of certain

groups in mobility, so inequalities in the labour market can manifest in the commuting

patterns. In Chapter 3, we saw that both gender and socioeconomic groups display

di↵erent network structures from their mobility, so now we estimate to what extent

each group tend to concentrate their travels in a few areas.

We present the existence of e↵ects played by gender and socioeconomic factors

in urban mobility by computing the mobility diversity of the overall travels (all),

and their di↵erences with work (work) and non-work (nonwork) travels. Then,

we compare the mobility diversity coming from the mobility across gender and

socioeconomic strata (separately and combined). We point out that longitudinal

changes of H for MDE are mostly presented in the discussion section as we do not

have expansion factors available for 2017.

Looking at Figures 4.1- 4.6, we argue that there is already a visual perception

of the role of gender and socioeconomic status in the mobility of MDE, BGT and SAO.

Most of the areas are visited for the purpose of work by men and by the middle

class, and we observe that the spatial distribution of mobility over the areas has

some peculiarities for each city. In this way, we now use mobility diversity to capture
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this concentration of mobility.

Map tiles by CartoDB, under CC BY 3.0. Data by © OpenStreetMap contributors, under ODbL.

Figure 4.1: Density map of work travels made in BGT during the year 2019. Brighter
colours represent a higher density of travels to work. The hue denotes whether for a given
zone the majority of travels were made by women (red), men (green), or by both (yellow).
The inset portrays a zoom of the city centre.

4.3.1 Analysis of the travel’s purpose

We compute the mobility diversity , H, of travels belonging to three groups: related

to work (work), related to any purpose except for work (nonwork) and regardless of

their purpose (all). Figure 4.7 exhibits the distributions of the values of H for each

group, city and year. Pairwise Welch’s t-tests revealed that all the distributions are

statistically di↵erent (p-value < 0.001). The values of H are all located above 0.80,

indicating that the travels are — more or less — evenly distributed across all the

zones available regardless of the purpose, city, or year considered.

We observe that work travels display smaller values of H than from other types

of travels, which means that work travels are slightly more concentrated. In this

way, we argue that job opportunities might be more spatially concentrated in urban

areas than other purposes such as education and leisure. We also see that there is

a decrease of H over time for the travels in MDE and BGT. This change might come

from other opportunities that become available in other zones, so the travels became
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Map tiles by CartoDB, under CC BY 3.0. Data by © OpenStreetMap contributors, under ODbL.

Figure 4.2: Density map of work travels made in MDE during the year 2017. Brighter
colours represent a higher density of travels to work. The hue denotes whether for a given
zone the majority of travels were made by women (red), men (green), or by both (yellow).
The inset portrays a zoom of the city centre.

Map tiles by CartoDB, under CC BY 3.0. Data by © OpenStreetMap contributors, under ODbL.

Figure 4.3: Density map of work travels made in SAO during the year 2017. Brighter
colours represent a higher density of travels to work. The hue denotes whether for a given
zone the majority of travels were made by women (red), men (green), or by both (yellow).
The inset portrays a zoom of the city centre.
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Map tiles by CartoDB, under CC BY 3.0. Data by © OpenStreetMap contributors, under ODbL.

Figure 4.4: Density map of work travels made in BGT during the year 2019. Brighter
colours represent a higher density of travels to work. The hue denotes whether for a given
zone the majority of travels were made by travellers belonging to the lower (red), middle
(green), upper (blue) or all three socioeconomic status. The inset portrays a zoom of the
city centre.

Map tiles by CartoDB, under CC BY 3.0. Data by © OpenStreetMap contributors, under ODbL.

Figure 4.5: Density map of work travels made in MDE during the year 2017. Brighter
colours represent a higher density of travels to work. The hue denotes whether for a given
zone the majority of travels were made by travellers belonging to the lower (red), middle
(green), upper (blue) or all three socioeconomic status. The inset portrays a zoom of the
city centre.
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Map tiles by CartoDB, under CC BY 3.0. Data by © OpenStreetMap contributors, under ODbL.

Figure 4.6: Density map of work travels made in SAO during the year 2017. Brighter
colours represent a higher density of travels to work. The hue denotes whether for a given
zone the majority of travels were made by travellers belonging to the lower (red), middle
(green), upper (blue) or all three socioeconomic status. The inset portrays a zoom of the
city centre.

more concentrated.

For the case of SAO, we observe that the increase of H only happened between

2007 and 2017 indicating a decrease on the concentration of travels. From 1997 to

2007, we observe a decrease of H that indicates an increase in the concentration of

travels. We argue that work travels seem to be less stable over the years than all

travels demonstrating the importance of analysing mobility not solely as an overall

or average.

4.3.2 E↵ects of gender on mobility’s diversity

We uncover in this section that there is a statistical di↵erence between the distribu-

tions of mobility diversity across gender. We point out that men and women display

di↵erent patterns in mobility such as average travel time, preferences on the mode

of transportation, and commuting travel distance [25, 28, 45–48, 134], and mobility

diversity is a new pattern in mobility in which they di↵er. We argue that as the

participation of women in some job sectors is scarce and that some job sectors are
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Figure 4.7: Violin plots of the bootstrapped mobility diversity , H, for all, work and
nonwork travels made in each region and year. To better visualise the overlap (or not)
between the distributions of all, work, and nonwork travels, we show the distributions for
all travels duplicated (entire grey violins instead of half-violins).

concentrated in a set of areas, women and men explore the urban areas in di↵erent

ways. Therefore, we use mobility diversity to measure this di↵erence.

We first detail our analysis for BGT, then we summarise the analysis for the

other cities. Figure 4.8 shows the Kernel Density Estimation (KDE) of the mobility

diversity , H, of travels made by men (M), women (W ), and all (A) travellers for

all travels (all), and for work travels only (work). Statistical di↵erences are found

between the distributions of H across gender groups computed by Welch’s t-test

between all the possible pairs of distributions (p-value < 0.001).

The envelopes of the KDEs are more peaked for the most recent year, and

they display a smaller peak-to-peak distance between the envelopes. Regardless of

gender, the travels in 2019 become more concentrated than in 2012, indicating that

some areas might start attracting more visits. Considering gender, we see that the

average values of H from travels performed by women are always smaller than the

ones performed by men. This suggests that men tend to explore more in urban areas

than women.

We then repeat the same analysis for MDE and SAO (shown in detail in Figures 4.9

and 4.10). We provide an overview of the e↵ects of gender on H for all the urban

areas together over all the available years in Figure 4.11. We ensure that Welch’s

t-test confirmed that the distributions are statistically di↵erent (p-value < 0.001),

except for the case between men and all travellers of MDE in 2017.
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Figure 4.8: Kernel Density Estimation (KDE) plots of the mobility diversity , H, for all
travels (panels a and b) and work travels (panels c and d) in the urban area of BGT. For
each travel purpose, we plot KDE(H) for travels made by men (M), women (W ), and
all travellers (A). The matrix appearing within each graphic summarises the distances
between the medians of the distributions (peak-to-peak distances multiplied by 10�3).
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Figure 4.9: Kernel Density Estimation (KDE) plots of the mobility diversity , H, for all
travels (panels a,b) and work travels (panels c,d) in MDE. For each travel purpose, we plot
the KDE(H) for travels made by men (M), women (W ), and all (A) travellers. The matrix
appearing in the top left corner of each panel reports the peak-to-peak distance (i.e. the
distance between the median of the distributions) multiplied by a factor of 10�3. The
KDEs are computed from a distribution of H obtained by bootstrapping 1,000 times 60%
of the available travel records.
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Figure 4.10: Kernel Density Estimation (KDE) plots of the mobility diversity , H, for all
travels (panels a - c) and work travels (panels d-f) made in SAO. For each travel purpose,
we plot the KDE(H) for travels made by men (M), women (W ), and all travellers (A).
The matrix appearing in the top left corner of each panel reports the peak-to-peak distance
(i.e. the distance between the median of the distributions) multiplied by a factor of 10�3.
The KDEs are computed from a distribution of H obtained by bootstrapping 1,000 times
60% of the available records.
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Figure 4.11: Violin plots of the bootstrapped mobility diversity , H, for all travels (top
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Similar to the results for BGT, the value of H for the travels performed by men

tend to be higher than the ones computed for women’s mobility for MDE and SAO. We

identify one exception for the case of SAO in 2007 for which H
W

> H
M . The violin

plots show also that, in general, �H
MA

< �H
WA, where �H

XY =
��hHXi � hHY i

��

and X, Y 2 {A, M, W}. We conclude that no qualitative di↵erence can be seen

between the distributions of Hall and Hwork.

We highlight that travels performed by both genders can have values of mobility

diversity greater than only computed from women or men travels. This is true because

the distribution of probabilities of individuals, regardless of gender, visiting a location

can become more uniform than when considering gender. The opposite can also

happen. Even though the sample size varies, the variance on the probabilities of

visiting a location plays the main role in establishing mobility diversity . Further

details on the sample size e↵ect can be seen in Section 4.5. Regardless of the sample

size selected for the number of travels, we consistently see the values of mobility

diversity from men travellers higher than the ones computed for women travellers.

Looking at the temporal evolution of H in Figure 4.11, we observe a decrease

of H between years, except for the city of SAO in 2017 that shows the opposite trend.

We in fact observe the same V-shaped patterns as in Figure 4.7. We argue that,

in general, the value of H associated with men’s mobility tend to be higher than

women’s, regardless of the travel’s purpose.

We also point out that the absence of expansion factors in MDE 2017 indeed cause

some variation in the mobility diversity for MDE. Looking at Figures 4.7 and 4.12, there

is an evidence that mobility diversity decreases over the years. The gender groups

are not a↵ected by the expansion factor, but the magnitude is slightly impacted.

As in the literature, we also observe in our data that on average women are

more likely to perform shorter travels than men (Figure 4.13, and Tables 4.3 and 4.4).

We compute the travel distance, l, between the centroids of the origin and destination

zones. Even though we see di↵erences in the travel distances distributions, men could

have longer travel distances while concentrating their travels in a few zones, which is

not the case. Therefore, the di↵erences in the mobility diversity do not necessarily
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Figure 4.12: Comparing the distributions of the mobility diversity (H) for all travels
(panels a,b) and work travels (panels c,d) within the MDE area.
Panels a and c display the case of raw travel records, whereas panels b and d display

the case of travel records obtained using the expansion factors for year 2005.

emerge because of the travel distance distributions.

Figure 4.13: Complementary cumulative probability distribution function, P>(l), of the
probability of making travel with a distance between origin and destination zones equal to
or greater than l. Each panel refers to a di↵erent metropolitan area.

Nevertheless, the percentage of women or men working in the same zone that

they live in can impact the mobility diversity , as endogenous mobility decreases the

percentage of travels exploring other urban areas. In our data, women and men

display a similar fraction of travels regardless of the travel’s purpose (all or to work),

and the fact that the origin and destination zones are the same (travels inside a zone)

(Table 3.7). The fraction of travels that travellers live and work in the same zone

are similar for women and men (Table 3.7). Furthermore, women and men work in

general in only one zone (Figure 4.14), but the latter is slightly more likely to work
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in more than one zone. Thus, we argue that travels inside zones and the number of

workplaces are not impacting di↵erences in the mobility diversity of women and men.

Then, we check whether the majority of the zones are more likely to be visited

by men than women for di↵erent travel purposes. Table 3.6 shows the percentage of

zones for which there are more travels performed by men than by women for all,

work and nonwork purposes. For all travels, MDE and SAO show most areas being

visited by men, and BGT shows a majority of areas being visited by women. For work

travels, regardless of the region, the majority of the areas are mostly visited by men,

and the opposite happens to nonwork travel. We conclude that women are more

likely to be concentrated in a few areas to work, and women are also a minority in

most areas. We see that the travel’s destination for women and men follows di↵erent

distributions regardless of the purpose of travel except for MDE in 2017 (tested by

Student t-test and Kolmogorov–Smirnov test with p-value < 0.01). This might be

the case as we do not have the expansion factor available for MDE in 2017.

Table 4.3: Minimum (min(l)), maximum (max(l)), median (med(l)), average (hli), and
standard error of the mean ("l) of the travel distance l (measured in m) made by men and
women in each region and year.

City Year Gender min(l) max(l) med(l) hli "l

MDE

2005
men

102.54
59149.04 3775.57 5025.26 3.37

women 58728.50 3256.55 4463.16 3.17

2017
men

104.58
39867.49 5349.23 7705.08 52.37

women 39867.49 5631.93 7734.20 53.62

BGT

2012
men

101.35
115452.21 4207.63 6666.98 3.49

women 81793.49 3008.38 5746.65 2.99

2019
men

119.02
89115.59 12883.82 14561.42 4.94

women 89115.59 12991.28 14761.55 4.74

SAO

1997
men

103.91
99384.35 7081.65 10162.40 4.05

women 99384.35 5297.32 8136.43 3.88

2007
men

281.25
85235.50 17888.80 21623.26 4.91

women 85235.50 17627.78 20844.79 4.74

2017
men

130.41
49996.82 4727.93 10015.40 3.11

women 62504.24 4630.86 9952.94 3.10
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Table 4.4: The p-values of the Kolmogorov–Smirnov (KSTest) and Student t (TTest)
tests comparing the travel distance performed by men (M), women (W) and all travellers
(A). The symbol ⇤⇤⇤ represents that the p-value is smaller than 0.001.

City Year KSTest(MW ) KSTest(AM) KSTest(AW ) TTest(MW ) TTest(AM) TTest(AW )

MDE
2005 ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤

2017 ⇤⇤⇤ 0.17 0.12 0.69 0.83 0.82

BGT
2012 ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤

2019 ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤

SAO

1997 ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤

2007 ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤

2017 ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤ ⇤⇤⇤

Table 4.5: Percentage of areas for which the fraction of travels performed by men is
higher than the same quantity computed for women for all, work and nonwork travels
(PM

all,area > P
W
all,area, P

M
work,area > P

W
work,area , PM

nonwork,area > P
W
nonwork,area).

City Year P
M
all,area > P

W
all,area P

M
work,area > P

W
work,area P

M
nonwork,area > P

W
nonwork,area

MDE
2005 61.46% 79.67% 43.20%
2017 62.67% 91.12% 36.40%

BGT
2012 28.21% 63.79% 21.55%
2019 26.84% 77.09% 15.02%

SAO

1997 63.88% 87.20% 39.84%
2007 46.85% 86.12% 26.77%
2017 50.00% 86.69% 34.00%

Figure 4.14: Fraction of the number of locations in which an individual works, fnwork ,
disaggregated according to the gender of the travellers.
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Figure 4.15: Kernel Density Estimation (KDE) plots of the mobility diversity , H, for
travels made by travellers belonging to di↵erent socioeconomic status in the BGT area of
2012 (panels a and c) and 2019 (panels b and d). The top row (panels a and b) displays the
values obtained considering all travels, whereas the bottom row (panels c and d) displays
the values obtained considering only travels associated with the work purpose. We show the
KDE(H) for travels made by all travellers (A), as well as for those belonging to the lower
(Low), middle (Mid), or upper (Up) socioeconomic groups. The matrix appearing within
each plot encapsulates the distance between the median of the distributions (peak-to-peak
distances multiplied by 10�3).

4.3.3 E↵ects of gender & socioeconomic status

In this section, we unveil an e↵ect of socioeconomic status alone and combined with

gender in the mobility diversity (H). In fact, we show that gender di↵erences in H

are amplified when we take the socioeconomic factor into account. We first analyse

the role of socioeconomic status alone for travels made for all or work purposes.

We compute the values of H of travels made by travellers belonging to the three

socioeconomic groups as defined in Section 4.1 (i.e. lower Low, middle Mid, and

upper Up). We also analyse the mobility diversity of the travels made by all travellers

combined all (A).

We detail the analyses of mobility diversity for BGT, and then we move to other

urban areas. Figure 4.15 displays the KDE(H) for the BGT area for the years 2012

and 2019, respectively. We find the same decreasing trend of mobility diversity over

time considering both purpose of travels as in Sections 4.3.1 and 4.3.2.

The travels performed by the people belonging to the upper income group
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exhibit the lowest values of H, indicating that they concentrate more on their travels

in a few urban areas. In contrast, middle income group travellers in general display

the highest values of H, suggesting that individuals in the middle income group cover

space more uniformly than other classes. However, we argue that the magnitude of

the mobility diversity varies across the socioeconomic groups for di↵erent reasons.

For the studied cities, people belonging to upper income group might move to

fewer zones because they are better located in relationship to opportunities. On the

other hand, people belonging to lower-income class might not be able to a↵ord to

live close to a high volume of opportunities. Besides, the mobility of lower income

group can rely more on the public transportation system, which can be insu�cient

or inadequate depending on the city and the travel destination. Finally, we observe

that the peak-to-peak distances between the KDE become smaller over the years,

indicating a possible decrease of socioeconomic inequalities in BGT. We highlight here

that this decrease is also seen across gender groups.

Analysing the other urban areas, we observe that the KDE plots (Figures 4.16

and 4.17) confirm that travellers belonging to the upper group tend to display the

lowest values of H, whereas those belonging to the middle group tend to cover more

uniformly the urban region. There is no qualitative di↵erence between the values

of H for di↵erent purposes of travel, but we do see some peculiarities across cities.

In SAO (Figure 4.17), the mobility diversity of lower and middle-income travellers

display similar changes over the years, while the upper group shows the opposite

trend. We argue here that the impact on the mobility of lower and middle income

groups in 2007 could have been largely influenced by the profound economic changes

Brazil underwent during that period [160, 161].

We now focus on the combined e↵ect of gender and socioeconomic status, so

we compute the mobility diversity of travels made by travellers having a certain

social status (e.g. middle) and gender (e.g. W ). We summarise the results of H in

Figure 4.18 for travels made for all purposes by all the combinations of gender and

socioeconomic status. What stands out in Figure 4.18 is that socioeconomic status

shapes the mobility of people considerably, whereas gender shapes a smaller e↵ect.
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Figure 4.16: Kernel Density Estimation (KDE) plots of the mobility diversity H for all
travels (panels a and b), and work travels (panels c and d) in Medelĺın. The matrix in the
top left corner of each graph reports the peak-to-peak distance between the median of the
distribution, multiplied by a factor of 10�3.

We see a consistent gender distinction with men displaying higher values of

H than women within the same socioeconomic group. We also continue to observe

that peak-to-peak distances are smaller over time. Indeed, on average, the gender

di↵erences within each socioeconomic group tend to decrease over time, suggesting

that the gender gap might be getting smaller (Table 4.6).

We notice that the greater di↵erences between genders occur for travellers

belonging to the upper group (Table 4.6). Similar conclusions are drawn from the

mobility diversity computed for travels made for work purposes by all combinations of

gender and socioeconomic status (Figure 4.19). We highlight that we can not reject

the null hypothesis that the distributions of the work travels are statistically similar

(tested by Welch’s t-test with p-value < 0.01) in two cases for MDE in 2017: (i) all

and men travellers, and (ii) men of the upper income group. We also notice that the

values of mobility diversity are di↵erent from those obtained from the null models (see

Section 4.6). On average, the gender-centred di↵erences within each socioeconomic

group tend to decrease over time, suggesting that a possible gender-level di↵erence

in mobility is, indeed, reducing (Table 4.6).

We assess the contribution of the gender and socioeconomic attributes (alone
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Figure 4.17: Kernel Density Estimation (KDE) plots of the mobility diversity H for all
travels (panels a, b, and c), and work travels (panels d, e, and f) in São Paulo. The matrix
in the top left corner of each graph reports the peak-to-peak distance between the median
of the distribution, multiplied by a factor of 10�3.

and combined) in the mobility diversity H applying three statistical tests. First, we

use the ANOVA one-way test to compare if the averages of the mobility diversity

distributions computed separately by either the gender or socioeconomic status

groups are statistically di↵erent. Then, we apply the ANOVA two-way test to

investigate if the averages of the mobility diversity distributions computed by gender

and socioeconomic status together are statistically di↵erent. Finally, we apply Tukey’s

HSD post hoc test to identify within attributes which groups display statistically

di↵erent average values of H. All the detailed explanations and specific values

of F and p-values from ANOVA and Tukey’s HSD post hoc tests are detailed in

Section 4.4. Based on these tests, we can reject the hypothesis that the mean values

of the mobility diversity , H, from the travels performed by gender (men, women and

all travellers) and socioeconomic groups (lower, middle, upper and all travellers)

are similar. When considering only gender or socioeconomic status, there is no

exception in the statistical tests.

Lastly, we compare the mobility diversity distributions of gender and socioeco-

nomic status taken together. We can also reject the null hypothesis that the mean

values of the mobility diversity , H, distributions are similar from the majority of

pairwise comparisons, except in MDE for the work travels in 2017 performed by (i)
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all and men travellers; (ii) all and men for the upper income group. Moreover, the

value of H computed for the entire population is higher than that of the travels

made by travellers of a given gender and socioeconomic group. Such a di↵erence is

due to the fact that gender and socioeconomic status play a role in concentrating

the travels from many areas to fewer areas. Sections 4.5, 4.6 and 4.7 detail the e↵ect

of sample size, residential distribution, spatial tessellation and endogenous mobility.

Summing up, in general, the patterns in mobility diversity for di↵erent groups

of gender and socioeconomic status taken separately or together are statistically

di↵erent. Without exception, we claim that the socioeconomic group consistently

accounts for the highest gap in mobility diversity . Thus, depending on the gender

and socioeconomic group, individuals can be more likely to concentrate their travels

in fewer areas indicating that the job distribution might also be more concentrated

for certain sociodemographic groups.

Table 4.6: Gender di↵erences, median(HM
S ) � median(HW

S ), of the mobility diversity
H of travels made for all and work purposes by travellers grouped according to their
socioeconomic status, S, and gender, X 2 {M,W}. The values report the peak-to-peak
distance between the median of the distribution of H, multiplied by a factor of 10�3. The
values in bold represent the cases in which median(HW

S ) > median(HM
S ).

City Year Purpose lower middle upper

MDE

2005
all 13.0 3.3 26.4
work 20.9 3.3 11.9

2017
all 0.4 5.4 18.2
work 0.9 8.4 18.2

BGT

2012
all 14.6 19.0 19.6
work 16.3 7.8 36.1

2019
all 3.3 0.1 -1.8
work 7.4 4.9 -0.6

SAO

1997
all 13.7 0.5 19.5
work 5.9 0.0 46.2

2007
all -0.2 -8.0 6.9
work 0.7 -7.3 3.6

2017
all 2.7 0.9 4.1
work 12.3 2.4 10.7
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4.4 Statistical verification of the mobility diversity

distributions

To account for variations in sample sizes, we applied a bootstrapping technique

that estimates the distribution of mobility diversity ensuring that fluctuations and

outliers do not bias our analyses. We, then, apply statistical tests to compare the

distributions of mobility diversity across groups. We used three tests: the Welch’s

t-test [162], the ANOVA [163], and the Tukey’s HSD post hoc test [164]. Welch’s

t-test establishes whether two distributions - in our case, the distributions are the

mobility diversity (H) values - are similar. Using the ANOVA test, we compare

whether the average values of mobility diversity of two or more groups are statistically

similar. Lastly, Tukey’s HSD post hoc test points out the groups with di↵erent

average values of mobility diversity when the ANOVA test rejects the hypothesis

null of similar average values of the distributions.

We have shown in Section 4.3 that all the pairwise comparisons using Welch’s

t-test rejected the null hypothesis except for MDE in 2017 between (i) all and men

travellers and (ii) all and men travellers from upper income group. Therefore, most of

the pairwise comparisons between the mobility diversity distributions are statistically

di↵erent.

Now, we apply the ANOVA one-way and two-way tests to assess if the distri-

butions indicate similar average values of H. We present in Tables A.6 and A.7 all

the values of F -statistic and p-value of the ANOVA test computed from the mobility

diversity , H, of travels made for all and work purposes by travellers aggregated by

gender and socioeconomic status.

Starting with the gender groups, we can reject the null hypothesis that the

mean values of H from men, women, and all travellers regardless of the purpose

of travels are statistically the same because the p-values are smaller than 0.01 and

the F -values are not small. Next, we apply Tukey’s HSD post hoc test to discover

the specific groups that the distributions are not statistically similar. We observe

in Tables A.8 - A.14 that the p-values from the multi-group means comparisons of
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the women, men and all distributions of the mobility diversity between the di↵erent

purpose of travels are smaller than 0.01. The only exception is for MDE in 2017 when

comparing the values of H from the work travels grouped by all and men travellers.

We then repeat the same statistical analyses considering the socioeconomic

groups. The socioeconomic groups presented statistically di↵erent distributions and

average values of H using the ANOVA test and Tukey’s HSD post hoc test.

Finally, we apply the two-way ANOVA test to analyse the relationship between

gender and socioeconomic status in measuring mobility diversity . In Tables A.6

and A.7, the values of F are small; hence the outcome of the ANOVA test does

not exclude that the mobility diversity , H, of travellers belonging to di↵erent so-

cioeconomic and gender groups could belong to the same distribution. To exclude

such possibility, we decided to apply Tukey’s HSD test. From all the multi-group

means comparisons of the distributions of the mobility diversity between di↵erent

sets of travels, Tables A.8 - A.14, we can reject that the values of H of the following

distributions are from populations with the same mean values.

In summary, we conclude that the gender and socioeconomic groups, alone and

combined, show di↵erent distributions of mobility diversity . This result indicates

gender and socioeconomic e↵ect on how each group distribute their travels throughout

metropolitan areas.

4.5 E↵ects of changing the sample size

Because sociodemographic groups are not uniformly distributed, we have a higher

percentage of travels, for example, from men and middle income group. Therefore,

these groups with a higher percentage of travel have higher chances of exploring more

di↵erent areas than groups with a smaller percentage of travel. However, a minimal

amount of data is su�cient to well-represent the groups using a similar number of

travels or percentage of travels per group. Thus, in this section, we explore the

possible e↵ect that di↵erences in the sample size can bias our results.

We start by fixing the number of travels across groups and looking at the

impact of the mobility diversity as we increase the number of travels for these groups.
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We consider the range from 1,000 travels up to the maximum possible size for each

region.

In respect to gender, Figures 4.20- 4.22 display the values of H as we increase

the size of the sample for BGT, SAO, and MDE. There is a saturation of the values of H

generally before the 60% number of travels per group (black symbols on Figures 4.20-

4.22). We continue to see the same qualitative results in which men consistently

show higher values of H than women, and the di↵erences between groups are smaller

for the most recent year. Even though the magnitude is impacted, the gender e↵ect

maintains present in our results.

Now that we ensure that the e↵ect of gender did not depend on the sample size,

we move to the same analysis for the socioeconomic factor. Figures 4.23- 4.25 show

the e↵ects of changing the sample size for the three socioeconomic groups considered.

We conclude that even though the sample size is important for a better picture from

the di↵erences in the mobility diversity across socioeconomic groups, the sample size

does not dictate or change the robustness of our analysis.

Next, we look at the e↵ects of changing the sample size for travels grouped ac-

cording to gender and socioeconomic status simultaneously. Figures 4.26 and 4.27 do

not highlight any qualitative di↵erence with the hierarchies displayed in Figures 4.18

and 4.19. Notwithstanding, the values of H displayed in Figures 4.26 and 4.27 are

not the same. Such a di↵erence is due to the fact that the real population is not

made of groups of equal size. Therefore, we conclude that the dissimilarity of group

sizes should be taken into account when computing H. Nevertheless, we argue that

our results are robust when we ensure that the group sample size is the same.

Finally, as our data do not have a similar sample size across groups, we use BGT

data to argue that using 60% of the data is enough to capture the saturated mobility

diversity values. Figure 4.28 shows the values of H as we increase the size of the

sample for BGT area considering the percentage values per group. Using 10% of each

data sample is already enough to indicate the di↵erences across groups. However,

we argue that at 60%, we have enough stability in the values of H per group. In

summary, we conclude that sample size does not a↵ect our conclusions or the validity
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of our results.

4.6 Null models

In order to ensure that our results do not reflect a simple physical and human mobility

behaviour, we compare our results of H with computed H from five null models

(NMx with x 2 {1, . . . , 5}) in respect to three aspects: i) the partitioning of the

urban area into zones of di↵erent size, ii) the heterogeneity of the distance of travels,

and iii) the population that live in a zone. NM1 being the least realistic model, and

NM5 being the most realistic one. Figure 4.29 summarises the characteristics of all

the null models.

We generate for all the models a similar number of travels (e.g. for SAO we

generate 248,000 travels), which is proportional to 1,000 multiplied for the number

of zones for each region. For the case of taking into account where people live, the

number of people going out from a zone z is proportional to the density of people

residing in the zone z. The distributions of travel distance are from a uniform

random distribution and truncated power-law distribution [3]. Such distributions

range between 100 and 60,000 meters, corresponding to the minimum and maximum

distances estimated in our data. If a destination point of a generated travel falls

outside the urban area, we extract a new point until its position falls within the

urban area. After generating the travels, we compute first the probability that their

destinations fall within a certain zone, i, using Equation (4.2), and then the value of

H using Equation (4.1). Finally, we average the results over 1,000 realisations.

Starting from the most naive model, NM1 accounts only for the tessellation

of the urban area by spreading random points (i.e. travels’ destinations) over the

urban area. Therefore, the probability that a travel ends in a given zone is only

proportional to the zone’s area. NM2 expands slightly NM1 by taking into account

the travel distance limits (100 meters until 60,000 meters). NM3 is similar to NM2

with the exception that the travel’s distance is extracted from a truncated power-law

function. Such a di↵erence translates into the presence of more short range travels

which, in turn, corresponds to more travels towards neighbour zones if the origin
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zone is small, and more travels within the same zone if the origin zone is big, instead.

NM4 is similar to NM2 but it accounts for the heterogeneity in the density of people

living in each zone. This means that the number of travels starting from a given

zone is proportional to the number of people living in it. Finally, NM5 is the most

realistic model and di↵erentiates from NM4 because the travel distance follows a

truncated power-law distribution.

Tables 4.7 and 4.8 display the values of H computed for the spatial distributions

of destinations in all the areas, years, purpose, and by the groups considered in our

study. In addition, the tables also contain the values of H corresponding to the

destinations’ distributions generated by each null model. We performed both the

Kolmogorov-Smirnov and Welch’s t-test on each combination (pair) of empirical and

synthetic distributions of H and, we have found that all of the combinations reject

the null hypothesis of the aforementioned tests with a p-value smaller than 0.001.

In Section 4.5, Figures 4.26 and 4.27 display the violin plots of H computed

using the highest possible value of sample size across groups. In this section, instead,

we observe in Table 4.8 how much the median values of H for each group di↵er from

the same quantity computed via the null models. The di↵erence between these values

indicates that taken together gender and socioeconomic status exert a remarkable

e↵ect on the value of the mobility diversity .

Table 4.7: Summary of the values of the mobility diversity , H, of empirical data and null
models. For each area, year, and purpose of travel we report the values of H computed
for all travels (Hall), gender (Hmen, Hwomen), and socioeconomic status (Hlower, Hmiddle,
Hupper). We report also the value of H computed using di↵erent null models (NMx with
x 2 {1, . . . , 5}) averaged over 1,000 realisations.

Area Year
Travel

Hall Hmen Hwomen Hlower Hmiddle Hupper
hHi

Type NM1 NM2 NM3 NM4 NM5

MDE

2005
all 0.9158 0.9160 0.9127 0.8235 0.8783 0.7281

0.6008 0.7379 0.9643 0.7020 0.8847
work 0.8797 0.8757 0.8704 0.8648 0.8701 0.7548

2017
all 0.9030 0.9039 0.9013 0.8965 0.8594 0.7356

0.6008 0.7379 0.9643 0.7085 0.9230
work 0.9042 0.9045 0.8994 0.8959 0.8601 0.7344

BGT

2012
all 0.9075 0.9127 0.8950 0.7923 0.8826 0.6862

0.3902 0.6123 0.9680 0.9261 0.9485
work 0.9077 0.8960 0.8910 0.8937 0.8782 0.7388

2019
all 0.9366 0.9368 0.9356 0.9264 0.9339 0.8968

0.3902 0.6123 0.9680 0.5988 0.9243
work 0.9285 0.9270 0.9245 0.9081 0.9220 0.8458

SAO

1997
all 0.9443 0.9441 0.9420 0.9014 0.9402 0.8623

0.7674 0.8885 0.9930 0.8760 0.9483
work 0.9359 0.9312 0.9318 0.9363 0.9234 0.8382

2007
all 0.9184 0.9155 0.9198 0.8810 0.9143 0.8901

0.7674 0.8885 0.9930 0.8862 0.9446
work 0.9179 0.9143 0.9184 0.8819 0.9125 0.8864

2017
all 0.9357 0.9359 0.9341 0.9060 0.9321 0.8778

0.7674 0.8885 0.9930 0.8839 0.9533
work 0.9354 0.9360 0.9313 0.9001 0.9320 0.8744
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Table 4.8: Summary of the values of the mobility diversity , H, of empirical data and null
models. For each area, year, and purpose of travel we report the values of H computed
for the travels performed by each group considering the gender and socioeconomic status
together: Men Lower class (HM,L), Men Middle class (HM,M), Men Upper class (HM,U),
Men Lower class (HW,L), Women Middle class (HW,M) and Women Upper class (HW,U). We
report also the value of H computed using di↵erent null models (NMx with x 2 {1, . . . , 5})
averaged over 1,000 realisations.

Area Year
Travel

HM,L HM,M HM,U HW,L HW,M HW,U
hHi

Type NM1 NM2 NM3 NM4 NM5

MDE

2005
all 0.8275 0.8777 0.7309 0.8145 0.8744 0.7045

0.6008 0.7379 0.9643 0.7020 0.8847
work 0.8608 0.8610 0.7234 0.8400 0.8577 0.7115

2017
all 0.8959 0.8612 0.7425 0.8955 0.8558 0.7243

0.6008 0.7379 0.9643 0.7085 0.9230
work 0.8931 0.8603 0.7360 0.8921 0.8518 0.7177

BGT

2012
all 0.7939 0.8858 0.6835 0.7793 0.8668 0.6640

0.3902 0.6123 0.9680 0.9261 0.9485
work 0.8752 0.8579 0.7128 0.8588 0.8501 0.6767

2019
all 0.9272 0.9332 0.8904 0.9239 0.9330 0.8922

0.3902 0.6123 0.9680 0.5988 0.9243
work 0.9055 0.9184 0.8175 0.8980 0.9135 0.8180

SAO

1997
all 0.9053 0.9388 0.8623 0.8916 0.9383 0.8428

0.7674 0.8885 0.9930 0.8760 0.9483
work 0.9278 0.9175 0.8283 0.9219 0.9175 0.7821

2007
all 0.8789 0.9092 0.8886 0.8791 0.9173 0.8817

0.7674 0.8885 0.9930 0.8862 0.9446
work 0.8763 0.9072 0.8785 0.8756 0.9145 0.8749

2017
all 0.9041 0.9314 0.8742 0.9013 0.9305 0.8701

0.7674 0.8885 0.9930 0.8839 0.9533
work 0.8973 0.9310 0.8705 0.8850 0.9286 0.8598

4.7 E↵ects of endogenous and residential based

travels on mobility diversity

In this section, we investigate whether the di↵erences across mobility diversity

disappears when we disregard the mobility performed (i) inside areas (endogenous)

or (ii) to the areas where people live. Analysing these two scenarios help us identify

whether the di↵erences found in mobility diversity are mainly driven by residential

distribution. We acknowledge that these two scenarios do not take into account

travels that their origin is from home. Our goal is not to show that residential

distribution does not play a role in mobility, but that destination area distribution

di↵ers from the residential landscape.

Removing endogenous mobility (first scenario) represents a removal of 27%/8%

from all/work travels (Table 3.7). For the second scenario, residential-based travels,

we remove between 4% and 38% of the travels depending on the purpose of the travel,

region and year (Table 3.12). Thus, we compute the mobility diversity based on the

mobility for the two scenarios considering at least 62% of the sample size data.

Figure 4.30 presents the violin plots of H computed for the sets of non-

endogenous travels made either for all (panels a-c), or work (panels d-e) purpose.

We compare the average values of H displayed in Figures 4.11 and 4.30. In general,
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we observe a decrease of H when disregarding endogenous travels, especially for SAO,

and a greater gender di↵erence. Besides, the removal of endogenous travels a↵ects

the diversity of work travels more than for the all travels.

We then repeat the comparison for the case of travels excluding the residential-

based travels (Figure 4.31). As for the non-endogenous travels case, we also observe a

general decrease of the values of H together with an amplification of the gender di↵er-

ences. Therefore, the gender di↵erences persist even when we disregard endogenous

and residential-based travels.

Next, we investigate how the gender di↵erences will be a↵ected when considering

also the socioeconomic dimension. Figures 4.32 and 4.33 are the non-endogenous

scenario of Figures 4.18 and 4.19, whereas Figures 4.34 and 4.35 account for the

non-residential scenario.

We again see that there is an e↵ect in the magnitude of mobility diversity for

both scenarios. We observe a generalised decrease in hHi as well as, for a given so-

cioeconomic status, an amplification of the gender di↵erences, �H =
��hHW i � hHMi

��

(with indices W and M denoting women and men). Endogenous and residential mo-

bility clearly a↵ects the mobility diversity , but the extent of both the decrease in

hHi and increase of �H is not constant neither between regions nor across years or

travel’s purpose.

To quantify the impact on the values of H, we measure the peak-to-peak

di↵erence between pairs of KDE(H), obtained for travels made by men (M) and

women (W ) belonging to socioeconomic status S, �g = median(HM
S )�median(HW

S )

in Tables 4.9 and 4.10. The definition of �g is the sign of the peak-to-peak di↵erence

determining the hierarchy between men and women. We observe how in most

cases, the values of �g are bigger than the same quantity computed, including also

endogenous and residential travels, regardless of the travel’s purpose. In some cases

(e.g. SAO), the values of �g are even bigger than the maximum di↵erence computed

considering all the travels, max(�g
?). Moreover, work travels di↵erences appear to

be those more a↵ected by the removal of endogenous and residential mobility. Finally,

we notice that sometimes the hierarchy between men and women gets inverted
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(denoted by highlighted cells).

In conclusion, gender di↵erences persist when we disregard endogenous and

residential-based mobility. Therefore, we argue that our analyses persist in being

robust to the residential segregation, and di↵erences in the way women and men

move also come from other factors of mobility and society.
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Table 4.9: Gender based di↵erences of the Kernel Density Estimator KDE(H) of the
mobility diversity , �g, for travels made for all and work purposes having di↵erent origin
and destination zones made by travellers grouped according to their socioeconomic status,
S 2 {lower, middle, upper}, and gender. The values of�g are multiplied by a factor of 103.
Highlighted cells represent the cases in which �g < 0 (i.e. median(HW

S ) > median(HM
S )).

Column G denotes the gender of the more diverse travellers (M for men and W for women).
The symbol > (<) in column T denotes di↵erences whose values are — in absolute value
— bigger (smaller) than the one obtained taking into account all travels. The value of
max(�g

?) is computed from Table 4.6.

City Year Purpose max(�g
?)

all lower middle upper

�g G T �g G T �g G T �g G T

MDE

2005
all 12.10 4.21 M < 6.30 M > 1.45 M < 9.47 M <

work -8.07 32.15 M > 54.41 M > 51.83 M < 1.72 W <

2017
all 16.15 3.11 M > 1.55 W > 7.21 M > 15.33 M <

work 19.67 324.73 M > 201.37 M > 137.85 M > 50.04 M >

BGT

2012
all 15.39 2.97 W < 1.24 M < 0.06 W < 21.13 M >

work 33.89 10.36 M > 16.05 M > 16.13 M > 46.09 M >

2019
all 2.05 2.10 M < 5.28 M > 0.33 M < 2.22 W <

work 5.15 2.41 M < 9.46 M > 0.76 W > 13.76 M >

SAO

1997
all 16.05 7.52 M > 14.55 M > 7.73 M > 17.20 M >

work 30.75 13.18 M > 22.92 M > 15.57 M > 50.80 M >

2007
all -5.97 39.92 M > 36.43 W > 62.20 W > 5.53 M <

work 9.95 47.08 M > 66.70 W > 94.36 M > 116.40 M >

2017
all 6.51 37.53 M > 62.91 M > 8.25 M > 19.63 W >

work 15.34 110.94 M > 176.97 M > 119.60 M > 36.16 W >

Table 4.10: Gender based di↵erences of the Kernel Density Estimator KDE(H) of the
mobility diversity , �g, for travels made for all and work purposes having not the residential
zone of the traveller as destination zone made by travellers grouped according to their
socioeconomic status, S 2 {lower, middle, upper}, and gender. See the caption of
Table 4.9 for notations and definitions.

City Year Purpose max(�g
?)

all lower middle upper

�g G T �g G T �g G T �g G T

MDE

2005
all 12.10 4.44 M > 9.11 M > 1.74 M < 8.51 M <

work -8.07 36.50 M > 58.29 M > 53.54 M > 9.84 M >

2017
all 16.15 1.71 M < 1.49 W > 5.87 M > 13.23 M <

work 19.67 290.01 M > 157.93 M > 166.62 M > 52.31 M >

BGT

2012
all 15.39 2.78 W < 1.25 M < 0.23 M < 20.61 M >

work 33.89 9.76 M > 15.50 M > 15.43 M > 43.84 M >

2019
all 2.05 2.16 M > 5.03 M > 0.32 M < 0.43 W <

work 5.15 2.79 M > 9.48 M > 0.34 W > 15.93 M >

SAO

1997
all 16.05 6.98 M > 14.55 M > 7.73 M > 17.20 M >

work 30.75 12.15 M > 15.37 M > 7.09 M > 10.90 M -

2007
all -5.97 18.92 M > 35.16 W > 25.35 M > 16.93 W >

work 9.95 34.27 M > 52.87 W > 55.11 M > 79.61 M >

2017
all 6.51 20.15 M > 67.04 M > 5.90 M > 24.00 W >

work 15.34 93.56 M > 161.93 M > 98.13 M > 30.85 W >

4.8 Discussion

The literature extensively analyses and models the general patterns in human mo-

bility [3, 38, 40–42, 165]. However, little is known about the di↵erences between

sociodemographic groups in respect to mobility. This chapter demonstrated that for

three cities, Medelĺın, Bogotá and São Paulo, gender and socioeconomic status alone
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and combined impact mobility diversity.

We measure the spatial diversity of the travels performed by di↵erent groups of

people (e.g., gender and socioeconomic groups) modifying well-known metrics from

information theory, Shannon entropy [156]. Mobility diversity computes specifically

the probability that a zone is a destination from the mobility of a particular group for

a specific purpose of travel. Entropy can also be used as a proxy of the predictability

of a group’s mobility as low entropy can indicate higher predictability [39, 157]

Purpose of travels (e.g. going to work and home) shape mobility such as the

probability of returning to the last visited location [40], the fraction of travels over

time [166], the most frequent visited locations [3], and the amount of money spent

related to the distance travelled [88]. We unveiled the role played by the following

purpose of the travel: one made of travels due to work activities (work), one made of

travels due to any purpose except work (nonwork), and another made by all travels

together regardless of their purpose (all). We presented that the travels related to

the purpose of working are more concentrated in a few areas than the other types of

travels. This is the case because some areas o↵er a higher volume of job opportunities

than others attracting more people to certain areas. We also observed that each

urban area has a di↵erent evolution over time, suggesting that the economic context

might be strongly intertwined with mobility. Therefore, we should further analyse

other countries to understand the universality of our results.

From the perspective of gender, our analysis revealed the existence of a dis-

tinction between the mobility of men and women, with the men being more en-

tropic/diverse than women. The conclusion is independent of the region, time, and

purpose of the travel. This di↵erence in mobility diversity between genders can be

related to other di↵erences already found in mobility, such as women tend to make

shorter travels than men and avoid travelling to certain destinations, particularly dur-

ing late hours [26, 43, 45–47, 167]. We have also observed that the gender di↵erences

in mobility diversity get smaller over time, which can be a result of policies, actions

and regulations to reduce gender inequality in several sectors such as transportation

and security [25, 27, 28, 108–110].
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Turning now to the role of the socioeconomic status, travellers are divided into

three socioeconomic groups: lower, middle and upper classes, and a greater e↵ect is

shown in mobility diversity compared to gender e↵ect. We see a clear distinction

among socioeconomic groups, with upper being the group exploring the space in

the least diverse way, and middle travellers displaying the most diverse mobility

patterns [31, 44, 119, 120]. We argue that for the upper income group, individuals

appear to be more selective in their destinations, where they live and also move less

possibly because they can a↵ord a broad range of options (i.e. buying a car or living

in expensive areas closer to where they work) [43, 159, 168, 169].

Finally, we showed that gender di↵erences are amplified when the socioeconomic

dimension is considered. Nevertheless, men continue to show higher values of H

than women. The highest gender di↵erence is found from the travellers belonging to

the upper income group, and this might be in line with the fact that there is higher

gender inequality in highly qualified jobs - women being less likely to be hired or

promoted [170–172].

We replicated our results for five null models to ensure that di↵erences from

mobility diversity were not solely a byproduct of random processes considering

spatial partitioning, travel distance distribution, and residential distribution. We

also ensure that the results of mobility diversity are consistent regardless of the

sample size. Finally, we performed extra analyses on the e↵ect of endogenous and

residential-based mobility, indicating that the gender di↵erences persist. Thus, we

conclude that our results hold robust to all the mentioned concerns.

Works presented in the past that gender of the travellers do not play a re-

markable role in the predictability of mobility behaviour [39, 60]. However, recent

works, instead, have shown that gender indeed plays a role in the discrimination of

travellers [46, 108, 173]. This might be true because di↵erences (peculiarities) in the

behaviour of women and men are in the opposite direction of universalities.

Recently, literature addresses the role of gender and socioeconomic status of

travellers separately in mobility [26, 43, 134, 174], but to the best of our knowledge,

their combined e↵ect is a novelty in the literature. We presented here a systematic
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new pattern in the mobility of how gender and socioeconomic status are intertwined.

Women report disadvantages in several aspects of their life such as income, free time,

and career’s progression [110], and this chapter shows that mobility is another aspect

in which women su↵er [25, 26, 46, 175].
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Figure 4.18: Violin plots of the mobility diversity , H, of travels made for all purposes by
travellers grouped according to their socioeconomic status and gender. Each column refers
to a di↵erent region, and for each region, we consider all the available years. For each
socioeconomic status (upper, middle, and lower) a darker hue denotes men travellers,
whereas lighter hue denotes women ones. Dotted lines in grey denote the values of H
computed from travels generated using null models (See details in Section 4.6).
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Figure 4.19: Distribution of the mobility diversity , H, for travels made by work purposes
by travellers grouped according to their socioeconomic status and gender. Each column
refers to a di↵erent region, and for each region, we consider all the available years. For each
socioeconomic status (upper, middle, and lower) a darker hue denotes men travellers,
whereas a lighter hue denotes women ones. Dotted grey lines display the values of mobility
diversity for each null model (see Section 4.6 for the details).
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Figure 4.20: Values of the mobility diversity , H , for di↵erent sample sizes for travels made
by travellers grouped by gender in BGT. We consider either all travels (panels a and b), or
work travels (panels c and d) only. The shaded area accounts for the standard deviation
of the values obtained from averaging the results over 1,000 realisations. Each column
accounts for a di↵erent year. The vertical lines denote the size from which the values of
mobility diversity stabilise. The black symbols correspond to the same quantity obtained
using a sample size equal to 60% of all the travels available.
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Figure 4.21: Values of the mobility diversity , H , for di↵erent sample sizes for travels made
by travellers grouped by gender in SAO. We consider either all travels (panels a, b, and c),
or work travels (panels d, e, and f) only. See the caption of Figure 4.20 for the description
of the notation.
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Figure 4.22: Values of the mobility diversity , H , for di↵erent sample sizes for travels made
by travellers grouped by gender in MDE. We consider either all travels (panels a and b), or
work travels (panels c and d) only. See the caption of Figure 4.20 for the description of
the notation.
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Figure 4.23: Values of the mobility diversity , H , for di↵erent sample sizes for travels made
by travellers grouped by socioeconomic groups in BGT. We consider either all travels
(panels a and b), or work travels (panels c and d) only. See the caption of Figure 4.20 for
the description of the notation.
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Figure 4.24: Values of the mobility diversity , H , for di↵erent sample sizes for travels made
by travellers grouped by socioeconomic groups in SAO. We consider either all travels
(panels a, b, and c), or work travels (panels d, e, and f) only. See the caption of Figure 4.20
for the description of the notation.
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Figure 4.25: Values of the mobility diversity , H , for di↵erent sample sizes for travels made
by travellers grouped by socioeconomic groups in MDE. We consider either all travels
(panels a and b), or work travels (panels c and d) only. See the caption of Figure 4.20 for
the description of the notation.
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Figure 4.26: Distribution of the mobility diversity , H , for 25,000 travels (except MDE for 2017
that is 550 travels) in the sample size range made by all purposes by travellers grouped
according to their socioeconomic status and gender. Each column refers to a di↵erent
region, and for each region, we consider all the available years. For each socioeconomic
status (upper, middle, and lower) darker hue denotes men travellers, whereas lighter hue
denotes women ones. The dotted lines denote the values of H computed using travels
generated by each null model further explained in Section 4.6.
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Figure 4.27: Distribution of the mobility diversity , H, for the maximum number of travels
in the sample size range made by work purposes by travellers grouped according to their
socioeconomic status and gender. Each column refers to a di↵erent region, and for each
region, we consider all the available years. For each socioeconomic status (upper, middle,
and lower) darker hue denotes men travellers, whereas lighter hue denotes women ones.
The dotted lines denote the values of H computed using travels generated by each null
model further explained in Section 4.6.
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Figure 4.28: Values of the mobility diversity , H, for di↵erent sample sizes (in percentage)
of travels made by travellers grouped by gender in BGT. We consider either all travels
(panels a and b), or work travels (panels c and d) only. The shaded area accounts for the
standard deviation of the values obtained from averaging the results over 1,000 realisations.
Each column accounts for a di↵erent year, and the dashed lines represent the saturation of
the values of the mobility diversity .

NM1 
- We generate random destination points within the 

map.  
- The probability that a point falls within an area is 

directly proportional to its area, and for a small 
number of points extracted, small areas might not 
receive points.

NM2 
- For each area (e.g. yellow), we generate 1,000 

travels selecting a random direction and a random 
travel distance (from uniform distributions).  

- NM2 takes into account the spatial organisation 
and tessellation of zones. Big areas that cover a 
higher angle in relation to the other areas are more 
likely to be visited.

NM3 
- For each area (e.g. yellow), we generate 1,000 

travels following a truncated power-law distribution 
of travel distances and a random distribution of 
directions. 

- High likelihood of having short travels  
- Small likelihood of having long travels 

- As smaller areas are more concentrated in the 
central part of the map, the hypothesis of the NM3 
tends to favour short travels which in the case of 
small areas translate into travels from one small 
area to its (small) close neighbours.

NM4 
- For each area (e.g. yellow), we generate a number 

of travels proportional to the number of people 
living in such an area. 

- Travels following random uniform distributions of 
travel distances and directions. 

- Compared to NM1-NM3, more travels are 
originating from areas with higher population’s 
density.

NM5 
- For each area (e.g. yellow), we generate a number 

of travels proportional to the number of people 
living in the area. 

- Travels following truncated power-law of travel 
distances and random uniform distribution of 
directions. 

- This null model accounts for two major dimensions 
of mobility patterns in cities.

Null Models

Figure 4.29: Schematic summary of the main features of the null models considered. For
each null model, we list its main properties. Red dots appearing in the maps denote the
travels’ destinations.
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Figure 4.30: Violin plots of the bootstrapped mobility diversity , H, for travels having
di↵erent origin and destination zones. The top row (panels a-c) accounts for travels made
for all purposes, whereas the bottom row (panels d-e) displays the results for work travels.
The data for year 2017 in the MDE area are missing as they are too scant.
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Figure 4.31: Violin plots of the bootstrapped mobility diversity , H, for travels whose
destination zone does not coincide with the zone where the traveller lives. See the caption
of Figure 4.30 for the notation’s details and other information.
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Figure 4.32: Violin plots of the mobility diversity , H, of travels made for all purposes
having di↵erent origin and destination zones made by travellers grouped according to
their socioeconomic status and gender. Each plot refers to a di↵erent region and, for each
region, we consider all the available years. For each socioeconomic status (upper, middle,
and lower) a darker hue denotes men travellers, whereas lighter hue denotes women ones.
Dotted lines in grey denote the values of H computed from travels generated using null
models NMx with x 2 {1, . . . , 5} (see Section 4.6).
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Figure 4.33: Violin plots of the mobility diversity , H, of travels made for work purposes
that the origin and destination are di↵erent by travellers grouped according to their
socioeconomic status and gender. See the caption of Figure 4.32 for further details.
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Figure 4.34: Violin plots of the mobility diversity , H, of travels made for all purposes
whose destination zone is di↵erent from the traveller’s home zone and made by travellers
grouped according to their socioeconomic status and gender. See the caption of Figure 4.32
for further details.
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Figure 4.35: Violin plots of the mobility diversity , H, of travels made for all purposes
whose destination zone is di↵erent from the traveller’s home zone and made by travellers
grouped according to their socioeconomic status and gender. See the caption of Figure 4.32
for further details.
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5. Estimating mobility cost and

reward

Urban areas are getting more crowded by people and amenities (e.g., restaurants,

buildings and o�ces) [32]. Urban development together with a high density of people

and amenities may lead to several issues such as tra�c jams [146], and high real

estate prices [176]. In some cities, the transportation system cannot accommodate

such a high volume of people and fails to address the needs across sociodemographic

groups [46]. Thus, the interaction between population, amenities and transportation

systems might be important to the urban development in the direction of fairness,

equality and sustainability.

Walking, cycling or using public transportation are still not preferable choices

for those that have a high-income level or higher education degree [177]. In fact,

women tend to opt for private transportation modes when they can a↵ord to do so.

However, given the gender di↵erences in pay scale [178] and job promotions [172],

women and men may have di↵erent budgets to access transportation modes. These

gender gaps in the labour market often translate into mobility characteristics such as

travel time. This is an example of how di↵erent income or education levels may lead

to di↵erences in the mobility patterns of women and men. Besides, the literature

shows that mode of transportation and mobility perception can a↵ect the well-being

of women and men. For instance, walking and cycling tend to make women less

stressed [179].

As we observed in Chapter 3 and 4, travellers from di↵erent gender and

socioeconomic groups exhibit distinct patterns of mobility with respect to how they

distribute their travels in space and time. Therefore, their mobility needs may di↵er.
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For instance, as we observed in Chapter 3, in multiple cities, men tend to go to work

earlier than women, then, it might be the case that the addition of buses and trains

in the early morning would benefit men more than women. Studying the needs of

di↵erent sociodemographic groups can clarify how interventions and policies can be

introduced to improve urban issues, such as tra�c jams and crowded buses. Thus,

opportunities may be more accessible for some sociodemographic groups, causing

these groups to be exposed to a di↵erent set of opportunities [8, 180].

We argue that the urban landscape distribution of amenities, transportation

and facilities may be used di↵erently by certain sociodemographic groups. For

instance, areas that have a high population volume are generally more visited by

men than women (showed in Chapter 3). We define in this chapter two mobility

patterns: cost and reward. These two patterns are major factors in how mobility is

modelled, as seen in Section 2.5, and how mobility di↵ers between women and men.

Mobility cost is related in this thesis to how long it takes to travel between

locations. Literature found that women are more inclined to have shorter travel

times than men [13, 27], and in this chapter, we revisit this finding for many cities.

Specifically, Craig and van Tienoven [111] argue that women tend to have shorter

travels because they dedicate more hours to household and care responsibilities,

requiring them to be near to where they live. Therefore, gender roles likely a↵ect their

commuting travel time di↵erently, but it also depends on the household arrangement;

hence we also explore the e↵ect of household arrangements on the gender di↵erences

of the commuting travel time.

Mobility reward is defined in this thesis as the volume and diversity of amenities

that people are exposed throughout their journey. We argue that having access to

amenities (opportunities) is beneficial to anyone [112, 181, 182]. We show evidence

that higher gender di↵erences in the diversity of amenities may indicate higher gender

di↵erences in the commuting travel time. We also show that urban landscape (city

organisation) a↵ects gender di↵erences in mobility. Therefore, changes in the urban

landscape can potentially impact the gender di↵erences in mobility.
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5.1 Data

In this chapter, we use data from São Paulo (SAO) [72], Medelĺın (MDE) [73], Bogotá

(BGT) [129], the metropolitan region of London in the United Kingdom [77] and

our selected cities of the USA using the American Community Survey (ACS) [76].

Further details of these data are described in Section 3.1.

We also use data from OpenStreetMap [78] extracted from the categories:

amenities, highways and buildings. These three categories list locations that have

establishments and infrastructures related to several daily demands such as: eating

(restaurants), going to work by bus (bus stops) and going to the doctor (hospit-

als). This thesis uses the term amenities to refer to all these establishments and

infrastructures extracted from OpenStreetMap.

To avoid inconsistency across cities and regions, we group all these amenities

into the following categories: education, food, health, leisure, services, transport and

work. We highlight that some categories have more amenities than others, and some

cities have more amenities than others. For example, bus stops present high volume

and spatial concentration for some cities than others [183] impacting the number of

amenities in the transport category. Moreover, the uneven distribution of amenities

is consistent with the centralization of amenities in cities [184].

To compute the number of amenities in a zone, we use two approaches: (i) the

number of amenities spatially inside a zone and (ii) the number of amenities within a

certain geodesic distance from the centroid of a zone. We use a radius varying from

0.5 to 5.0 kilometres. For the first case, we estimate the composition of amenities

in a zone, and in the second case, we estimate, for a given distance, the number of

amenities that individuals can reach from the zone centre.

5.2 Mobility cost

Cultural norms impose women to spend more time on household and care responsib-

ilities than men, potentially a↵ecting how women choose where to work [12]. Women

are more likely to use public transportation than men [46, 48], and women tend to go
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Figure 5.1: Average travel time versus average income level for the cities in the USA. We
display the Spearman Correlation, SM , and the Pearson Correlation, PM , between the
average travel time and average income level.

to work later than men (see Chapter 3). Hence, women and men likely have di↵erent

mobility costs because they make distinct decisions.

We define the mobility cost based on the time taken to travel between locations.

There are other ways to define the mobility cost, but here we argue that travel time

is a key component for mobility, as people usually plan their mobility considering

the arrival time and the mode of transportation, and in line with the literature [3].

Moreover, our hypothesis is that travel time can be associated with other dimensions

such as income level. We observe that travel time is indeed associated with individual

income for the cities in the USA, as shown in Figure 5.1. In this way, people with

higher income also have higher travel time, indicating that travel time might be

associated with the mobility cost individuals can a↵ord. Gustafson [45] presents that

higher income levels are related to a higher likelihood of travel for women and men,

and we observe that it also increase the magnitude of the travel time.

First, we explore the average commuting travel time for women and men. Fig-

ure 5.2 shows the complementary cumulative distribution function of the commuting

travel time, t, in minutes for women and men for some cities in five North American

states (New York, California, Texas, Colorado and Florida). We see a trend that

men tend to have a higher commuting travel time than women. To analyse whether

this trend is consistent for all the cities across Brazil, Colombia, the United Kingdom

and the United States of America, we perform a bootstrapping methodology to

ensure that fluctuations and outliers in the data do not bias our conclusions. This

methodology is similar to the one performed in Chapter 4.

For the bootstrapping, we randomly draw 80% of men and women travellers
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Figure 5.2: Complementary cumulative distribution function of the commuting travel time,
P>(t), for cities inside five states: New York (NY), California (CA), Texas (TX), Colorado
(CO) and Florida (FL).

from each city and year, making sure that each pair (random men and women) is

from the same residential area. We compute the average travel time for these random

sets and repeat these processes 1000 times. We then compare the average travel time

distribution of women and men using Welch’s t-test to check whether the mean of

these distributions is statistically di↵erent. In the end, we compute the di↵erence

between the average travel time for women and men, with respect to each city and

year, to ultimately compare it with the statistical test.

We group the travellers in the following household arrangements: (i) single;

(ii) married; (iii) parent; and (iv) without children. We also combine more than

one household arrangement, for example, single parent travellers.

The final results of the bootstrapping is shown in Figure 5.3. We observe

that women travellers’ average commuting travel time is smaller than the one from

men travellers in most cities and years. Gender, alone, seems to play a major role
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Figure 5.3: Gender di↵erences in the average commuting travel time of the urban mobility
from 2015 to 2019. We apply Welch’s t-test (p-value < 0.001) to ensure that distributions
between women and men have di↵erent means. For the comparisons that presented similar
means, we coloured the bars by grey.

in the di↵erences in travel time. However, we observe four exceptions Bogotá,

Detroit, Medelĺın and São Paulo. These four cities show women having a longer

commuting travel time than men. As in the United States we see a major consistent

pattern, but for latin american cities we see another pattern, we argue that the urban

landscape and cultural constructs might di↵er across these two continents. Our

findings contribute to the literature by showing that gender di↵erences in commuting

travel time may not be a consequence solely from cultural constructs, but urban

landscape may also play a role.

Next, we replicate the bootstrapping technique, taking into account the house-

hold arrangements of individuals. For instance, in the literature, smaller gender

102



Figure 5.4: Gender di↵erences in the average commuting travel time of the urban mobility
from single travellers in the time period from 2015 to 2019. We apply Welch’s t-test
(p-value < 0.001) to ensure that distributions between women and men have di↵erent
means. For the comparisons that presented similar means, we coloured the bars by grey.

di↵erences in the commuting travel distance are more likely to be seen when consid-

ering people that are not married and do not have children [13].

For single travellers in our datasets, we observe in Figure 5.4 that the gender

di↵erences in the commuting travel time appear to be smaller than the ones seen

in Figure 5.3, for most cities. We also plot, for the most recent year, the gender

di↵erences between household arrangements in Figure 5.6. We observe that for some

cities such as Boston and New York, the commuting travel time of single women

is higher than single men. When we remove the travellers that have children from

the single group, we observe similar gender di↵erences trends in Figure 5.5, but

single without children travellers show higher gender di↵erences than single
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Figure 5.5: Gender di↵erences in the average commuting travel time of the urban mobility
from single without children travellers in the time period from 2015 to 2019. We apply
Welch’s t-test (p-value < 0.001) to ensure that distributions between women and men have
di↵erent means. For the comparisons that presented similar means, we coloured the bars
by grey.

and single parent travellers (Figure 5.6). Therefore, we argue that single travellers

might be less a↵ected by gender roles than overall travellers, and gender di↵erences

in the single without children group might come from the gender gaps in the

labour market. Our findings are in contrast with the results of Fan [185], and Marcén

and Morales [186] that found that di↵erences in travel time are only statistically

di↵erent between women and men for households that have children.

The gender di↵erences between the commuting travel time from married travel-

lers (Figure 5.7) are higher than for single and overall travellers (Figures 5.4 and 5.3)

across cities and years (see also the comparison between household arrangements
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Figure 5.6: Gender di↵erences from the mobility of travellers grouped by household
arrangements in 2019.

in Figure 5.6). Married men tend to have a higher commuting travel time than

married women, and these di↵erences are smaller than for single travellers. We

identify a positive correlation (around 0.2 using Spearman) between the commuting

travel time of husbands and wives (pairwise comparison), indicating that higher

travel time for one partner might be associated with the other partner in the same

household. Moreover, the positive correlation disappears (less than 0.01) if we remove

this household pairwise comparison between husband and wife (shu✏ing couples).

We then conclude that marriage might play a role in travel time, which might be

more accentuated in some cities such as Dallas, Fort Worth, Houston, Newark and

Riverside. We highlight, again, that we identified that higher travel time indicates

higher income levels within the United States. This implies that cities such as
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Boston and New York might be starting a process of decreasing gender gaps in the

labour market as they show di↵erent trends. For the case of latin american cities

(in developing countries), we argue that their urban landscape might emerge with

distinct constraints in the mobility of women and men.

Turning to the analyses of commuting travel time between married travellers

with and without children, we observe in Figures 5.8 and 5.9 that men appear to

have higher commuting travel times in most of the cities. Gender di↵erences in the

commuting patterns of married travellers are in line with the literature [13, 185,

186]. The gender di↵erences of married parent travellers are the highest across all

household arrangements shown in Figure 5.6. Therefore, we conclude that gender

di↵erences are present even for single travellers, and marital status, and having

children tend to amplify the gender di↵erences in commuting travel time.

Cities have di↵erent public systems, hierarchical organisations, job opportunity

landscapes and political divisions. However, we consistently see that travel time for

men is higher than for women in most of the cities in the USA, also indicating income

disparity across genders. If di↵erences in travel time are related to other dimensions

— related to what gender is as a cultural construct —, cities that have implemented

more regulations to mitigate gender inequality, in general, might have fewer gender

di↵erences in the travel time. However, we only see these gender di↵erences being

impacted for some cities when we compare single individuals. This can be an

indicator that some cities are slowly getting closer to gender equality in the travel

time di↵erences.

Having children and getting married can then amplify gender di↵erences in

travel time. However, we argue that there is a gender e↵ect in the commuting travel

time that exists regardless of household arrangements. Our findings are relevant for

the literature and policymakers as interventions related to household arrangements

might not reduce these gender di↵erences ultimately.

Moreover, shorter travel times may be related to jobs that pay low wages. This

may be the case because upper income groups are more likely to be working in a

small set of areas, a finding that is presented in Chapter 4. Thus, we argue that
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Figure 5.7: Gender di↵erences in the average commuting travel time of the urban mobility
from married travellers in the time period from 2015 to 2019. We apply Welch’s t-test
(p-value < 0.001) to ensure that distributions between women and men have di↵erent
means. For the comparisons that presented similar means, we coloured the bars by grey.

the gender gap in pay [178] and the spatial landscape of job opportunities might be

major reinforcements of di↵erences in the commuting travel time over the years. As

mobility cost seems to be associated with individual income, we argue that society

should strive for gender equality in this dimension as a 50-50% balance.

We also found that the Spearman correlation between population volume and

travel time or the gender di↵erences are close to 0 (for example, -0.029). Therefore,

it might be that population volume is not alone an indicator of di↵erences in travel

time, and di↵erences in travel time are hidden in a complex set of urban and cultural

characteristics. In this way, we will explore the spatial landscape of amenities among

cities to understand how women and men can benefit from the urban space.
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Figure 5.8: Gender di↵erences in the average commuting travel time of the urban mobility
from married parent travellers in the time period from 2015 to 2019. We apply Welch’s
t-test (p-value < 0.001) to ensure that distributions between women and men have di↵erent
means. For the comparisons that presented similar means, we coloured the bars by grey.

5.3 Mobility reward

Being exposed (or nearer) to more opportunities can increase the likelihood of people

accessing them via mobility [112, 182]. Areas that o↵er a high number of job and

education opportunities coupled with a reasonable public transportation system

may attract a high number of people. As one of the major dimensions of mobility,

distance plays a unique role in mobility [3]. Here, we study the number and diversity

of opportunities near to where women and men live, as the residential location is

important for access to opportunities [16].

Di↵erences in the residential distribution reflect the quantity and diversity of

amenities that women and men are exposed. We establish mobility reward as the
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Figure 5.9: Gender di↵erences in the average commuting travel time of the urban mobility
from married without children travellers in the time period from 2015 to 2019. We
apply Welch’s t-test (p-value < 0.001) to ensure that distributions between women and
men have di↵erent means. For the comparisons that presented similar means, we coloured
the bars by grey.

magnitude of exposure to amenities that people can access near to where they live —

short mobility. Exposure in this thesis means that people would be able to reach a

certain number and diversity of amenities. We use OpenStreetMap data to categorise

and locate the amenities, and we use the mobility data to estimate the likelihood of

a group X being exposed to amenities.

We argue that as women stay near to where they live [111] than men, distance

to amenities play an important role in women’s lives. We compute the quantity and

diversity of amenities that women and men are exposed to (i) inside the zone, and

(ii) as they move from 0.5 km to 5 km radius that originates in the centroid of the
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Figure 5.10: Ordered cities based on the average number of amenities extracted from
OpenStreetMap [78]

.

zone in which they reside. Both metrics will indicate how far women and men travel

to access a certain quantity and diversity of amenities. We apply Welch’s t-test

(p-value < 0.001) to ensure that distributions for each metrics have di↵erent means.

We start plotting in Figure 5.10 the average number of amenities estimated

from the zones of each city. In the case of the United States, each zone is populated

by around 100,000 people. For the case of the other countries, the zones can be

populated by few people, and areas near to the city centre are usually smaller in

extension as they are more populated. Thus, spatial partitioning considers the

population and sociodemographic distribution more than the area of the zone.

We can also have an imbalance of work travels across genders. In general,

men have a higher number of work travels than women (as shown in Chapter 3).

Therefore, we normalise the number of amenities by city and by gender to fairly

compare the exposure of women and men to amenities. For instance, we compute

the fraction of amenities in a city that each person can access inside a zone or at a

specific distance.

To enable the comparison between women and men, we compute the gender

di↵erences on the fraction of amenities, depending first on where they live (Fig-

ure 5.11). The scale in Figure 5.11 goes from -0.08 to 0.08 (±8%) that corresponds

to a higher exposure of up to 1,200 amenities, which can vary across category. In

most cities, the gender di↵erences remain consistent across all categories. The same
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happens to the comparison between distances.

Figure 5.11: Gender di↵erences of the fraction of amenities grouped by category (A) and
by distance (B) estimated from the mobility of travellers in each city for 2019. For the
cities of São Paulo and Medelĺın, we are using the mobility data of 2017 that is the most
recent data that we have available.

We observe in Figure 5.11 that three groups of cities are identified when

considering amenity exposure. First, cities such as São Paulo, Medelĺın, Oakland

and Kansas City provide a higher fraction of amenities for women than for men.

As women tend to have shorter travels, it might be the case that a higher number

of amenities are nearly available in these cities, which can influence women to stay

within the zone that they live. In fact, for the cities of São Paulo and Medelĺın, we

observed in Chapter 4 that women tend to concentrate their work travels in fewer

areas than men, and in this chapter, we see that these cities also show a higher
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number of amenities related to work near to where women live.

Second, cities such as Greensboro, Knoxville and Sacramento exhibit similar

fractions of amenity exposure for women and men. We can argue two possible

scenarios, (i) amenities are typically located far from where people live (more than

5 km) or (ii) women and men are more similarly distributed across all the areas

making the amenities similarly accessible for both.

Lastly, cities such as Bogotá, Boston, Detroit, Denver and Wichita provide

a higher fraction of amenities that are reachable for men. These cities also show

women having higher travel time than men in Figure 5.6 which indicates that women

go farther to reach job destinations than in other cities. Thus, we argue that as

women are not as near to a higher number of amenities than men, women might

need to go farther to access them in these cities.

We now investigate how socioeconomic status can impact the exposure to

amenities for women and men. In Figure 5.12, we plot a comparison between the

fraction of amenities that women and men are exposed to for each socioeconomic

group. We notice that the gender di↵erences in the upper income group are not

usually the same as the ones seen in the remaining income groups. Moreover, the

gender di↵erences tend to be smaller for the upper income group in comparison to

the other groups indicating that upper income women and men are more likely to be

exposed to similar fractions of amenities in some cities.

We, then, can conclude that women and men are exposed to di↵erent fractions

of amenities, and upper income groups, in general, show smaller gender di↵erences.

We see an amplification of the di↵erences when we use mode of transportation and

travel time as a proxy for gender constraints. While the fluctuations lead to less

robust results, these proxies can be applied to research in mobility to make the

estimation more accurate.

It is important to highlight that we found more cities that display higher

fractions of amenities that are reachable by men than by women. Moreover, we

found that there are cities where women and men have similar exposure to amenities

through mobility. Thus, we argue that it may be the case that some characteristics
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of the urban landscape can provide fairer exposure to the quantity of accessible

amenities. Although di↵erences in travel time are not associated with the di↵erences

in the fractions of amenities, we argue that it might be the case for some cities such

as Boston, Bogotá, Oakland, and Kansas City.

Although having a higher number of accessible amenities is important, it is

also important to have diversity, as they fulfil di↵erent needs. We can summarise

some needs into the following categories: food, education, work, health, transport,

leisure and services. Then, we compute the diversity of amenities that women and

men are exposed to depending on where they live. The diversity of amenities is

calculated similarly to the mobility diversity (Section 4.2) considering the probability

of a group X being exposed to the amenity type a for a given zone i.

Figure 5.13 shows the gender di↵erences in the diversity of amenities across

cities. We see that three groups of cities can be seen in the image: (i) the cities that

women are exposed to a more diverse set of amenities, (ii) the cities that women and

men are exposed to a similarly diverse set of amenities, and (iii) the cities that men

are exposed to a more diverse set of amenities. Moreover, we can see a relationship

between the quantity and diversity of amenities for few cities.

In the first case, the cities of Oakland, Virginia Beach and Philadelphia tend

to have a higher quantity and diversity of amenities higher for women than for men,

so women have a higher mobility reward than men. For the second case, cities such

as Toledo, New Orleans and Knoxville tend to display similar values of quantity

and diversity of amenities across gender groups. The last case shows cities such

as Indianapolis, Tampa and Columbus having a higher quantity and diversity of

amenities computed for men travellers than for women.

However, there are some cities that have gender di↵erences reversed for quantity

and diversity of amenities. Therefore, in relation to amenities and exposure to them,

we see several peculiarities among cities. In Chapter 6, we group cities considering

their mobility patterns to study possible mechanisms that can impact inequalities

and di↵erences on the exposure to amenities.

We also used Spearman correlation to compare the gender di↵erences for travel
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time, fraction of amenities and diversity of amenities. We found a positive correlation

of 0.22 between travel time and diversity of amenities. We then argue that higher

gender di↵erences in the travel time can be associated with higher gender di↵erences

in the diversity of amenities.

Finally, we can analyse the gender di↵erences of the diversity of amenities

between women and men across socioeconomic groups in Figure 5.14. We identify

that most of the cities have lower gender di↵erences for lower income group, and

that the di↵erences between middle and upper income groups tend to be higher for

di↵erent genders. In relation to the diversity, the socioeconomic status plays a role

in how exposed individuals are to amenities.

We can also observe that there are no statistical di↵erences in the diversity

of amenities in Bogotá, Medelĺın and São Paulo. In this way, we argue that in

these cities the di↵erences in the distribution of travels for women and men seen in

Chapter 4 might be coming from the number or absence of amenities near to where

they live. The amenities near to where people live might not o↵er enough job and

other opportunities as individuals in these cities tend to visit more other zones than

the zone they reside.

In summary, our findings indicate that women and men are exposed to a

di↵erent quantity and diversity of amenities across cities. Therefore, the mobility

reward for women and men vary across cities. We found that people from upper

income groups show di↵erent gender di↵erences than people from the other income

groups. Finally, we present that gender di↵erences become smaller in relation to

diversity as we increase the distance individuals travel from their place of residence.

This is in line with the idea that improving accessibility to locations may be a good

solution to achieve fairness in mobility [182].

5.4 Discussion

Women and men tend to display di↵erent patterns in mobility. In this chapter, we

built on existing literature to show that, for most cities, commuting travel time —

mobility cost — continues to be a major di↵erence when comparing the mobility
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of women and men [27, 111]. We also found that people with high income tend to

have higher commuting travel times. Then, aligned with this finding, men that are

usually considered the breadwinners [23, 24] tend to show higher commuting travel

time than women in most of the cities, indicating that gender roles play a role in

work-related mobility.

In contrast, we also presented that women are more likely to have average

commuting travel time than men for the Latin-American cities. In this way, di↵erences

in the cultural constructs and urban landscape may play a role in the gender

di↵erences for travel time. We argue that the public system in these Latin-American

cities are not as e�cient as in the USA [187], so the higher number of public system

travels by women may impact the average travel time. This can also be related to

the fear and perception of crime in these cities, as women are more likely to take

precautions in their mobility [188]. We argue that longer travels might be chosen by

women to avoid certain locations that are dark, unpopulated or have high rates of

crime.

For most cities, we observed that gender di↵erences in the travel time for the

married parent group are higher than for the other household arrangements such

as single and single parent groups. Therefore, we argue that gender roles in

household arrangements might amplify the gender di↵erences in mobility, which

aligns with the literature [13, 113]. However, contrary to the literature, our results

indicate that gender plays a role in the commuting travel time even for individuals

that are single and without children.

For the mobility reward, we investigated the fraction and diversity of amenities

that women and men are exposed to, depending on where they live and the distance

from their residence. Mobility can be seen as an indicator of power because it expands

the accessibility to opportunities [112]. We found that men have more exposure

to a higher fraction and variety of amenities in most cities. Furthermore, as the

distance from where people live increases, the gender di↵erences for amenity diversity

decreases.

We finally conclude in this chapter that mobility may have a higher cost for
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men, but men are generally compensated with high income. Shorter travel time

indicates a greater di↵erence in the diversity of amenities between women and men.

Moreover, although we found cities where the mobility reward is higher for women,

many cities show a higher mobility reward for men.

Little is known in the literature regarding how women and men are exposed to

opportunities or have access to them. Most of the works cover the need for public

transportation [113], new policies and regulations [182] and changes in the labour

market [24]. More relevantly, Hail et al. [181] indicate that public transportation is

important to the accessibility to facilities.

Based on the literature and our findings, we conclude that there is a gender,

household and urban landscape e↵ect in the mobility patterns. Changing the urban

landscape likely decreases some inequalities in mobility, but changes in the cultural

constructs might also be necessary for a stronger e↵ect on gender inequality. Finally,

we acknowledge that the literature emphasises the public transportation system as

the most important dimension for decreasing gender inequality in mobility, but the

constraints might also be related to historical gender gaps in the labour market. We

argue that amenity exposure is a crucial dimension to consider since gender gaps in

income may translate to where people live. Therefore, where people (a↵ord to) live

may also be a factor for gender inequalities in mobility that impose trends on the

mobility of women.
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Figure 5.12: Gender di↵erences of the fraction of amenities grouped by socioeconomic
groups estimated from the mobility of travellers in each city for 2019. For the cities of São
Paulo and Medelĺın, we are using the mobility data of 2017 that is the most recent data
that we have available.
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Figure 5.13: Gender di↵erences of the diversity of amenities (A) from the zones where
individuals live, (B) from 1 km, (C) from 2 km and (D) from 3 km grouped by cities in
2019.
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Figure 5.14: Gender di↵erences for each socioeconomic group (A) Lower class, (B) Middle
class and (C) Upper class of the diversity of amenities from the mobility of travellers
grouped by cities in 2019.
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6. Profiling cities based on mobility

characteristics

The development of sustainable and inclusive cities is a complex task. As urban areas

are becoming denser in population, buildings, roads and facilities, it is becoming

more complex to intervene in the public and private systems [189] due to possible

unintended consequences. Literature shows that improving the transportation system

can provide higher accessibility to all areas, and consequently, provide a better

environment for development [190]. However, creating an e�cient transportation

system, for instance, is a challenging task that usually demands changes in the

environment and legislation [191].

Cities with similar urban infrastructure may have a mutual benefit from related

interventions that aim to improve the urban landscape and well-being of their

populations. Hence, the understanding of how cities share mobility patterns and

urban characteristics increases the likelihood of successful interventions and solutions

from the past.

The city’s infrastructure, development, and design can a↵ect how people

belonging to di↵erent sociodemographic groups behave. Urbanisation and population

density can be associated with smaller gender gaps in 12 low and middle-income

countries [16]. For instance, in urban areas, education seems to be beneficial to the

improvement of female labour force participation (FLFP) [16], and improving the

accessibility to job and education opportunities via mobility might help decrease

the gender gaps in the labour market. Here, we study the similarities of the work

landscape that emerge from the mobility in several cities in the USA to investigate

whether this job landscape can tell us important information about possible mobility
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inequalities.

In this chapter, we group cities based on three mobility characteristics that

describe the urban landscape of work-related mobility. The first mobility character-

istic, hotspot cuto↵ level 1, estimates the fraction of areas that are highly-visited

by work travel [32]. The second one, flow hierarchy, estimates the mobility flow

between hotspots that emerge from work travels [32]. Last, the third one, mobility

diversity, estimates how work travels are distributed within all the areas (proposed

in Chapter 4).

Based on these three mobility characteristics, we identify the existence of two

major clusters that di↵er from public transportation usage, population volume, num-

ber of amenities, diversity of amenities, and average travel time. Therefore, cities that

share similar mobility characteristics also share similarities in the urban landscape.

Our findings indicate that mobility patterns are related to city development and

that Latin American cities show similar mobility characteristics as cities in the USA.

Last, we demonstrate that gender di↵erences in average travel time are higher for

cities with low overall public transportation usage and a low number of amenities,

suggesting that the urban landscape can a↵ect the mobility of women and men

di↵erently.

6.1 Data

In this chapter, we use the data of LODES [74] from the USA to compute the mobility

features because of its high spatial resolution for work-related mobility. Then, we

use the ACS [76] data, which has rich metadata about the individual and household

characteristics, to analyse the sociodemographic characteristics of cities. Section 3.1

explains the details of both datasets that are used in this chapter. We also use

the quantity and diversity of amenities computed from the OpenStreetMap [78] in

Chapter 4.

The data from the Latin-American cities: Medelĺın, Bogotá and São Paulo

are used as case studies in comparison to the USA. The data from Colombia and

Brazil have a di↵erent resolution than the data from the USA. Moreover, the cultural
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constructs and federal regulations are also di↵erent across these countries. With this

in mind, we argue that adding these three cities to the main analyses would bias the

results. Moreover, with the data of these three Latin-American cities, we compute

the mobility features disaggregated by gender.

6.2 Mobility features

We group the cities based on three characteristics/features of urban mobility: hotspot

cuto↵ level 1, flow hierarchy and mobility diversity. These three features indicate

how work-related mobility is concentrated over areas, what the highly visited areas

(called hotspots) are, and how the flow is structured between hotspots [32, 189].

Thus, these three features summarise how concentrated the work travels are in each

city.

A hotspot, in this chapter, is a set of areas that concentrates mobility flow.

The hotspot can have n levels, where level 1 comprises the areas with the highest

flows on each area, and the last level n represents the areas where individuals have

the smallest flows. We define the hotspot cuto↵ level 1 as the percentage of zones

that are not grouped in the hotspot level 1 [32]. Highly uneven distributions of trips

within areas result in high values of the hotspot cuto↵ level 1. Galotti et al. [192]

showed that large polycentric cities have many hotspots, and they appear to be more

segregated and less integrated than smaller and monocentric cities.

We compute the hotspot cuto↵ level 1 similar to Bassolas et al. [32] using the

Loubar method. We measure the Lorenz curve represented as the blue curved line in

Figure 6.1 based on the sorted cumulative distribution of inflows in ascending order.

This results in the relationship between the normalized cumulative number of areas

in axis x, and the fraction of total inflow in axis y. Then, the hotspot cuto↵ level 1

is calculated as the point that a segment (represented by the red line in Figure 6.1)

touches the x-axis from the derivative of the Lorenz curve at the extreme point where

x = 1 and y = 1. This hotspot cuto↵ level 1 that intersects the x-axis defines the

zones that will be grouped at the first level based on the ascending order distribution.

This methodology can be used iteratively to compute the other levels of hotspots
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Figure 6.1: Representation of the hotspot cuto↵ points using the Loubar method. Curved
blue lines represent the Lorenz curve and straight red lines represent the segment that
intersects the x-axis from the point x = 1 and y = 1.

using the remaining zones that were not grouped in previous levels of hotspots.

The flow hierarchy is the sum of the fraction of travels between the hotspots

of a similar level, one level above and one level below; therefore, it is the strength of

mobility between similar hotspot levels [32]. Mathematically, the flow hierarchy is

defined as:

� =
LX

i,j=1

Fij(�ij + �i(j�1) + �(i�1)j)), (6.1)

where L is the maximum number of hotspot levels, Fij is the fraction of travels

between the hotspot levels i and j, and � is the Kronecker delta. High values of �

(close to 1) indicate a strong hierarchical organization, and small values of � (close

to 0) indicate a more uniform distribution of travels across the hotspots levels.

Bassolas et al. [32] compute the hotspots based on the outflow of the mobility.

The high values of flow hierarchy are associated with higher rates of public transport

usage and walk modal share, fewer rates of pollution emissions and tra�c fatal

injuries. In this way, high values of flow hierarchy indicate desirable urban indicators

in terms of health, liveability and accessibility.

Di↵erent to Bassolas et al. [32], we compute hotspots based on the inflow of

the mobility related to commuting. Therefore, the hotspots represent the areas

that individually have higher fraction of travels related to work; concentrate job

destinations. To be robust across cities, we compute a total of 5 levels of hotspots
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per city, and measure the flow hierarchy based on the flow between these 5 levels.

Lastly, we use mobility diversity as proposed in this thesis to estimate how

concentrated the work travels are in di↵erent cities. High values (close to 1) of

mobility diversity indicate an even job distribution over all the areas, indicating

similarly visited areas for work purposes. The other extreme (values close to 0)

indicates a high concentration of travels in a few areas.

In summary, hotspot cuto↵ level 1 represents the fraction of areas outside

the first hotspot, flow hierarchy represents the flow between hotspots, and mobility

diversity represents how the work destinations are concentrated considering all the

areas. We estimate these three mobility features for the 50 cities selected from the

LODES data (detailed in Section 3.1), and the values range in the following intervals:

• Hotspot cuto↵ level 1: values from 0.80 to 0.98

• Flow Hierarchy: values from 0.47 to 0.88

• Mobility diversity: values from 0.71 to 0.89

The high values of hotspot cuto↵ level 1 in all the cities indicate that only a

maximum of 20% of the areas in any city is highly being visited for work purposes.

The wide range of flow hierarchy shows that some cities are more hierarchically

organised between hotspots levels than others. Finally, the values of mobility diversity

indicate low levels of the overall concentration of job opportunities in a few areas, as

the values are closer to 1 than 0. These mobility diversity values are in line with the

ones found for the Latin-American cities in Chapter 4. We also observe that high

levels of flow hierarchy are associated with high levels of mobility diversity and a

high percentage of highly-visited areas.

Another interesting finding is that the flow hierarchy computed based on the

hotspots of work destinations are smaller than the ones based on the mobility outflow

in Bassolas et al. [32]. Therefore, as we showed in Chapter 4, we argue that, based

on mobility data, workplaces are more concentrated than the places related to other

purposes, and the hierarchy between hotspots is also stronger based on the residential

and overall landscape.
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6.3 City profiles

Little is known about the types of urban structures that reflect or amplify mobility

inequalities. Here, we study several cities to investigate whether the three selected

mobility features can indicate possible sociodemographic inequalities reflected in

mobility. Therefore, we start applying the clustering technique to find groups of cities

that share mobility similarities, and after, we analyse these groups’ composition.

Specifically, we apply a hierarchical clustering on the feature vector using the

standard normalisation, which scales each feature separately by subtracting the mean

and dividing by the standard deviation. The distribution will have a mean equal

to zero and a standard deviation equal to one. This normalisation ensures that one

feature will not entirely bias the definition of clusters.

We then use the hierarchical clustering with the complete linkage method and

the euclidean distance [193, 194]. Using the complete method, the groups should

have all the elements, the most distant possible between di↵erent groups. Euclidean

distance computes the distance between the elements as a segment. In our context,

mobility in the cities in one group should be di↵erent from the other cities. We argue

that as we only have three dimensions, similar accuracy is drawn using other methods

and distances, but we chose the most appropriate for our goal that is creating groups

that are the most distinct from each other.

Two groups of cities are identified while clustering the feature vectors for each

year. We show that one of the outstanding di↵erences between clusters (C1 and C2) is

public transportation usage. The mobility in cluster C2 has a higher usage of public

transportation compared to C1. When we look at the number of amenities from

the OpenStreetMap, we ensure that C2 is the cluster that provides a wider range of

public transportation amenities, probably attracting people to use the system more.

Moreover, in cities like New York, people might either opt for public transportation

or private transportation, which is more costly with respect to time (tra�c) and

money (expensive parking lots or taxis). We also notice that the cluster C2 tends to

have the biggest and most dense cities compared to the other cluster.
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Figure 6.2: Variance of the mobility features in each cluster over the years.

6.3.1 Grouping evolution over the years

There are some variations on which cluster a city is grouped for each year (2015-2018),

but only 4 cities are not consistently grouped in the same clusters over the years.

We can see 3 scenarios:

• Cities that are most of the time in cluster C1: Long Beach, St. Louis, Virginia

Beach, Kansas City, Miami, Oakland, Riverside, San Jose, Tulsa, Wichita,

Charlotte, Corpus Christi, Fresno, Raleigh, Greensboro

• Cities that are most of the time in cluster C2: Arlington, Atlanta, Austin,

Boston, Chandler, Chicago, Cincinnati, Columbus, Dallas, Denver, Detroit, El

Paso, Fort Worth, Houston, Indianapolis, Jacksonville, Knoxville, Los Angeles,

Memphis, Mesa, Milwaukee, New Orleans, New York, Newark, Philadelphia,

Phoenix, Sacramento, San Antonio, San Diego, San Francisco, Seattle, Tampa,

Toledo, Tucson, Colorado Springs

• Cities that are 50-50% of the time in each cluster: Chandler, Newark, Toledo,

Wichita

Figure 6.2 shows that cities in the cluster C1 display higher values for the

three mobility features than cluster C2 for all the years. Therefore, C1 represents

the cluster in which the work travels are more distributed across all the areas that

have a higher fraction of travels representing the hotspot level 1, and that most of

the mobility is performed across similar hotspot levels. We also observe that the

population volume in the cities of cluster C1 tend to be smaller than the ones from

cluster C2 (Figure 6.3).
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Figure 6.3: Population volume variance in the cities of each cluster over the years.

Figure 6.4: Cities grouped by the mobility features extracted from the data in 2018.

In line with our observation that most of the cities are consistently grouped

in the same cluster, we choose the last year available, 2018, to further analyse the

characteristics of each cluster. These characteristics can indicate a certain division

of mobility characteristics between clusters. As we use data from other sources such

as OpenStreetMap, the most recent year is the best option for data integration.

Figure 6.4 displays the cities in their respective cluster for 2018 in which C1 is

coloured by blue and C2 is coloured by pink throughout this entire chapter.

Using the data from 2018, the next section analyses the di↵erences found

between the two clusters. We will not explore the income level in this chapter

because we did not find any di↵erence coming from the median individual income

across clusters. For instance, there are di↵erences in the median individual income

between women and men in all the cities regardless of the cluster, so men tend to

have higher individual incomes than women.
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Figure 6.5: Characteristics of the cities grouped by the clusters from the data in 2018.
(a) Percentage of public transportation usage, Ppublic; (b) Average Travel time, ATT ; (c)
Number of amenities, Nall; (d) Diversity of amenities, Hall; (e) Number of amenities related
to food and health, Nbasic; (f) Number of amenities related to transport, Ntransport; (g)
Number of amenities related to services, Nservices; (h) Number of amenities related to
education, Neducation.

6.4 Cluster analyses

Figure 6.5 displays a summary of characteristics of each cluster. Firstly, we see that

the usage of public transportation, Ppublic, is higher for cluster C2 than for cluster C1.

We then order the cities based on the usage of public transportation to understand

how cities deviate from this usage (Figure 6.6). We observe that cities such as New

York, Boston, and San Francisco grouped in the cluster C2 have much more public

transportation usage than the cities in the cluster C1.

It might be the case that the cities in which people use more public trans-

portation also provide better public systems for women to reach a higher number

of job opportunities, as women can not a↵ord to have private transportation as

much as men can [177]. In this way, we order the cities based on decreasing gender

di↵erences in public transportation use. This allows us to investigate whether high

gender di↵erences are seen in a particular cluster. Figure 6.7 display that most of

the cities, regardless of the cluster, have a higher fraction of women using the public

system than men, in line with the literature [25, 46, 48, 177]. Moreover, in most

of the cities, men are more likely to travel using private transportation (e.g., car,

128



Figure 6.6: Cities ordered by the public transportation usage extracted from the data in
2018.

truck or van). Thus, we are not able to conclude that a particular cluster has higher

gender di↵erences than the other regarding the usage of the public system.

Considering transportation modes are related to travel time, we compare the

average travel time across clusters in Figure 6.5 (b). On average, the commuting

travel time from the urban mobility of cities in C2 tends to be higher than C1.

However, the cities present high variance on the average travel time, and we question

whether the gender di↵erences found in Chapter 4 are grouped in magnitude across

clusters.

Ordering the cities with respect to the magnitude of gender di↵erences in the

commuting travel time (Figure 6.8), we identify that cities in the cluster C1 tend to

have higher gender di↵erences than the cities in the cluster C2. This finding, along

with the gender di↵erences in public system usage, reveals that longer travel times

may not be solely influenced by the usage of the public system but may be impacted

by the distribution of job opportunities (that resulted in the clusters).

We then analyse the quantity and diversity of amenities grouped by clusters in

Figure 6.5 (c-h). We notice that the cluster C1 tend to have a higher overall number

of amenities, Nall, as the distance increases, and this is true for the categories of (i)

basic amenities composed of amenities related to food and health related, Nbasic (ii)

amenities related to transport, Ntransport, (iii) amenities related to services, Nservices,

and (iv) amenities related to education, Neducation. However, we see that the diversity
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Figure 6.7: Cities ordered by the gender di↵erences on the public transportation usage
(FM

public � F
W
public) extracted from the data in 2018.

Figure 6.8: Cities ordered by the gender di↵erences in the commuting travel time (ATTM �
ATT

W ) extracted from the data in 2018.

of amenities, Hall, is higher for C1 than C2 as we increase the distance. This may be

the case because the cities in C2 tend to concentrate amenities belonging to certain

categories. As we observe for the number of amenities related to transport, the

cluster C2 has a much higher number of amenities than C1.

In summary, we conclude that cities with smaller public transportation usage

indicate a more even distribution of mobility related to work over all the areas

and a high mobility flow related to work between similar hotspots. Higher gender

di↵erences in commuting travel time are also seen in these cities. The number of

amenities per category is not as high as the other cities, but diversity of amenities is

high as we increase the distance from where people live.
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Figure 6.9: Mobility diversity and flow hierarchy of Latin American cities located between
the same values from the cities of the USA. We label some cities to avoid overlapping
labels.

6.4.1 Mobility features for the Latin American cities

Based on the results of the USA, we use the data of Medelĺın, Bogotá and São Paulo

to estimate the cluster in which these three cities would be grouped. These three

cities are considered to be big cities in Colombia and Brazil. However, both countries

are still considered as developing countries. The mobility features are estimated

using their mobility, which has a di↵erent spatial granularity as the mobility data

from the USA.

However, we can observe in Figure 6.9 that the values from the Latin-American

cities are similar to other cities in the USA. The values from Bogotá and Medelĺın are

closer to cities grouped in cluster C2, such as San Diego, Memphis and Cincinnati.

In contrast, the city of São Paulo is closer to the cities in the cluster C1, such as

Fresno, Corpus Christi and Long Beach. This finding suggests that cities share urban

similarities regardless of the cultural constructs.

For the case of MDE, BGT and SAO, we also compute the three mobility features

in Table 6.1 from the mobility of women and men travellers. We observe that men

have a higher flow hierarchy than women, and women tend to have higher hotspot
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cuto↵ level 1. As we presented in Chapter 5, men tend to have higher mobility

diversity than women.

Similar to the division in Figure 6.5, high values of one feature display high

values for the other feature. Moreover, we highlight that high values of hotspot cuto↵

level 1 mean low values of the fraction of zones in hotspot level 1.

The work travels from men travellers seem to concentrate within the hotspots

more than from women, which can be related to our finding in Chapter 3 that

indicated men are more likely to go to areas that are highly visited. The percentages

of flow between the first and second hotspots are usually the highest compared to the

other pairwise comparisons. The percentage of hotspots that women and men have

in common (around 60%) is in line with the top 50 most visited areas in Chapter 3.

However, the number of areas are higher than 50 inside the hotspots, reaching, for

example, 87 areas in SAO 2017.

Table 6.1: Mobility features computed from the mobility of all, men and women travels.

City Year Flow Hierarchy Hotspot Cuto↵ Level 1 Mobility Diversity
all men women all men women all men women

MDE
200s5 0.7010 0.7065 0.6927 0.8931 0.8604 0.8930 0.8624 0.8607 0.8567
2017 0.5845 0.6119 0.5387 0.9366 0.9213 0.9520 0.8100 0.8101 0.8045

BGT
2012 0.6306 0.6425 0.6148 0.9002 0.8925 0.9232 0.8997 0.8901 0.8837
2019 0.6003 0.5957 0.6064 0.9065 0.9362 0.9048 0.8168 0.8134 0.8115

SAO
1997 0.8014 0.8072 0.7909 0.8740 0.8663 0.8843 0.9316 0.9262 0.9294
2007 0.8071 0.8106 0.8023 0.8889 0.8540 0.8910 0.9107 0.9072 0.9120
2017 0.8214 0.8295 0.8106 0.8627 0.8336 0.8858 0.9314 0.9325 0.9272

6.5 Discussion

We observed in Chapter 3 that men are more likely to leave home for work earlier

than women. In Chapter 4, we presented that men are more likely to have a higher

travel time than women. This chapter shows that men are more likely to travel using

private transportation than women, and women are more likely to travel using public

transportation than men. All these findings are aligned with other works [25, 46,

111, 177].

All these di↵erences in mobility may be a consequence of cultural constructs in

the cities. As the city develops, the cultural constructs evolve with the city. Then, as
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the city develops, people from di↵erent sociodemographic groups can use the urban

landscape di↵erently. It might be the case that as the city evolves, the population

starts to use more public than private transportation because the city also starts to

provide better public systems.

The high population density might also require a better public system to

serve the population, so if the city does not evolve, the city might not function

optimally. In fact, urban and dense areas face more challenging issues because

creating or changing the public system requires more creative solutions to reuse

the environment [191]. Better public systems tend to encourage people to not opt

for private transportation [195], and the unequal distribution of transport systems

potentially heighten inequalities pertaining to the accessibility of basic amenities

and products [187]. Therefore, transportation may be a key component to fairness

and justice in mobility because individuals should be able to access locations as

needed [182]. Moreover, we argue that improvements on the public transportation

systems should not only take into account population volume but also aim to reach

all neighbourhoods [196].

In this chapter, we found that less dense areas presented a low rate of usage of

the public system and a low number of amenities close to where the individuals live.

People might have to go farther in these less dense areas to access a certain amount

of amenities, but the diversity of amenities increases with the distance. In contrast,

for the denser areas, we observed that the usage of the public system is high, the

number of available amenities is also high, but the diversity of amenities tends to be

stable as we increase the distance from where people live.

Kansas City is a city that historically developed neighbourhoods and public

systems with racial/ethnic segregation, urban inequality, and uneven distribution

of wealth [197]. This city is an example of the cluster in which we identified low

public transportation usage and high gender di↵erences in commuting travel time.

Therefore, we argue that this cluster might reveal cities that are still under severe

segregation problems and inequality.

We also argue that our clustering may have revealed clusters that tend to
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have di↵erent types of co-located amenities. Complementary and competitive co-

located amenities can benefit from each other in di↵erent ways [198]. Areas with

complementary amenities o↵er a more diverse set of amenities, and individuals tend

to fulfil more than one need in a small distant radius (e.g., eat in a restaurant, pay

bills in the bank, and go to the doctor). For instance, communities that share similar

sociodemographic backgrounds create environments with diverse types of amenities

that people can fulfil their needs walking short distances [199].

In contrast, competitive co-located amenities can create an attractive environ-

ment to bring enough people that allows sharing. For instance, New York concentrates

on similar amenities in Times Square, such as restaurants, co↵ee shops and stores.

Because Times Square is an area that attracts numerous tourists, several amenities

can compete for customers.

Our findings show that cities considered more developed are associated with

more competitive co-located amenities within a short distance from home than with

complementary co-located amenities. This indicates that competitive co-located

amenities might be more beneficial to low gender inequality, but there is still a need

to investigate further.
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7. Discussion, conclusion &

limitation

The increase in data granularity and availability coupled with the development of

new methodologies and frameworks lead to a future where disaggregation of human

patterns based on spatial, temporal, or social idiosyncrasies becomes not only possible

but likely. Even though individuals are seemingly unique, with their also seemingly

individual characteristics, one can often look for similar traits and group them,

leading to the possibility of building predictable systems and a better understanding

of human behaviour. To identify the proper idiosyncrasies, we focus this thesis on

studying the patterns in the mobility of women and men.

Statistical analyses (e.g., network and data) enable us to represent and quantify

mobility in an intertwined way between spatial, temporal and cultural aspects [200].

Aggregated knowledge of mobility is widely studied in the literature [3, 38, 39] without

taking into account the cultural aspect that is fundamental to the understanding of

inequalities and di↵erences in mobility. The plethora of complex factors that can

play a role in mobility makes us focus on one sociodemographic component: gender,

combined with three factors that a↵ect gender: socioeconomic status, marital status,

and parenthood. As a city develops, its cultural constructs change, and consequently,

changes in mobility are also identified. In fact, we identified in our results that cities

can indeed share similar gender di↵erences in mobility, but some singularities in the

mobility patterns are also seen in few cities.

We contribute to the literature with a new methodology and pattern in mobility

in which women and men di↵er — mobility diversity. This new pattern may be a

proxy to unveil inequalities that emerge from the labour market, and to compute how
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opportunities are distributed over metropolitan areas. We found that socioeconomic

status amplifies gender di↵erences in mobility diversity, probably associated with the

gender gaps in the labour market. For instance, we saw that higher gender di↵erences

in mobility diversity are found from individuals in the upper-income group that

can be associated with higher gender gaps in the labour market for highly skilled

jobs [170–172].

In line with the results of mobility diversity, we identified from the properties

of the mobility networks of women and men that women tend to have a more

local organisation (high average clustering), and men tend to have a more global

organisation (high density). Besides, we showed that gender and socioeconomic level

play a role in their mobility network structure. However, analyses considering only

the properties of the network did not unveil systematic patterns that emerged from

the combined dimensions of gender and socioeconomic status. Thus, these analyses

highlight the complexity of unveiling disaggregated patterns in mobility.

We also found that socioeconomic status may not amplify the di↵erences in the

temporal distribution of travels made by women and men travellers indicating similar

gender di↵erences regardless of the socioeconomic group. In contrast, the commuting

travel time is associated with individual income, so high travel time is correlated

with high individual income in most cities of the USA. Therefore, we argue that

women and men across socioeconomic groups might a↵ord to reach di↵erent locations,

impacting mobility diversity. In this way, cities with better public transportation

might o↵er higher accessibility to opportunities for individuals across gender groups.

We observed that cities with low gender di↵erences in commuting travel time between

single individuals tend to be the ones that have high usage of public transportation.

We also identified the existence of two cities profiles that share similar usage

of public transportation systems and similar population volume. These profiles di↵er

on the concentration of job distributions using mobility diversity, fraction of areas

in hotspot level 1 and flow hierarchy. High dense cities with high public system

usage are associated with smaller mobility diversity values than the other cities of

the United States. Values of mobility diversity tend to vary between 0.71 to 0.97
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for all the cities, indicating that values smaller than 0.84 are cities with more urban

development than those with values higher than 0.84.

We observed that cities such as New York, Detroit, Boston, and Philadelphia

that have a high fraction of travels using public transportation also show higher

diversity of amenities exposed to women and low gender di↵erences in the commuting

travel time. Moreover, in these cities, considering short distances, women and men

tend to be similarly exposed to a high diversity of amenities. In contrast, we found

that cities such as Kansas City, Corpus Christi, Virginia Beach, and Tulsa with low

public transportation usage also indicate high gender di↵erences in mobility.

Interestingly, we found that Medelĺın and Bogotá in Colombia share similar

mobility characteristics with cities in the United States with high development. We

argue that in Colombia, the government made several interventions to benefit the

mobility of their population, also taking into account gender and socioeconomic

status [201, 202]. We were able to identify several changes in the mobility of Medelĺın

and Bogotá over the years that can be a consequence of the interventions and

improvements in the public system and regulations in the country. We observed that

the divisions of women and men in the zones of Colombia are more balanced (50-50%)

in the most recent year, which might indicate a more fair spatial inclusion of women

and men in the labour market. We also showed that mobility diversity decreased

over the years, indicating that job opportunities became more concentrated over

the metropolitan areas. This might indicate that a complete evenly distribution of

opportunities might not be related to high urban development. Our analysis is more

robust for Bogotá than for Medelĺın as we do not have the expansion factor available

for both years in Medelĺın.

In this thesis, we also explored the impact of household arrangements on

the mobility patterns of women and men. We identified that marital status and

parenthood change the network structure of the mobility of women and men and

that high gender di↵erences are seen for the commuting travel time. Thus, household

arrangements continue to amplify the gender di↵erences in mobility in the studied

datasets in line with the literature [13, 185, 186]. However, gender di↵erences are
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also identified for single individuals who do not have children, showing that gender

roles play a role in mobility regardless of household arrangements, in contrast to the

literature [185, 186].

We then in this thesis provided an overview of the characteristics and patterns

of mobility that women and men di↵er. We indicated based on data of Brazil,

Colombia, the United Kingdom and the United States of America that: (i) women

and men tend to go to di↵erent locations for job opportunities, (ii) tend to cover

urban areas di↵erently, (iii) have di↵erent commuting travel time, (iv) their work

travels have di↵erent peak hours, (v) use the transportation system di↵erently and

(vi) are exposed to di↵erent amount and diversity of amenities. Therefore, making

opportunities accessible might require a gender-inclusive solution.

In this thesis, we do not indicate possible interventions. However, we state

that our goal is not to make everyone the same but make the opportunities reach-

able/accessible to anyone. We have strong indicators that regulations and actions in

Colombia are a↵ecting the country positively. Besides, because we found that urban

landscapes have di↵erent patterns in mobility across cities and gender groups, we

argue that improving the urban landscape may help mitigate some gender inequalities.

We argue that to have a better understanding of inequalities and di↵erences,

we still need more data. We have been searching for data for three years, and

the majority of data do not have available sociodemographic information, or are

not enough to capture patterns of individuals in mobility. We also highlight the

importance of using expansion factors to project the sample studied to the real

population distribution. The spatial distribution of individuals from gender and

socioeconomic groups can impact the analyses of mobility patterns, as individuals

can be exposed to di↵erent opportunities and transportation modes. We also argue

that it is necessary to have better models explaining the mobility for overall and

specific groups of people such as gender and socioeconomic groups (see unsuccessful

modelling using two major human mobility models in Appendix A.1).

Inequalities in gender, socioeconomic groups and any other type are a relevant

topic to study. However, this topic requires several precautions. We do not want to
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make the inequalities more amplified by stereotyping individuals. In contrast, we

need to be aware of the di↵erences across sociodemographic groups to understand

better the indicators that are re-feeding the inequalities. It is a complex and long

journey but indeed necessary.

We are in the twenty-first century, and we still have barriers and burdens in

mobility and the labour market [8]. There is a major role in the transportation system

for helping people access opportunities, but not su�cient to solve the inequalities

in mobility across sociodemographic groups [8, 190, 196]. We need more data

collection in regard to gender, and we need more understanding about the needs and

characteristics of women and men in mobility [203]. Gender gaps still exist regardless

of economic and urban development, and only social and cultural interventions from

governments and organisations will allow a change of paradigm that will permit

sustainable and robust progress towards gender equality. Acting on the mobility

dimension might be the easiest way to stop the reinforcement loop of inequalities

between mobility, the labour market and cultural constructs, as mobility can help

expanding individual opportunities.

7.1 Limitations

Our data analyses come from assumptions and definitions that are limited by the

cities and years that we have available data. We assumed in our analyses that gender

is binary classified and no physical and biological di↵erences between any person

play a role. We agree that gender is always changing its concept, and other studies

should take into account other gender classifications, but our data do not allow us to

take this step further. We argue that we still need more awareness and studies on

better gender classification and that data such as national surveys should take into

account more dimensions of this social construct.

Moreover, our data have the following limitations:

Representativeness: The dataset of each city was designed by a competent or-

ganisation to represent the universal patterns of mobility, but it can have

demographic bias where some groups of people are not well represented people
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such as homeless and extreme rich people (income above millions). Moreover,

our data represent mostly the patterns repeated with high frequency (routine),

so unexpected or non-frequent behaviours are not capture on our data. Other

types of data such as mobile phones or credit card records might be better

data to capture non-frequent behaviours of individuals.

Subjectivity: Surveys are usually at best designed to avoid subjectivity of answers.

Several precautions are done by the organisations such as asking questions in a

very specific and objective manner that does not allow the person to answer

creatively. However, the process is not completely safe from subjectivity. For

instance, women can express their mobility with more detail than men, which

we might see this expression translated on their patterns in mobility.

Spatial inhomogeneity: Urban and dense areas have better data resolution than

rural and non-dense areas. As the areas are usually divided considering

population density, dense areas (usually urban ones) are usually smaller areas.

In this way, one non-dense area will have similar extent of multiple dense areas

hidden peculiarities that happen inside a big non-dense area.

Missing data: All our datasets su↵er from lack of data in many ways. For example,

some areas in our data are only represented by men work travels. We argue

that this is unlikely to be the true reality, but we argue that this missing

data represent the small chance of women working in this particular area,

not the absence of all women in it. The absence of women can be true for

some countries where women are prohibited by religion and government of

working outside their home, but for Latin-American countries, for example,

this should be unlikely to happen. Also, our argument is valid for the spatial

granularity studied. For instance, even though it is unlikely, it is possible that

small neighbourhoods have only women or men working on it because of low

participation of one gender in a particular job sector (e.g., nursery and army).
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7.2 Ethical implications

Surveys and censuses collect data following multiple good practices [204, 205] es-

pecially because of privacy and ethical concerns. In this way, before being made

available to organisations or to the public, these data require anonymisation and

aggregation [206].

After the data is available, the use of this data also requires other precau-

tions [206, 207]. First, any analysis made in the data is limited to the three major

aspects: spatial, temporal and social. The data can tell the story of a particular

population limited to a specific geographic area and a set of social connections.

Therefore, generalisations should be made with caution.

Second, data should be aggregated to avoid privacy issues, and limited access to

disaggregated data is relevant [208]. Having access to aggregated data help researchers

to work on their projects, but it also constrains the data analysis. Results using

aggregated data might have more uncertainties in comparison to using disaggregated

data, so usefulness, relevance and privacy should be well-balanced to maintain the

rigour of science and people’s privacy. Moreover, choosing the proper safeguarding

methodology is also crucial to data analysis as each data will allow researchers to

answer a limited set of questions [207].

Third, limitations to conclusions, recommendations and interventions might

be cautiously indicated [209, 210]. We should take into account that other people

can use the research findings and statements in further works, so establishing the

limitations and the extent to which the analyses and conclusions can be valid is

indispensable.
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A. Appendix

This appendix list all the extra tables and figures performed to support this thesis.
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A.1 Fitting models for sociodemographic groups

There is still a need for better mobility models that explain mobility for the overall

population as well as for sociodemographic groups. We observe in Figure A.1 that

the gravity (singly constrained) and radiation models do not predict well the mobility

of women and men and that they are also characterised di↵erently. For instance, the

distance parameter of the gravity model for women’s mobility is smaller than for

men’s, in line with our results in Chapter 4. Further studies about fitting models

for the mobility of specific sociodemographic groups are necessary to uncover the

behaviour of the minorities.

Figure A.1: Fitting (A.) Gravity model and (B.) Radiation model for the mobility of each
gender.
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Table A.1: Data description from the top 50 cities from the United States considering the
spatial partitioning (ZL2) from the Longitudinal Employer-Household Dynamics survey [74].
The spatial partitioning from the American Community Survey (ZL1) is defined by the
Public Use Microdata Areas (PUMAs) [76]. The top 50 cities are also the most populated
cities in the USA as shown in the table by the estimated population.

Rank State City ZL1 ZL2 Population Estimation
2015 2016 2017 2018 2019

1 NY New York 55 1718 8463049 8469153 8437478 8390081 8336817
2 CA Los Angeles 24 705 3938568 3963226 3975788 3977596 3979576
3 TX Houston 37 530 2286908 2309544 2316750 2318573 2320268
4 IL Chicago 17 504 2724344 2716723 2711069 2701423 2693976
5 PA Philadelphia 11 355 1571065 1576051 1580601 1583592 1584064
6 AZ Phoenix 13 326 1583690 1612199 1633560 1654675 1680992
7 TX Dallas 25 302 1301329 1323916 1342479 1341802 1343573
8 TX San Antonio 16 259 1464043 1487843 1511154 1530016 1547253
9 CA San Diego 22 253 1387323 1402089 1412621 1421917 1423851
10 TX Austin 33 195 921114 939447 951553 962469 978908
11 IN Indianapolis 7 186 863319 868704 873179 880739 886220
12 NC Charlotte 5 182 825668 843117 860002 872514 885708
13 OH Columbus 5 178 854950 866894 881694 890869 898553
14 CA San Francisco 7 175 863010 871512 878040 880696 881549
15 TX Fort Worth 9 170 835356 856177 874809 893216 909585
16 TN Memphis 6 159 654106 652548 650878 651104 651073
17 CA San Jose 12 158 1025980 1030242 1032335 1028020 1021795
18 MO Kansas City 4 157 475073 481670 488329 492012 495327
19 WI Milwaukee 5 154 600477 596996 593725 591375 590157
20 LA New Orleans 3 146 389742 391843 391493 391004 390144
21 CO Denver 5 142 683285 696159 704961 716265 727211
22 MI Detroit 8 139 679410 677143 674631 672977 670031
23 GA Atlanta 4 139 468303 479174 491670 498183 506811
24 AZ Tucson 6 139 535607 537528 541377 544858 548073
25 WA Seattle 5 136 687386 709631 728661 742235 753675
26 FL Jacksonville 7 136 865836 880520 892025 902437 911507
27 CA Fresno 7 120 518203 521426 525373 528814 531576
28 AZ Mesa 4 117 481811 490695 500021 507945 518012
29 OK Tulsa 4 114 403491 404007 402060 400414 401190
30 TX El Paso 5 113 676242 679955 681343 679875 681728
31 CO Colorado Springs 6 105 449572 458714 465167 472567 478221
32 CA Sacramento 13 104 488133 494127 500777 507737 513624
33 KS Wichita 4 103 389412 390519 390277 389231 389938
34 FL Tampa 3 101 371464 380344 391026 397232 399700
35 NC Raleigh 3 98 449546 459469 465776 469314 474069
36 CA Oakland 3 97 418211 420947 424382 429056 433031
37 CA Long Beach 4 97 470128 468719 466646 465865 462628
38 FL Miami 4 97 434738 449149 456617 462819 467963
39 MA Boston 8 90 670491 679848 687788 691147 692600
40 VA Virginia Beach 3 87 450304 450983 449896 449849 449974
41 OH Cincinnati 3 85 299439 299748 301587 302277 303940
42 NJ Newark 6 81 279636 280681 281237 281752 282011
43 MO St. Louis 2 81 316010 312633 308233 303419 300576
44 NC Greensboro 2 78 284610 289182 291537 294518 296710
45 TX Arlington 2 77 388728 394384 397173 398123 398854
46 TN Knoxville 3 75 184046 184986 186905 187362 187603
47 TX Corpus Christi 4 72 324672 325786 325568 326307 326586
48 OH Toledo 2 72 279898 278897 276688 274864 272779
49 AZ Chandler 3 71 243679 247845 253599 257186 261165
50 CA Riverside 15 70 320483 323684 326882 329654 331360
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Table A.2: Summary of the composition of all the expanded data sets for travels made for
all purposes. For a given location and year, we report: the number of travellers NP , the
number of travels NT , the fraction of men (women) travellers fM (fW ), and the fraction of
travels made by men (women) fM

T (fW
T ). We report also the fraction of travellers belonging

to the lower (flower), middle (fmiddle), and upper (fupper) socioeconomic classes, and the
same quantities discriminated by gender (e.g. flowerW ). Finally, we report the fraction of
travels made by travellers with a given socioeconomic class and gender (e.g. flowerWT ). The
data sets are obtained applying the expansion factors to the raw data from the surveys.

Location Medelĺın (MDE) Bogotá (BGT) São Paulo (SAO)

Year 2005 2017 2012 2019 1997 2007 2017

NP 22,702 38,048 11,672 47,149 37,316 54,745 48,085
NT 7,102,052 123,449 25,628,970 88,620,670 54,939,650 83,313,240 95,948,930

f
M 0.52 0.51 0.46 0.48 0.52 0.49 0.50

f
W 0.48 0.49 0.54 0.52 0.48 0.51 0.50

f
M
T 0.52 0.51 0.42 0.47 0.51 0.49 0.50

f
W
T 0.48 0.49 0.58 0.53 0.49 0.51 0.50

f
lower 0.50 0.55 0.46 0.49 0.30 0.21 0.20

f
middle 0.46 0.38 0.48 0.46 0.63 0.63 0.65

f
upper 0.04 0.07 0.06 0.05 0.07 0.16 0.15

f
lower
T 0.41 0.54 0.52 0.50 0.26 0.24 0.22

f
middle
T 0.52 0.38 0.43 0.45 0.68 0.66 0.68

f
upper
T 0.07 0.08 0.05 0.05 0.06 0.10 0.10

f
lowerM 0.26 0.28 0.21 0.24 0.16 0.10 0.09

f
middleM 0.23 0.19 0.22 0.22 0.32 0.31 0.32

f
upperM 0.02 0.04 0.03 0.02 0.04 0.08 0.08

f
lowerW 0.24 0.26 0.25 0.25 0.14 0.11 0.10

f
middleW 0.23 0.19 0.26 0.24 0.30 0.32 0.33

f
upperW 0.02 0.04 0.03 0.03 0.04 0.08 0.08

f
lowerM
T 0.22 0.28 0.21 0.23 0.13 0.11 0.10

f
middleM
T 0.26 0.19 0.19 0.21 0.35 0.39 0.35

f
upperM
T 0.04 0.04 0.02 0.02 0.03 0.05 0.05

f
lowerW
T 0.19 0.26 0.32 0.27 0.13 0.13 0.12

f
middleW
T 0.26 0.19 0.24 0.23 0.33 0.32 0.35

f
upperW
T 0.03 0.04 0.03 0.03 0.03 0.05 0.05
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Table A.3: Summary of the composition of all the expanded data sets for travels made
only for work purpose. See the caption of Table A.8 for the description of each row.

Location Medelĺın (MDE) Bogotá (BGT) São Paulo (SAO)

Year 2005 2017 2012 2019 1997 2007 2017

NP 9,081 17,466 6,844 20,208 17,806 29,640 25,333
NT 349,963 18,814 1,437,599 3,916,047 5,939,612 9,038,745 10,363,550

f
M 0.61 0.62 0.55 0.56 0.62 0.55 0.55

f
W 0.39 0.38 0.45 0.44 0.38 0.45 0.45

f
M
T 0.63 0.63 0.58 0.58 0.68 0.61 0.59

f
W
T 0.37 0.37 0.42 0.42 0.32 0.39 0.41

f
lower 0.50 0.54 0.47 0.48 0.30 0.19 0.17

f
middle 0.46 0.38 0.46 0.46 0.63 0.64 0.66

f
upper 0.04 0.08 0.07 0.06 0.07 0.17 0.17

f
lower
T 0.39 0.53 0.45 0.47 0.25 0.22 0.19

f
middle
T 0.52 0.39 0.48 0.47 0.69 0.68 0.70

f
upper
T 0.09 0.08 0.07 0.06 0.06 0.10 0.11

f
lowerM 0.32 0.35 0.27 0.28 0.19 0.10 0.09

f
middleM 0.27 0.23 0.25 0.25 0.39 0.35 0.36

f
upperM 0.02 0.05 0.04 0.03 0.04 0.10 0.10

f
lowerW 0.18 0.19 0.20 0.20 0.11 0.08 0.07

f
middleW 0.19 0.15 0.21 0.21 0.25 0.29 0.30

f
upperW 0.02 0.03 0.03 0.03 0.02 0.08 0.08

f
lowerM
T 0.26 0.34 0.26 0.28 0.17 0.13 0.11

f
middleM
T 0.31 0.24 0.28 0.26 0.47 0.42 0.42

f
upperM
T 0.06 0.05 0.04 0.04 0.04 0.06 0.06

f
lowerW
T 0.13 0.18 0.19 0.19 0.08 0.09 0.08

f
middleW
T 0.21 0.15 0.20 0.21 0.22 0.26 0.29

f
upperW
T 0.03 0.04 0.03 0.02 0.02 0.04 0.04
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Table A.4: Network properties from the mobility of men and women across socioeconomic
groups.

women men

Metrics Region Year lower middle upper lower middle upper

Average inflow

MDE
2005 1179 1450 142 1370 1427 162
2017 51 45 44 51 46 44

BGT
2012 1728 1928 54 1561 1675 54
2019 1966 1419 71 1887 1303 69

SAO

1997 7677 20697 400 8599 22471 651
2007 3649 11809 355 3384 11422 419
2017 1955 10863 161 1734 10024 180

Indegree centrality

MDE
2005 0.7662 0.4153 0.7687 0.4354 0.4387 0.7687
2017 0.0538 0.0924 0.1579 0.0629 0.0885 0.3077

BGT
2012 0.1467 0.1338 0.2634 0.1356 0.1284 0.2634
2019 0.1124 0.1480 0.3207 0.1165 0.1403 0.3207

SAO

1997 0.1526 0.4153 0.2036 0.2092 0.4378 0.2206
2007 0.1388 0.3989 0.1869 0.1469 0.4206 0.1944
2017 0.0601 0.2380 0.1408 0.0585 0.2345 0.1552

Average clustering

MDE
2005 0.4860 0.3550 0.4860 0.3010 0.3340 0.4860
2017 0.3720 0.3060 0.2760 0.3800 0.3120 0.1870

BGT
2012 0.1474 0.1281 0.2057 0.1345 0.1263 0.1848
2019 0.1079 0.1442 0.1686 0.1161 0.1407 0.1402

SAO

1997 0.3450 0.4180 0.3500 0.2670 0.3820 0.3100
2007 0.3980 0.3800 0.3010 0.4270 0.3920 0.3510
2017 0.4800 0.3870 0.3160 0.4320 0.3770 0.3320

Density

MDE
2005 0.2041 0.0880 0.2047 0.0719 0.0942 0.2047
2017 0.0110 0.0150 0.0763 0.0119 0.0168 0.1209

BGT
2012 0.0152 0.0213 0.0498 0.0146 0.0208 0.0498
2019 0.0166 0.0223 0.0569 0.0160 0.0215 0.0569

SAO

1997 0.0464 0.0907 0.0395 0.0621 0.1128 0.0439
2007 0.0217 0.0494 0.0317 0.0216 0.0543 0.0351
2017 0.0120 0.0339 0.0235 0.0131 0.0362 0.0251

Average neighbour indegree

MDE
2005 113 58 122 54 62 125
2017 81 84 83 82 84 83

BGT
2012 28 29 73 25 29 73
2019 35 75 109 46 69 123

SAO

1997 19 39 17 26 50 19
2007 16 20 95 11 42 105
2017 32 14 38 8 17 67
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Table A.5: Portrait Divergence between the mobility network from travellers of each
gender (women,men) in a socioeconomic (lower,middle,upper) group, PD(Xi=1, Xi=2),
where Xi✏{women lower,women middle,women upper, men lower,men middle,men upper }.
The values extracted from the null models are in parentheses. The null models shu✏e the
gender and socioeconomic categories.

lower middle upper

Region Year PD(women,men) PD(women,men) PD(women,men)

MDE
2005 0.7930 (0.4861) 0.7357 (0.7922) 0.9199 (0.4889)
2017 0.8458 (0.5463) 0.6096 (0.7492) 0.8925 (0.3352)

BGT
2012 0.9082 (0.5680) 0.9112 (0.5935) 0.9580 (0.8096)
2019 0.9472 (0.1522) 0.9704 (0.1824) 0.9423 (0.6475)

SAO

1997 0.4622 (0.3352) 0.5545 (0.2657) 0.8476 (0.5659)
2007 0.8147 (0.4259) 0.5808 (0.2967) 0.8217 (0.4829)
2017 0.8861 (0.4920) 0.8949 (0.3060) 0.8501 (0.5119)

Table A.6: F Statistic of the ANOVA Test computed from the mobility diversity of all
travels. All the p-values are smaller than 0.001.

Location MDE BGT SAO

Years 2005 2017 2012 2019 1997 2007 2017

Gender Groups 573569 4690 6023260 93689 537431 6456450 2296951
Socioeconomic Groups 391579690 4127072 1138264618 35079596 301501736 177736269 228956044
Combined Groups 8604 3527 5711 3060 5145 8739 5984

Table A.7: F Statistic of the ANOVA Test computed from the mobility diversity of work
travels. All the p-values are smaller than 0.001.

Location MDE BGT SAO

Years 2005 2017 2012 2019 1997 2007 2017

Gender Groups 186411 4826 6164761 742155 1551884 1377470 2164971
Socioeconomic Groups 7272494 762876 66412851 20475418 36892298 37295014 75000823
Combined Groups 3420 3826 4705 3406 2522 9095 6249

174



Table A.8: Multi-group means comparisons of the distributions of the mobility diversity
between di↵erent set of travels in MDE 2005 using Tukey’s HSD test. The values presented
are multiplied by 102. The ⇤⇤⇤ symbol denotes a p-value smaller than 0.001. We highlight
the cells of groups having p-values higher than 0.001.

Travels Groups Mean 95% Confidence interval Adjusted
di↵erence Lower bound Upper bound p-value

all

(all) ⇥ (men) 0.0308 0.0302 0.0314

⇤⇤⇤

(all) ⇥ (women) -0.2263 -0.2269 -0.2257
(men) ⇥ (women) -0.2571 -0.2577 -0.2565
(all) ⇥ (lower) 86.472 86.4707 86.4733
(all) ⇥ (middle) 87.4194 87.4181 87.4207
(all) ⇥ (upper) 75.3408 75.3395 75.3421
(lower) ⇥ (middle) 0.9475 0.9462 0.9488
(lower) ⇥ (upper) -11.1312 -11.1325 -11.1299
(middle) ⇥ (upper) -12.0786 -12.0799 -12.0773
(all) ⇥ (men-lower) -5.7453 -5.7475 -5.7431
(all) ⇥ (men-middle) -4.9728 -4.975 -4.9706
(all) ⇥ (men-upper) -16.8361 -16.8383 -16.8339
(all) ⇥ (women-lower) -6.3292 -6.3314 -6.327
(all) ⇥ (women-middle) -5.1697 -5.1719 -5.1675
(all) ⇥ (women-upper) -18.047 -18.0492 -18.0448
(men-lower) ⇥ (men-middle) 0.7725 0.7703 0.7747
(men-lower) ⇥ (men-upper) -11.0908 -11.093 -11.0886
(men-lower) ⇥ (women-lower) -0.5839 -0.5861 -0.5817
(men-lower) ⇥ (women-middle) 0.5756 0.5734 0.5778
(men-lower) ⇥ (women-upper) -12.3017 -12.3039 -12.2995
(men-middle) ⇥ (men-upper) -11.8633 -11.8655 -11.8611
(men-middle) ⇥ (women-lower) -1.3564 -1.3586 -1.3542
(men-middle) ⇥ (women-middle) -0.1969 -0.1991 -0.1947
(men-middle) ⇥ (women-upper) -13.0742 -13.0764 -13.072
(men-upper) ⇥ (women-lower) 10.5069 10.5047 10.5091
(men-upper) ⇥ (women-middle) 11.6664 11.6642 11.6686
(men-upper) ⇥ (women-upper) -1.2109 -1.2131 -1.2087
(women-lower) ⇥ (women-middle) 1.1595 1.1573 1.1617
(women-lower) ⇥ (women-upper) -11.7178 -11.72 -11.7156
(women-middle) ⇥ (women-upper) -12.8773 -12.8795 -12.8751

work

(all) ⇥ (men) -0.1733 -0.1755 -0.1711

⇤⇤⇤

(all) ⇥ (women) -0.5707 -0.5729 -0.5685
(men) ⇥ (women) -0.3974 -0.3996 -0.3952
(all) ⇥ (lower) 85.1415 85.1383 85.1447
(all) ⇥ (middle) 84.3991 84.3959 84.4024
(all) ⇥ (upper) 78.5477 78.5445 78.551
(lower) ⇥ (middle) -0.7424 -0.7456 -0.7392
(lower) ⇥ (upper) -6.5938 -6.597 -6.5905
(middle) ⇥ (upper) -5.8514 -5.8546 -5.8482
(all) ⇥ (men-lower) -0.4769 -0.4823 -0.4715
(all) ⇥ (men-middle) -1.4315 -1.4369 -1.4261
(all) ⇥ (men-upper) -8.8917 -8.8971 -8.8863
(all) ⇥ (women-lower) -1.2447 -1.2501 -1.2393
(all) ⇥ (women-middle) -1.6542 -1.6596 -1.6488
(all) ⇥ (women-upper) -8.084 -8.0894 -8.0786
(men-lower) ⇥ (men-middle) -0.9547 -0.9601 -0.9493
(men-lower) ⇥ (men-upper) -8.4148 -8.4202 -8.4094
(men-lower) ⇥ (women-lower) -0.7678 -0.7733 -0.7624
(men-lower) ⇥ (women-middle) -1.1773 -1.1827 -1.1719
(men-lower) ⇥ (women-upper) -7.6072 -7.6126 -7.6018
(men-middle) ⇥ (men-upper) -7.4601 -7.4656 -7.4547
(men-middle) ⇥ (women-lower) 0.1868 0.1814 0.1922
(men-middle) ⇥ (women-middle) -0.2226 -0.228 -0.2172
(men-middle) ⇥ (women-upper) -6.6525 -6.6579 -6.6471
(men-upper) ⇥ (women-lower) 7.647 7.6416 7.6524
(men-upper) ⇥ (women-middle) 7.2375 7.2321 7.2429
(men-upper) ⇥ (women-upper) 0.8076 0.8022 0.813
(women-lower) ⇥ (women-middle) -0.4095 -0.4149 -0.404
(women-lower) ⇥ (women-upper) -6.8393 -6.8447 -6.8339
(women-middle) ⇥ (women-upper) -6.4299 -6.4353 -6.4245
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Table A.9: Multi-group means comparisons of the distributions of the mobility diversity
between di↵erent set of travels in MDE 2017 using the Tukey’s HSD test. See the caption of
Table A.8 for the description of each column, and the notation.

Travels Groups Mean 95% Confidence interval Adjusted
di↵erence Lower bound Upper bound p-value

all

(all) ⇥ (men) 0.0637 0.0586 0.0688

⇤⇤⇤

(all) ⇥ (women) -0.1613 -0.1664 -0.1562
(men) ⇥ (women) -0.225 -0.2301 -0.2199
(all) ⇥ (lower) 79.5541 79.5448 79.5633
(all) ⇥ (middle) 76.1984 76.1891 76.2076
(all) ⇥ (upper) 65.4818 65.4725 65.491
(lower) ⇥ (middle) -3.3557 -3.3649 -3.3465
(lower) ⇥ (upper) -14.0723 -14.0815 -14.0631
(middle) ⇥ (upper) -10.7166 -10.7258 -10.7074
(all) ⇥ (men lower) -0.7026 -0.7195 -0.6858
(all) ⇥ (men-middle) -3.8696 -3.8864 -3.8528
(all) ⇥ (men-upper) -14.1376 -14.1544 -14.1208
(all) ⇥ (women lower) -0.7279 -0.7447 -0.7111
(all) ⇥ (women-middle) -4.3216 -4.3384 -4.3048
(all) ⇥ (women-upper) -15.7535 -15.7703 -15.7367
(men lower) ⇥ (men-middle) -3.1669 -3.1838 -3.1501
(men lower) ⇥ (men-upper) -13.4349 -13.4517 -13.4181
(men lower) ⇥ (women lower) -0.0252 -0.042 -0.0084
(men lower) ⇥ (women-middle) -3.6189 -3.6357 -3.6021
(men lower) ⇥ (women-upper) -15.0508 -15.0676 -15.034
(men-middle) ⇥ (men-upper) -10.268 -10.2848 -10.2512
(men-middle) ⇥ (women lower) 3.1417 3.1249 3.1585
(men-middle) ⇥ (women-middle) -0.452 -0.4688 -0.4352
(men-middle) ⇥ (women-upper) -11.8839 -11.9007 -11.8671
(men-upper) ⇥ (women lower) 13.4097 13.3929 13.4265
(men-upper) ⇥ (women-middle) 9.816 9.7992 9.8328
(men-upper) ⇥ (women-upper) -1.6159 -1.6327 -1.5991
(women lower) ⇥ (women-middle) -3.5937 -3.6105 -3.5769
(women lower) ⇥ (women-upper) -15.0256 -15.0424 -15.0088
(women-middle) ⇥ (women-upper) -11.4319 -11.4487 -11.4151

work

(all) ⇥ (men) 0.0109 -0.0025 0.0244 0.1356
(all) ⇥ (women) -0.5492 -0.5626 -0.5357

⇤⇤⇤

(men) ⇥ (women) -0.5601 -0.5735 -0.5467
(all) ⇥ (lower) 79.3821 79.3596 79.4046
(all) ⇥ (middle) 76.1565 76.134 76.179
(all) ⇥ (upper) 64.9359 64.9134 64.9584
(lower) ⇥ (middle) -3.2256 -3.2481 -3.2031
(lower) ⇥ (upper) -14.4462 -14.4686 -14.4237
(middle) ⇥ (upper) -11.2206 -11.243 -11.1981
(all) ⇥ (men lower) -1.0741 -1.1158 -1.0323
(all) ⇥ (men-middle) -4.0935 -4.1352 -4.0517
(all) ⇥ (men-upper) -15.223 -15.2647 -15.1813
(all) ⇥ (women lower) -1.306 -1.3477 -1.2643
(all) ⇥ (women-middle) -4.8986 -4.9403 -4.8569
(all) ⇥ (women-upper) -17.1903 -17.232 -17.1486
(men lower) ⇥ (men-middle) -3.0194 -3.0611 -2.9777
(men lower) ⇥ (men-upper) -14.149 -14.1907 -14.1072
(men lower) ⇥ (women lower) -0.2319 -0.2736 -0.1902
(men lower) ⇥ (women-middle) -3.8245 -3.8662 -3.7828
(men lower) ⇥ (women-upper) -16.1162 -16.158 -16.0745
(men-middle) ⇥ (men-upper) -11.1296 -11.1713 -11.0878
(men-middle) ⇥ (women lower) 2.7875 2.7458 2.8292
(men-middle) ⇥ (women-middle) -0.8051 -0.8468 -0.7634
(men-middle) ⇥ (women-upper) -13.0968 -13.1386 -13.0551
(men-upper) ⇥ (women lower) 13.917 13.8753 13.9588
(men-upper) ⇥ (women-middle) 10.3244 10.2827 10.3662
(men-upper) ⇥ (women-upper) -1.9673 -2.009 -1.9256
(women lower) ⇥ (women-middle) -3.5926 -3.6343 -3.5509
(women lower) ⇥ (women-upper) -15.8843 -15.926 -15.8426
(women-middle) ⇥ (women-upper) -12.2917 -12.3335 -12.25

176



Table A.10: Multi-group means comparisons of the distributions of the mobility diversity
between di↵erent set of travels in BGT 2012 using Tukey’s HSD test. See the caption of
Table A.8 for the description of each column, and the notation.

Travels Groups Mean 95% Confidence interval Adjusted
di↵erence Lower bound Upper bound p-value

all

(all) ⇥ (men) -0.0497 -0.05 -0.0494

⇤⇤⇤

(all) ⇥ (women) -0.4077 -0.408 -0.4074
(men) ⇥ (women) -0.358 -0.3583 -0.3577
(all) ⇥ (lower) 87.0619 87.0609 87.0629
(all) ⇥ (middle) 89.0512 89.0502 89.0522
(all) ⇥ (upper) 71.4057 71.4046 71.4067
(lower) ⇥ (middle) 1.9893 1.9883 1.9903
(lower) ⇥ (upper) -15.6563 -15.6573 -15.6552
(middle) ⇥ (upper) -17.6455 -17.6466 -17.6445
(all) ⇥ (men lower) -6.1861 -6.1878 -6.1844
(all) ⇥ (men-middle) -4.2557 -4.2574 -4.254
(all) ⇥ (men-upper) -21.8737 -21.8754 -21.872
(all) ⇥ (women lower) -6.812 -6.8137 -6.8103
(all) ⇥ (women-middle) -4.743 -4.7446 -4.7413
(all) ⇥ (women-upper) -23.4137 -23.4154 -23.412
(men lower) ⇥ (men-middle) 1.9304 1.9287 1.9321
(men lower) ⇥ (men-upper) -15.6875 -15.6892 -15.6858
(men lower) ⇥ (women lower) -0.6258 -0.6275 -0.6241
(men lower) ⇥ (women-middle) 1.4432 1.4415 1.4449
(men lower) ⇥ (women-upper) -17.2275 -17.2292 -17.2258
(men-middle) ⇥ (men-upper) -17.618 -17.6196 -17.6163
(men-middle) ⇥ (women lower) -2.5562 -2.5579 -2.5545
(men-middle) ⇥ (women-middle) -0.4872 -0.4889 -0.4855
(men-middle) ⇥ (women-upper) -19.1579 -19.1596 -19.1563
(men-upper) ⇥ (women lower) 15.0617 15.06 15.0634
(men-upper) ⇥ (women-middle) 17.1307 17.129 17.1324
(men-upper) ⇥ (women-upper) -1.54 -1.5417 -1.5383
(women lower) ⇥ (women-middle) 2.069 2.0673 2.0707
(women lower) ⇥ (women-upper) -16.6017 -16.6034 -16.6
(women-middle) ⇥ (women-upper) -18.6707 -18.6724 -18.669

work

(all) ⇥ (men) -0.9601 -0.9612 -0.9589

⇤⇤⇤

(all) ⇥ (women) -1.5977 -1.5989 -1.5966
(men) ⇥ (women) -0.6377 -0.6388 -0.6365
(all) ⇥ (lower) 88.1965 88.1941 88.1989
(all) ⇥ (middle) 85.972 85.9696 85.9743
(all) ⇥ (upper) 72.908 72.9056 72.9104
(lower) ⇥ (middle) -2.2246 -2.227 -2.2222
(lower) ⇥ (upper) -15.2885 -15.2909 -15.2861
(middle) ⇥ (upper) -13.0639 -13.0663 -13.0615
(all) ⇥ (men lower) -2.6924 -2.6965 -2.6884
(all) ⇥ (men-middle) -4.6356 -4.6396 -4.6315
(all) ⇥ (men-upper) -18.4256 -18.4297 -18.4216
(all) ⇥ (women lower) -3.8732 -3.8773 -3.8692
(all) ⇥ (women-middle) -5.4457 -5.4497 -5.4416
(all) ⇥ (women-upper) -21.8152 -21.8192 -21.8111
(men lower) ⇥ (men-middle) -1.9431 -1.9472 -1.9391
(men lower) ⇥ (men-upper) -15.7332 -15.7373 -15.7292
(men lower) ⇥ (women lower) -1.1808 -1.1849 -1.1768
(men lower) ⇥ (women-middle) -2.7533 -2.7573 -2.7492
(men lower) ⇥ (women-upper) -19.1227 -19.1268 -19.1187
(men-middle) ⇥ (men-upper) -13.7901 -13.7941 -13.786
(men-middle) ⇥ (women lower) 0.7623 0.7583 0.7664
(men-middle) ⇥ (women-middle) -0.8101 -0.8142 -0.8061
(men-middle) ⇥ (women-upper) -17.1796 -17.1836 -17.1755
(men-upper) ⇥ (women lower) 14.5524 14.5483 14.5564
(men-upper) ⇥ (women-middle) 12.98 12.9759 12.984
(men-upper) ⇥ (women-upper) -3.3895 -3.3936 -3.3855
(women lower) ⇥ (women-middle) -1.5724 -1.5765 -1.5684
(women lower) ⇥ (women-upper) -17.9419 -17.946 -17.9379
(women-middle) ⇥ (women-upper) -16.3695 -16.3735 -16.3654
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Table A.11: Multi-group means comparisons of the distributions of the mobility diversity
between di↵erent set of travels in BGT 2019 using Tukey’s HSD test. See the caption of
Table A.8 for the description of each column, and the notation.

Travels Groups Mean 95% Confidence interval Adjusted
di↵erence Lower bound Upper bound p-value

all

(all) ⇥ (men) -0.0376 -0.038 -0.0373

⇤⇤⇤

(all) ⇥ (women) -0.0561 -0.0564 -0.0557
(men) ⇥ (women) -0.0184 -0.0188 -0.0181
(all) ⇥ (lower) 81.0821 81.0813 81.083
(all) ⇥ (middle) 81.8183 81.8174 81.8191
(all) ⇥ (upper) 78.0621 78.0612 78.063
(lower) ⇥ (middle) 0.7361 0.7353 0.737
(lower) ⇥ (upper) -3.0201 -3.0209 -3.0192
(middle) ⇥ (upper) -3.7562 -3.757 -3.7553
(all) ⇥ (men lower) -0.8819 -0.8835 -0.8804
(all) ⇥ (men-middle) -0.3397 -0.3413 -0.3382
(all) ⇥ (men-upper) -4.8074 -4.8089 -4.8059
(all) ⇥ (women lower) -1.0872 -1.0888 -1.0857
(all) ⇥ (women-middle) -0.1996 -0.2012 -0.1981
(all) ⇥ (women-upper) -4.9056 -4.9071 -4.904
(men lower) ⇥ (men-middle) 0.5422 0.5407 0.5437
(men lower) ⇥ (men-upper) -3.9255 -3.927 -3.9239
(men lower) ⇥ (women lower) -0.2053 -0.2068 -0.2038
(men lower) ⇥ (women-middle) 0.6823 0.6808 0.6838
(men lower) ⇥ (women-upper) -4.0236 -4.0252 -4.0221
(men-middle) ⇥ (men-upper) -4.4677 -4.4692 -4.4661
(men-middle) ⇥ (women lower) -0.7475 -0.749 -0.746
(men-middle) ⇥ (women-middle) 0.1401 0.1386 0.1416
(men-middle) ⇥ (women-upper) -4.5658 -4.5674 -4.5643
(men-upper) ⇥ (women lower) 3.7202 3.7186 3.7217
(men-upper) ⇥ (women-middle) 4.6078 4.6062 4.6093
(men-upper) ⇥ (women-upper) -0.0982 -0.0997 -0.0966
(women lower) ⇥ (women-middle) 0.8876 0.8861 0.8891
(women lower) ⇥ (women-upper) -3.8183 -3.8199 -3.8168
(women-middle) ⇥ (women-upper) -4.706 -4.7075 -4.7044

work

(all) ⇥ (men) -0.3398 -0.3409 -0.3387

⇤⇤⇤

(all) ⇥ (women) -0.523 -0.5242 -0.5219
(men) ⇥ (women) -0.1833 -0.1844 -0.1822
(all) ⇥ (lower) 78.9254 78.9227 78.9281
(all) ⇥ (middle) 80.3745 80.3718 80.3772
(all) ⇥ (upper) 71.1352 71.1325 71.1379
(lower) ⇥ (middle) 1.4491 1.4465 1.4518
(lower) ⇥ (upper) -7.7902 -7.7929 -7.7875
(middle) ⇥ (upper) -9.2393 -9.242 -9.2366
(all) ⇥ (men lower) -2.5151 -2.5197 -2.5104
(all) ⇥ (men-middle) -1.3778 -1.3825 -1.3731
(all) ⇥ (men-upper) -14.0293 -14.034 -14.0246
(all) ⇥ (women lower) -3.0307 -3.0354 -3.026
(all) ⇥ (women-middle) -1.4085 -1.4132 -1.4038
(all) ⇥ (women-upper) -14.4171 -14.4218 -14.4125
(men lower) ⇥ (men-middle) 1.1372 1.1326 1.1419
(men lower) ⇥ (men-upper) -11.5143 -11.5189 -11.5096
(men lower) ⇥ (women lower) -0.5156 -0.5203 -0.5109
(men lower) ⇥ (women-middle) 1.1066 1.1019 1.1113
(men lower) ⇥ (women-upper) -11.9021 -11.9068 -11.8974
(men-middle) ⇥ (men-upper) -12.6515 -12.6562 -12.6468
(men-middle) ⇥ (women lower) -1.6529 -1.6576 -1.6482
(men-middle) ⇥ (women-middle) -0.0307 -0.0354 -0.026
(men-middle) ⇥ (women-upper) -13.0393 -13.044 -13.0346
(men-upper) ⇥ (women lower) 10.9986 10.9939 11.0033
(men-upper) ⇥ (women-middle) 12.6208 12.6161 12.6255
(men-upper) ⇥ (women-upper) -0.3878 -0.3925 -0.3831
(women lower) ⇥ (women-middle) 1.6222 1.6175 1.6269
(women lower) ⇥ (women-upper) -11.3865 -11.3911 -11.3818
(women-middle) ⇥ (women-upper) -13.0087 -13.0133 -13.004
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Table A.12: Multi-group means comparisons of the distributions of the mobility diversity
between di↵erent set of travels in SAO 1997 using Tukey’s HSD test. See the caption of
Table A.8 for the description of each column, and the notation.

Travels Groups Mean 95% Confidence interval Adjusted
di↵erence Lower bound Upper bound p-value

all

(all) ⇥ (men) -0.1254 -0.1257 -0.1251

⇤⇤⇤

(all) ⇥ (women) -0.0272 -0.0275 -0.0269
(men) ⇥ (women) 0.0981 0.0978 0.0984
(all) ⇥ (lower) 88.7281 88.7272 88.7289
(all) ⇥ (middle) 93.0693 93.0684 93.0702
(all) ⇥ (upper) 84.8127 84.8118 84.8136
(lower) ⇥ (middle) 4.3413 4.3404 4.3422
(lower) ⇥ (upper) -3.9154 -3.9163 -3.9145
(middle) ⇥ (upper) -8.2567 -8.2575 -8.2558
(all) ⇥ (men lower) -4.627 -4.6286 -4.6255
(all) ⇥ (men-middle) -0.3233 -0.3248 -0.3218
(all) ⇥ (men-upper) -8.3645 -8.366 -8.3629
(all) ⇥ (women lower) -4.7965 -4.7981 -4.795
(all) ⇥ (women-middle) -0.2844 -0.286 -0.2829
(all) ⇥ (women-upper) -9.9697 -9.9712 -9.9681
(men lower) ⇥ (men-middle) 4.3037 4.3022 4.3053
(men lower) ⇥ (men-upper) -3.7374 -3.7389 -3.7359
(men lower) ⇥ (women lower) -0.1695 -0.171 -0.168
(men lower) ⇥ (women-middle) 4.3426 4.3411 4.3441
(men lower) ⇥ (women-upper) -5.3426 -5.3442 -5.3411
(men-middle) ⇥ (men-upper) -8.0412 -8.0427 -8.0396
(men-middle) ⇥ (women lower) -4.4732 -4.4748 -4.4717
(men-middle) ⇥ (women-middle) 0.0388 0.0373 0.0404
(men-middle) ⇥ (women-upper) -9.6464 -9.6479 -9.6448
(men-upper) ⇥ (women lower) 3.5679 3.5664 3.5695
(men-upper) ⇥ (women-middle) 8.08 8.0785 8.0815
(men-upper) ⇥ (women-upper) -1.6052 -1.6068 -1.6037
(women lower) ⇥ (women-middle) 4.5121 4.5105 4.5136
(women lower) ⇥ (women-upper) -5.1731 -5.1747 -5.1716
(women-middle) ⇥ (women-upper) -9.6852 -9.6868 -9.6837

work

(all) ⇥ (men) -0.5365 -0.5373 -0.5357

⇤⇤⇤

(all) ⇥ (women) -0.2166 -0.2175 -0.2158
(men) ⇥ (women) 0.3199 0.319 0.3207
(all) ⇥ (lower) 92.4728 92.4706 92.4749
(all) ⇥ (middle) 90.9687 90.9666 90.9709
(all) ⇥ (upper) 81.3344 81.3323 81.3366
(lower) ⇥ (middle) -1.504 -1.5062 -1.5019
(lower) ⇥ (upper) -11.1383 -11.1405 -11.1362
(middle) ⇥ (upper) -9.6343 -9.6364 -9.6321
(all) ⇥ (men lower) -0.6123 -0.6164 -0.6082
(all) ⇥ (men-middle) -1.9421 -1.9462 -1.9381
(all) ⇥ (men-upper) -12.2619 -12.2659 -12.2578
(all) ⇥ (women lower) -0.7635 -0.7676 -0.7594
(all) ⇥ (women-middle) -1.6211 -1.6252 -1.6171
(all) ⇥ (women-upper) -15.3371 -15.3412 -15.333
(men lower) ⇥ (men-middle) -1.3298 -1.3339 -1.3258
(men lower) ⇥ (men-upper) -11.6496 -11.6536 -11.6455
(men lower) ⇥ (women lower) -0.1512 -0.1553 -0.1471
(men lower) ⇥ (women-middle) -1.0088 -1.0129 -1.0048
(men lower) ⇥ (women-upper) -14.7248 -14.7289 -14.7207
(men-middle) ⇥ (men-upper) -10.3197 -10.3238 -10.3156
(men-middle) ⇥ (women lower) 1.1786 1.1745 1.1827
(men-middle) ⇥ (women-middle) 0.321 0.3169 0.3251
(men-middle) ⇥ (women-upper) -13.395 -13.399 -13.3909
(men-upper) ⇥ (women lower) 11.4983 11.4943 11.5024
(men-upper) ⇥ (women-middle) 10.6407 10.6366 10.6448
(men-upper) ⇥ (women-upper) -3.0752 -3.0793 -3.0712
(women lower) ⇥ (women-middle) -0.8576 -0.8617 -0.8535
(women lower) ⇥ (women-upper) -14.5736 -14.5777 -14.5695
(women-middle) ⇥ (women-upper) -13.716 -13.72 -13.7119
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Table A.13: Multi-group means comparisons of the distributions of the mobility diversity
between di↵erent set of travels in SAO 2007 using Tukey’s HSD test. See the caption of
Table A.8 for the description of each column, and the notation.

Travels Groups Mean 95% Confidence interval Adjusted
di↵erence Lower bound Upper bound p-value

all

(all) ⇥ (men) -0.2582 -0.2584 -0.2579

⇤⇤⇤

(all) ⇥ (women) 0.164 0.1637 0.1642
(men) ⇥ (women) 0.4221 0.4219 0.4224
(all) ⇥ (lower) 88.067 88.0665 88.0675
(all) ⇥ (middle) 90.6562 90.6557 90.6568
(all) ⇥ (upper) 88.4965 88.496 88.497
(lower) ⇥ (middle) 2.5893 2.5887 2.5898
(lower) ⇥ (upper) 0.4295 0.429 0.43
(middle) ⇥ (upper) -2.1598 -2.1603 -2.1593
(all) ⇥ (men lower) -3.2646 -3.2655 -3.2637
(all) ⇥ (men-middle) -0.6351 -0.636 -0.6343
(all) ⇥ (men-upper) -2.562 -2.5628 -2.5611
(all) ⇥ (women lower) -2.775 -2.7759 -2.7741
(all) ⇥ (women-middle) -0.0381 -0.039 -0.0373
(all) ⇥ (women-upper) -2.9615 -2.9624 -2.9606
(men lower) ⇥ (men-middle) 2.6294 2.6286 2.6303
(men lower) ⇥ (men-upper) 0.7026 0.7018 0.7035
(men lower) ⇥ (women lower) 0.4896 0.4887 0.4905
(men lower) ⇥ (women-middle) 3.2265 3.2256 3.2273
(men lower) ⇥ (women-upper) 0.3031 0.3022 0.304
(men-middle) ⇥ (men-upper) -1.9268 -1.9277 -1.9259
(men-middle) ⇥ (women lower) -2.1398 -2.1407 -2.139
(men-middle) ⇥ (women-middle) 0.597 0.5961 0.5979
(men-middle) ⇥ (women-upper) -2.3264 -2.3272 -2.3255
(men-upper) ⇥ (women lower) -0.213 -0.2139 -0.2121
(men-upper) ⇥ (women-middle) 2.5238 2.5229 2.5247
(men-upper) ⇥ (women-upper) -0.3996 -0.4004 -0.3987
(women lower) ⇥ (women-middle) 2.7368 2.736 2.7377
(women lower) ⇥ (women-upper) -0.1865 -0.1874 -0.1857
(women-middle) ⇥ (women-upper) -2.9234 -2.9242 -2.9225

work

(all) ⇥ (men) -0.3503 -0.3509 -0.3497

⇤⇤⇤

(all) ⇥ (women) 0.1219 0.1213 0.1226
(men) ⇥ (women) 0.4722 0.4716 0.4729
(all) ⇥ (lower) 86.5667 86.5655 86.5679
(all) ⇥ (middle) 89.7687 89.7674 89.7699
(all) ⇥ (upper) 87.5448 87.5436 87.546
(lower) ⇥ (middle) 3.202 3.2007 3.2032
(lower) ⇥ (upper) 0.9781 0.9768 0.9793
(middle) ⇥ (upper) -2.2239 -2.2251 -2.2227
(all) ⇥ (men lower) -4.2172 -4.2194 -4.2151
(all) ⇥ (men-middle) -0.8862 -0.8884 -0.8841
(all) ⇥ (men-upper) -2.8996 -2.9017 -2.8975
(all) ⇥ (women lower) -3.8529 -3.855 -3.8508
(all) ⇥ (women-middle) -0.1643 -0.1665 -0.1622
(all) ⇥ (women-upper) -3.8952 -3.8974 -3.8931
(men lower) ⇥ (men-middle) 3.331 3.3289 3.3331
(men lower) ⇥ (men-upper) 1.3176 1.3155 1.3198
(men lower) ⇥ (women lower) 0.3643 0.3622 0.3665
(men lower) ⇥ (women-middle) 4.0529 4.0508 4.055
(men lower) ⇥ (women-upper) 0.322 0.3199 0.3241
(men-middle) ⇥ (men-upper) -2.0134 -2.0155 -2.0112
(men-middle) ⇥ (women lower) -2.9667 -2.9688 -2.9645
(men-middle) ⇥ (women-middle) 0.7219 0.7198 0.724
(men-middle) ⇥ (women-upper) -3.009 -3.0111 -3.0069
(men-upper) ⇥ (women lower) -0.9533 -0.9554 -0.9512
(men-upper) ⇥ (women-middle) 2.7353 2.7331 2.7374
(men-upper) ⇥ (women-upper) -0.9956 -0.9978 -0.9935
(women lower) ⇥ (women-middle) 3.6886 3.6864 3.6907
(women lower) ⇥ (women-upper) -0.0423 -0.0445 -0.0402
(women-middle) ⇥ (women-upper) -3.7309 -3.733 -3.7288
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Table A.14: Multi-group means comparisons of the distributions of the mobility diversity
between di↵erent set of travels in SAO 2017 using Tukey’s HSD test. See the caption of
Table A.8 for the description of each column, and the notation.

Travels Groups Mean 95% Confidence interval Adjusted
di↵erence Lower bound Upper bound p-value

all

(all) ⇥ (men) 0.0704 0.0702 0.0707

⇤⇤⇤

(all) ⇥ (women) -0.1485 -0.1488 -0.1483
(men) ⇥ (women) -0.219 -0.2192 -0.2187
(all) ⇥ (lower) 90.3673 90.3668 90.3678
(all) ⇥ (middle) 92.373 92.3725 92.3734
(all) ⇥ (upper) 88.2008 88.2004 88.2013
(lower) ⇥ (middle) 2.0057 2.0052 2.0061
(lower) ⇥ (upper) -2.1665 -2.1669 -2.166
(middle) ⇥ (upper) -4.1721 -4.1726 -4.1717
(all) ⇥ (men lower) -2.3309 -2.3317 -2.3301
(all) ⇥ (men-middle) -0.3343 -0.3351 -0.3335
(all) ⇥ (men-upper) -4.4809 -4.4817 -4.4801
(all) ⇥ (women lower) -2.6799 -2.6807 -2.6791
(all) ⇥ (women-middle) -0.4041 -0.4049 -0.4033
(all) ⇥ (women-upper) -5.132 -5.1328 -5.1312
(men lower) ⇥ (men-middle) 1.9966 1.9958 1.9974
(men lower) ⇥ (men-upper) -2.15 -2.1508 -2.1492
(men lower) ⇥ (women lower) -0.3489 -0.3497 -0.3481
(men lower) ⇥ (women-middle) 1.9268 1.926 1.9276
(men lower) ⇥ (women-upper) -2.8011 -2.8019 -2.8003
(men-middle) ⇥ (men-upper) -4.1466 -4.1474 -4.1458
(men-middle) ⇥ (women lower) -2.3456 -2.3464 -2.3448
(men-middle) ⇥ (women-middle) -0.0698 -0.0706 -0.069
(men-middle) ⇥ (women-upper) -4.7977 -4.7985 -4.7969
(men-upper) ⇥ (women lower) 1.801 1.8002 1.8018
(men-upper) ⇥ (women-middle) 4.0768 4.076 4.0776
(men-upper) ⇥ (women-upper) -0.6511 -0.6519 -0.6503
(women lower) ⇥ (women-middle) 2.2757 2.2749 2.2765
(women lower) ⇥ (women-upper) -2.4522 -2.453 -2.4514
(women-middle) ⇥ (women-upper) -4.7279 -4.7287 -4.7271

work

(all) ⇥ (men) 0.116 0.1154 0.1165

⇤⇤⇤

(all) ⇥ (women) -0.4142 -0.4147 -0.4136
(men) ⇥ (women) -0.5301 -0.5307 -0.5296
(all) ⇥ (lower) 89.0198 89.0187 89.0209
(all) ⇥ (middle) 91.8841 91.883 91.8851
(all) ⇥ (upper) 86.0713 86.0702 86.0724
(lower) ⇥ (middle) 2.8643 2.8632 2.8654
(lower) ⇥ (upper) -2.9485 -2.9496 -2.9474
(middle) ⇥ (upper) -5.8127 -5.8138 -5.8117
(all) ⇥ (men lower) -3.2379 -3.2398 -3.2359
(all) ⇥ (men-middle) -0.3976 -0.3995 -0.3956
(all) ⇥ (men-upper) -6.1201 -6.1221 -6.1182
(all) ⇥ (women lower) -4.6039 -4.6058 -4.6019
(all) ⇥ (women-middle) -0.6298 -0.6318 -0.6279
(all) ⇥ (women-upper) -7.6548 -7.6567 -7.6528
(men lower) ⇥ (men-middle) 2.8403 2.8384 2.8422
(men lower) ⇥ (men-upper) -2.8822 -2.8842 -2.8803
(men lower) ⇥ (women lower) -1.366 -1.368 -1.3641
(men lower) ⇥ (women-middle) 2.608 2.6061 2.61
(men lower) ⇥ (women-upper) -4.4169 -4.4189 -4.415
(men-middle) ⇥ (men-upper) -5.7225 -5.7245 -5.7206
(men-middle) ⇥ (women lower) -4.2063 -4.2083 -4.2044
(men-middle) ⇥ (women-middle) -0.2323 -0.2342 -0.2303
(men-middle) ⇥ (women-upper) -7.2572 -7.2592 -7.2553
(men-upper) ⇥ (women lower) 1.5162 1.5143 1.5182
(men-upper) ⇥ (women-middle) 5.4903 5.4883 5.4922
(men-upper) ⇥ (women-upper) -1.5347 -1.5366 -1.5327
(women lower) ⇥ (women-middle) 3.9741 3.9721 3.976
(women lower) ⇥ (women-upper) -3.0509 -3.0528 -3.049
(women-middle) ⇥ (women-upper) -7.025 -7.0269 -7.023
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