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Abstract

Using a 3D general circulation model, we demonstrate that a confirmed rocky exoplanet and a primary
observational target, TRAPPIST-1e presents an interesting case of climate bistability. We find that the atmospheric
circulation on TRAPPIST-1e can exist in two distinct regimes for a 1 bar nitrogen-dominated atmosphere. One is
characterized by a single strong equatorial prograde jet and a large day–night temperature difference; the other is
characterized by a pair of mid-latitude prograde jets and a relatively small day–night contrast. The circulation
regime appears to be highly sensitive to the model setup, including initial and surface boundary conditions, as well
as physical parameterizations of convection and cloud radiative effects. We focus on the emergence of the
atmospheric circulation during the early stages of simulations and show that the regime bistability is associated
with a delicate balance between the zonally asymmetric heating, mean overturning circulation, and mid-latitude
baroclinic instability. The relative strength of these processes places the GCM simulations on different branches of
the evolution of atmospheric dynamics. The resulting steady states of the two regimes have consistent differences
in the amount of water content and clouds, affecting the water absorption bands as well as the continuum level in
the transmission spectrum, although they are too small to be detected with current technology. Nevertheless, this
regime bistability affects the surface temperature, especially on the night side of the planet, and presents an
interesting case for understanding atmospheric dynamics and highlights uncertainty in 3D GCM results, motivating
more multimodel studies.

Unified Astronomy Thesaurus concepts: Exoplanet atmospheres (487); Planetary atmospheres (1244); Habitable
planets (695); Habitable zone (696); Water vapor (1791); Atmospheric circulation (112); Transmission
spectroscopy (2133); Theoretical models (2107)

Supporting material: animation

1. Introduction

The era of atmospheric characterization of rocky exoplanets
is imminent with the advent of new telescopes, such as the
James Webb Space Telescope (JWST; successfully launched
in 2021 December), the European Extremely Large Tele-
scope, the Large Ultraviolet/Optical/Infrared Surveyor
(Roberge & Moustakas 2018), and Atmospheric Remote-
sensing Infrared Exoplanet Large-survey (Tinetti et al. 2018).
This study is motivated by the need to understand the
atmospheric circulation on tidally locked exoplanets in order
to make the best use of observational data by enabling the
community to both refine target selection for observational
campaigns and improve confidence in the interpretation of the
observations. Recent simulations of possible climates on
TRAPPIST-1e, a rocky planet orbiting an ultracool M-dwarf
star, allude to a potential bistability of the atmospheric
circulation for this planet (e.g., Eager et al. 2020; Sergeev
et al. 2020, 2022; Turbet et al. 2022). Here we study the
emergence and maintenance of two different circulation
regimes of TRAPPIST-1e, a primary observational target,
using a 3D general circulation model (GCM).

GCMs help us understand the variety of processes driving
planetary climates. They can reconstruct a simulated 3D state
of the atmosphere and its evolution, constrained by a set of
parameters observed or assumed for a certain planet. For a
given planetary and atmospheric configuration, we may then
obtain a long-term set of statistics (i.e., the climate) compatible
with the system of equations of the numerical model. However,
multiple statistically steady solutions may be obtained for the
same set of external parameters (Lorenz 1970). Regions in
parameter space where multiple solutions can occur are called
bifurcations (Suarez & Duffy 1992; Saravanan 1993) or
bistability (e.g., Arnold et al. 2012; Herbert et al. 2020).
Moreover, there always exists an uncertainty in GCM
parameters, and this is acutely felt in theoretical studies of
exoplanetary atmospheres due to the extreme paucity of
observational data. This demands exploration of the model
behavior over a range of parameters and configurations,
alongside model intercomparisons (Polichtchouk et al. 2014;
Yang et al. 2019; Fauchez et al. 2021).
Earlier studies, focused mostly on nontidally locked planets,

discovered circulation bistability in different scenarios and in
models of various degrees of complexity. One example of
circulation bistability concerns the transition to equatorial
superrotation in idealized two-layer models of the Earth’s
atmospheric circulation (Suarez & Duffy 1992; Sarava-
nan 1993; see also discussion in Held 1999). Here, equatorial
superrotation describes a phenomenon where the zonal wind
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has an excess of angular momentum relative to a state of solid
body corotation with the underlying planet (Read 1986; Read
& Lebonnois 2018), which can only be obtained when
nonaxisymmetric disturbances (eddies) transport angular
momentum up-gradient (Hide 1969; Gierasch 1975; Rossow
& Williams 1979; Mitchell & Vallis 2010). For a fast-rotating
Earth-like planet, Suarez & Duffy (1992) and Saravanan (1993)
showed, using an idealized two-layer climate model, that
transient eddies are affected by the strength of a heating
perturbation localized at the equator. The behavior of transient
eddies changes the momentum flux balance and leads to the
regime transition between a “conventional” state, similar to the
atmospheric circulation observed on Earth, and a “super-
rotating” state, characterized by a strong eastward jet at the
equator. A positive feedback mechanism was proposed by
Arnold et al. (2012) to explain the bifurcation of the circulation
into a subrotating or superrotating state: the resonance of
equatorial Rossby waves and background mean flow. This
mechanism was further explored by Herbert et al. (2020) who
used a simple model to prove that the wave-jet resonance is
more robust relative to other feedback mechanisms suggested
for the regime bistability.

In the context of tidally locked exoplanets, the bistability of
atmospheric circulation was explored by Thrastarson & Cho
(2010), Liu & Showman (2013), and Showman et al. (2015) for
hot Jupiters, and by Edson et al. (2011) and Noda et al. (2017)
for terrestrial planets. Edson et al. (2011) found that abrupt
transitions occur between two different circulation states, with
weak and strong superrotation, at a rotation period of 4–5 days
for a dry planet and 3–4 days for an aquaplanet orbiting low-
mass stars. Using an idealized model with no clouds and gray
radiation, Noda et al. (2017) mapped the dependence of the
large-scale dynamics on a range of rotation periods and
identified four circulation patterns, each characterized by either
thermally direct day–night circulation, wave-jet resonance,
north–south asymmetric effects, or a pair of mid-latitude
eastward jets. Further research of different atmospheric regimes
for abstract exoplanetary configurations was conducted by
Carone et al. (2014, 2015, 2016) and later by Kopparapu et al.
(2017) and Haqq-Misra et al. (2018). The key and sometimes
the only parameter demarcating the atmospheric regimes in
these studies was the rotation rate of the planet. With the
number of confirmed rocky exoplanets growing, it is pertinent
to explore using a 3D GCM whether a specific exoplanet can
exhibit regime bistability.

For climate simulations of TRAPPIST-1e, the circulation
regime can be sensitive to the representation of convection in
the model, as was first noted by Sergeev et al. (2020). Similar
differences in circulation regimes was reported in the
TRAPPIST-1 Habitable Atmosphere Intercomparison (THAI),
where four different GCMs were used to simulate N2- and
CO2-dominated atmospheres of TRAPPIST-1e (Sergeev et al.
2022; Turbet et al. 2022). The THAI project highlights that the
simulated circulation regime for this planet is sensitive to the
parameterizations of subgrid-scale processes in GCMs, such as
boundary-layer processes, radiative transfer, and moist physics.
However, the dynamical feedbacks resulting in different
circulation regimes for the same planet were not explored in
detail by these studies. Providing an explanation for them will
strengthen our confidence in results from current and future
GCM studies, and is the main aim of this study.

In this paper, we study the two distinct circulation regimes
that emerge in the atmosphere of a moist nitrogen-dominated
atmosphere of TRAPPIST-1e as simulated by a 3D GCM
(Section 3.1). We argue that the regime bistability originates
during the model spin-up due to the different amount of water
vapor in the substellar region and thus different radiative
forcing, which affects the emergence of superrotation and the
overall climate. We conduct a series of experiments to test the
sensitivity of the regimes to such parts of the model
configuration as the initial temperature, slab ocean depth,
convection scheme and the cloud radiative effect. While the
model setup is relatively idealized, with a uniform ocean
surface at the lower boundary, we use the observed values of
planetary radius, rotation rate, and insolation with the
assumption of a 1:1 synchronous rotation (Grimm et al.
2018; Fauchez et al. 2020). We diagnose the regime evolution
in the early stages of numerical simulations using various
metrics of superrotation and accompanied shifts in the global
climate, further supporting our arguments by looking at various
terms in the angular momentum budget (Section 3.2). We also
describe the surface conditions on the night side of the planet,
because the regime shift substantially affects the night-side
temperature and humidity (Section 3.3). Finally, we present the
steady state of both regimes, showing that they are well defined
with respect to various climate diagnostics (Section 3.4). This
has consequences for their respective imprint in the atmo-
spheric transmission depth, mostly in the water absorption
bands and the continuum level (Section 3.5). However, the
inter-regime differences in the transmission depth are too small
to be detected with the current generation of telescopes.

2. Methodology

Transitions of the circulation regime for tidally locked rocky
exoplanets were reported in several modeling studies, all based
on 3D GCMs (e.g., Edson et al. 2011; Carone et al. 2014; Noda
et al. 2017). It was also noted in recent studies of the
TRAPPIST-1e climate (Eager et al. 2020; Sergeev et al.
2020, 2022; Turbet et al. 2022), in which the dominant climatic
feature was either a strong superrotating jet at the equator or
two eastward jets in mid-latitudes with a weaker equatorial
superrotation. Throughout this paper, we refer to the former as
the “single jet” (SJ) regime, and the latter as the “double jet”
(DJ) regime.
The analysis of the full complexity of this regime bistability

requires a 3D GCM, and we employ the Met Office Unified
Model (UM). As we report below (Section 3), we are able to
capture both of the circulation regimes. The control, or Base,
experiment develops the SJ regime, while various sensitivity
simulations settle on either of the two regimes, SJ or DJ, with
no intermediate states between them. We thus choose one of
the sensitivity experiments that settled on the DJ regime and
compare its evolution and mean state to the SJ regime obtained
in the Base experiment. This sensitivity experiment of choice is
named T0_280, and the only difference in its configuration to
that of Base is the initial temperature, as described in
Section 2.2. Focusing on the T0_280 case allows us to explore
the bifurcation of the early stages of the simulation in a clearer
way, eliminating the effect of, e.g., the change of a model
parameterization. At the same time, experiments with different
setups that also develop the DJ regime have similar early model
evolution as well as the resulting climate, thus making our
conclusions robust.
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Within this section, the overall model configuration, including
the planetary parameters and atmospheric composition, is
described in Section 2.1. Details of the setup for the base and
sensitivity experiments are given in Section 2.2. The method of
computing synthetic transmission spectra in our 3D simulations
is also detailed in Section 2.3.

2.1. Model Setup

All simulations in this study are performed with the UM
(code version vn12.0) in the GA7.0 science configuration
(Walters et al. 2019). The UM is configured at a horizontal grid
spacing of 2°.5 in longitude and 2° in latitude, with 38 vertical
levels between the surface and the model top, located at a
height of ≈80 km.5 The model is run for 3000 Earth days
(≈491 TRAPPIST-1e orbits) to ensure that the atmosphere
reaches thermal equilibrium, when the net absorbed stellar
radiation is approximately equal to the emitted thermal
radiation and when the global mean surface temperature does
not have a noticeable long-term trend. Hereafter we use the
word “day” to refer to an Earth day, i.e., 86,400 s. In the
analysis below (Section 3), we use daily mean output at high
temporal resolution (every day) during the spin-up phase (first
500 days) to capture the emergence of circulation patterns. The
mean-climate state is presented as the average over the days
2000–3000 of simulations (i.e., over ≈163 orbits).

We employ a nitrogen-dominated atmospheric configuration,
used in THAI under the label Hab 1 (Fauchez et al. 2020;
Sergeev et al. 2022), as well as in many previous exoplanet
modeling studies (e.g., Turbet et al. 2016; Wolf 2017; Del
Genio et al. 2019b; Yang et al. 2019), namely, an atmosphere
with a total mean pressure of 105 Pa consisting of N2, 400 ppm
of CO2, and H2O, the latter being the main condensible species.
Ozone is not included in our simulations for simplicity, though
it may affect our results by modifying the vertical temperature
profile in the stratosphere or inhibiting deep convection (see,
e.g., Chen et al. 2019; Gomez-Leal et al. 2019). On the other
hand, the radiative influence of ozone is likely to be muted
compared to that on Earth, because of the weaker stellar flux in
the ozone absorption window (Boutle et al. 2017). Planetary
parameters are the same as in the THAI protocol and are also
given here in Table 1 for convenience. The planet is also

assumed to be in synchronous rotation, which is justified by the
likely timescale of tidal locking compared to the age of its host
star (Turbet et al. 2018; Pierrehumbert & Hammond 2019). The
planet’s surface is covered by an immobile slab ocean. Its
bolometric albedo changes depending on the surface temper-
ature as a simple representation of the sea-ice albedo feedback.
The albedo is either 0.06 or 0.25, above or below the freezing
point of seawater, respectively.

2.2. Base and Sensitivity Experiments

The Base setup is started from an isothermal profile of 300 K
and a dry, hydrostatically balanced atmosphere at rest (first row
in Table 2). Water vapor is then allowed to evaporate from the
slab ocean surface and condense into clouds. Compared to the
THAI Hab 1 UM simulation, here we use a more advanced
representation of subgrid cloud variability in the radiation
transfer scheme, namely the Monte Carlo Independent Column
Approximation while assuming exponential-random overlap
(Pincus et al. 2003; Barker et al. 2008). To parameterize
convection, a mass-flux scheme is used (Gregory & Rown-
tree 1990; Walters et al. 2019). The slab ocean heat capacity is
4× 106 J K−1 m−2, corresponding to a depth of ≈1 m, which
was also used in previous idealized modeling studies (e.g.,
Wing et al. 2018; Seeley & Wordsworth 2021). In the Base
experiment, the surface temperature is allowed to evolve
dynamically—driven by air-sea energy fluxes.
We then run a series of simulations to explore the sensitivity

of atmospheric evolution to the initial and boundary conditions,
as well as to the choice of the convection parameterization and
cloud radiative effects. The sensitivity experiments are also run
for 3000 Earth days, which is sufficient for them to reach a

Table 1
Stellar Spectrum and Planetary Parameters Used in This Study Following

Fauchez et al. (2020)

Parameter Units Value

Star and spectrum 2600 K BT-Settl with Fe/H = 0
Semimajor axis AU 0.029 28
Orbital period Earth day 6.1
Rotation period Earth day 6.1
Obliquity 0
Eccentricity 0
Instellation W m −2 900.0
Planet radius km 5798
Gravity m s−2 9.12

Table 2
Simulation Setup

Experiment Description

Base Convection scheme: mass-flux
Cloud radiative effect: ON
Initial temperature 300 K
Slab oceana depth: 1 m
Surface temperature: dynamic
Start: isothermal atmosphere and surface, dry atmosphere, zero
wind speed

T0_250 Initial temperature: 250 K
T0_260 Initial temperature: 260 K
T0_270 Initial temperature: 270 K
T0_280 Initial temperature: 280 K
T0_290 Initial temperature: 290 K
DJ_start Start: from a steady-state DJ regimeb snapshot
SOD_5 Slab ocean depth: 5 m
SOD_10 Slab ocean depth: 10 m
FixedSST_g Surface temperature: fixed; DJ regimeb distribution globally
FixedSST_n Surface temperature: fixed; DJ regimeb distribution on the

night side
Adjust Convection scheme: adjustment
CRE_off Cloud radiative effect: OFF

Notes. For each sensitivity experiment, only the difference relative to the base
experiment is mentioned.
a The slab ocean albedo changes depending on the surface temperature
between 0.06 and 0.25, above or below the freezing point of seawater,
respectively.
b
“DJ regime” refers to the double mid-latitude jet circulation pattern described

in Section 3.1.

5 We conducted an additional series of experiments with 60 and 70 vertical
levels and different model top heights. Qualitatively, the conclusions of our
study are not affected: both circulation regimes emerge at a higher vertical
resolution, although their dependence on the sensitivity parameters (see
Section 2.2 below) does not exactly match those obtained in the model with 38
levels or a different model top height.
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steady state. We confirmed this by running some of them for
10,000 Earth days (≈1639 orbits), during which no further
regime transitions happened (not shown). All simulation setups
are summarized in Table 2.

In the first group of experiments, we start the simulation
from different temperatures for both the atmosphere and the
surface, going from 290 to 250 K, in increments of 10 K, while
holding the rest of the configuration the same as in Base. These
experiments are labeled T0_290, T0_280, T0_270, T0_260, and
T0_250. In an additional experiment, we test the robustness of
the circulation regime by restarting the model in the Base
configuration from a steady-state snapshot of the DJ regime
(labeled DJ_start).

Next, we explore the role of the bottom boundary condition.
We first test the sensitivity of the atmospheric regime to the
depth, or equivalently, the heat capacity, of the slab ocean. In
the sensitivity experiments, it is increased to the equivalent
depth of ≈5 m and ≈10 m (labeled as SOD_5 and SOD_10,
respectively) We then run two experiments with a fixed surface
temperature, labeled FixedSST.6 In FixedSST_g, the surface
temperature field is set globally to that obtained in the T0_280
experiment (i.e., from the DJ regime). In FixedSST_n, the DJ
regime surface temperature field is set only to the night
hemisphere of the planet, while the day hemisphere surface
temperature is fixed to that observed in the SJ regime. Used
extensively in Earth climate modeling (see, e.g., Blackburn
et al. 2013; Williamson et al. 2013), fixed surface temperature
experiments represent a key step in model hierarchy with
respect to the lower boundary condition (Maher et al. 2019) and
are included in our study to test whether the atmospheric
circulation is controlled by the surface thermal forcing on the
day or night side of the planet.

With regards to physical parameterizations, we conduct two
experiments. In Adjust, we swap the mass-flux convection
parameterization for a convection adjustment scheme (Lambert
et al. 2020), analogous to the experiment discussed in Sergeev
et al. (2020). Even though convection adjustment schemes are
too simplistic to represent the complexity of subgrid-scale
convective plumes correctly, they are still often used in
modeling planetary atmospheres to understand the key proper-
ties of convection (e.g., Lora et al. 2015; Labonte &
Merlis 2020; Turbet et al. 2021; Paradise et al. 2022). The
Adjust experiment thus is designed to test the effect of the
representation of convection on the atmospheric circulation.
Similarly, to test the role of cloud radiative feedbacks in the
emergence of superrotation, in a separate simulation labeled
CRE_off, we disable the radiative effect of clouds (both
shortwave and longwave). While somewhat comparable to the
benchmark simulations of Turbet et al. (2022) with respect to
clouds, this experiment still has moisture-related climate
processes, such as diabatic heating.

2.3. Synthetic Spectra

To explore the implications of different climate states for
observations, we compute synthetic transmission spectra
following the method described in Lines et al. (2018) and
applied for terrestrial planets in Boutle et al. (2020). In short,
the transmission spectra are calculated using spherical

geometry within the 3D GCM framework, using the same
radiation scheme (SOCRATES) that the UM uses to simulate
the climate. These calculations use high-resolution (280 bands)
spectral files and are performed via a second, “diagnostic,” call
to the radiation scheme thereby not affecting the model
evolution. We do not extend the model top to lower pressures,
as has been tested in, e.g., Fauchez et al. (2022), as this is not
required for a temperate climate with Earth-like temperatures
and a low cloud deck (Suissa et al. 2020; Song & Yang 2021).

3. Results

In this section, we present the results of our simulations. We
first show in Section 3.1 that the SJ and DJ regimes can emerge
due to small changes in the model setup. This makes it
important to examine what dynamical mechanisms play a role
in the formation and maintenance of the regimes. Thus, using
two illustrative simulations, in Section 3.2 we focus on the
earliest stages of the simulations and show that the evolution of
the two regimes is associated with subtle differences in the
mean and eddy angular momentum fluxes. In Section 3.3, we
then explain that the large night-side surface temperature
difference appears between the regimes due to the difference in
water vapor content in the night-side atmosphere. In
Section 3.4, we explore the climate of these regimes in a
steady state and demonstrate that they are well defined with
respect to multiple atmospheric diagnostics, such as surface
temperature, wind patters, and cloud distribution. Finally, in
Section 3.5 we discuss the implications for transmission spectra
and show that while the circulation regimes have consistent
differences in the water absorption bands as well as the
continuum level, they are too small to be detected with current
technology.

3.1. Circulation Regimes across the Model Simulations

As described in Section 2.2, we include 13 simulations in our
study: the Base (control) simulation and 12 sensitivity
experiments. In the sensitivity experiments, we change one
aspect of the model configuration at a time, keeping the rest of
the configuration the same as that in the Base setup. We change
the initial conditions (initial temperature), surface boundary
conditions (slab ocean depth and temperature), convection
parameterization, and cloud radiative effect (CRE).
Figure 1 provides a summary of all of our experiments in

terms of four key diagnostics of the steady-state climate. These
diagnostics are presented in pairs: Figure 1(a) shows the
strength of the eastward wind at the equator and the latitude of
the tropospheric jet, while Figure 1(b) shows the ratio of the
day–night to equator–pole temperature difference and the
lowest surface temperature. It is apparent in both panels that the
experiments form two distinct clusters, and there is practically
no spectrum between the climate regimes. Note that the clusters
of experiments are the same for all four metrics.
The SJ regime has a higher zonal wind in the equatorial

upper troposphere, with its maximum reaching values
≈80 m s−1 (x-axis in Figure 1(a)). The low values of the jet
latitude in this regime demonstrate that the zonal wind
maximum is in the tropics (y-axis in Figure 1(a)). The DJ
regime, on the other hand, has substantially lower zonal wind at
the equator—at about ≈40 m s−1. However, the DJ regime still
maintains an equatorial superrotation, albeit a weaker one
compared to that in the SJ regime (Figures 1(c) and (d)). The

6 Note that in this configuration, the top-of-the-atmosphere energy balance
fluctuates around a constant nonzero value (which is expected for a fixed
temperature setup), implying that the simulation has reached a steady state.
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maximum of the zonal wind speed in the DJ regime is at ≈60°
latitude, demonstrating that the dominant tropospheric jets are
extratropical.

The thermal structure of the SJ regime is such that the
temperature difference between the day and night side of the
planet is largely equal to the equator-to-pole temperature
gradient (x-axis in Figure 1(b)). This is mostly due to a colder
night side, illustrated by the relatively low surface temperatures
in night-side “cold traps” in this regime (<180 K; see the y-axis
in Figure 1(b)). Note that the only outlier is the FixedSST_n
simulation because its night-side temperature is fixed to that of
the DJ regime, i.e., a higher value. Indeed, the DJ regime has
consistently higher night-side surface temperatures—between
220 and 230 K—than that found in SJ simulations. Conse-
quently, the meridional temperature gradient between the
equator and poles is more than five times larger than the
day–night contrast (x-axis in Figure 1(b)). In other words, the
DJ thermal structure is more zonally symmetric than that of the
SJ regime. The details of the thermodynamic and circulation

patterns of both regimes are discussed in more detail in
Section 3.4.
Figure 1 also reveals which of the two climate regimes the

simulation are sensitive to the following factors: initial conditions
overall (DJ_start) and temperature, in particular (T0 group), fixed
surface temperature distribution (FixedSST_g), the choice of the
convection scheme (Adjust), and the inclusion or omission of the
radiative impact of clouds (CRE_off ). When one of these aspects
of the model setup is changed, the resulting simulation is in the DJ
regime (opposite to that in Base). On the other hand, the
circulation regime is insensitive to changing the slab ocean depth
(experiments SOD_5 and SOD_10) or the night-side surface
temperature (FixedSST_n).
An important sensitivity simulation is DJ_start, i.e., the

simulation started not from an isothermal profile and an
atmosphere at rest, but from a previously developed DJ regime.
This steady-state snapshot is taken from the Adjust simulation
and includes all of the prognostic model fields (Walters et al.
2019), such as the wind components, atmospheric pressure,

Figure 1. The mean-climate diagnostics in all experiments: (a) maximum equatorial zonal wind speed (x-axis; meters per second) and the latitude of the tropospheric
jet (y-axis, degrees); (b) the ratio of the day–night to equator–pole temperature difference (x-axis) and the minimum surface temperature (y-axis, kelvin). Experiments
that produce the SJ regime are shown in blue, DJ—in orange. Different marker shapes correspond to different groups of sensitivity experiments. Configuration labels
are defined in Table 2. Also shown is the steady state of the (c) SJ and (d) DJ circulation regimes in the indicative simulations (Base and T0_280, respectively). Panels
(c) and (d) show the vertical cross section of the zonal mean eastward wind (shading; meters per second) and zonal mean air temperature (contours, kelvin). Horizontal
dashed lines in (c) and (d) show the corresponding pressure level of the horizontal cross sections of (red) temperature and (gray) winds and geopotential height shown
in Figure 7. “Single jet” (SJ) and “double jet” (DJ) are short-hand descriptive terms rather than precise descriptions: the equatorial jet in the SJ regime exhibits a split at
σ ≈ 0.5, and the DJ regime still has an equatorial superrotation, albeit weaker than that in the SJ regime.
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temperature, water vapor, and cloud content. As Figure 1
demonstrates, such initial conditions appear to determine the
end state: the already established DJ regime does not
spontaneously transition to the SJ regime, even if the
convection scheme is not that used in the Adjust case. This
hints at the fact that the DJ regime is more robust than its SJ
counterpart, but further conclusions require a separate study.

The simulations that started from a different initial temper-
ature T0 that provided the most interesting outcome of our
model sensitivity study, because moderate initial temperatures
(260, 270, and 280 K) result in the DJ regime, while the
extremes give the SJ regime (e.g., T0_290 with T0= 290 K and
Base with T0= 300 K). It is also the most surprising result,
because one would not expect large sensitivity to T0 set within
reasonable limits: our simulations do not include a dynamical
ocean or sophisticated sea-ice schemes (see, e.g., Del Genio
et al. 2019a; Yang et al. 2020; Olson et al. 2022), and the slab
ocean provides an infinite source of moisture (which would be
important only on large timescales). The 300 K isothermal
initial state specified by the THAI protocol, which our control
setup inherits, was chosen primarily for its simplicity (Fauchez
et al. 2020), but no systematic investigation of the model
sensitivity was performed.

In the remaining sections, we deliver a detailed comparison
of the SJ and DJ regimes, focusing on the Base and T0_280
simulations, respectively. We show that even a 20 K initial
temperature difference can lead to a regime bistability within
the first tens of days of model evolution. It happens due to the
different amount of water vapor lifted in the atmosphere by
convection in the substellar region, which results in a different
radiative forcing of the atmosphere and further consequences
for superrotation and the overall climate.

3.2. Emergence of the Circulation Regimes

While many previous studies discuss the maintenance of
superrotation on tidally locked exoplanets in a steady-state regime
(e.g., Showman & Polvani 2011; Tsai et al. 2014; Carone et al.
2015; Komacek & Showman 2016; Noda et al. 2017), its initial
acceleration received much less attention, especially in a full-
complexity atmospheric GCM. For hot Jupiter atmospheres, it
was explored in 3D GCM simulations by, e.g., Liu & Showman
(2013) and Debras et al. (2020). Wang & Yang (2021) also briefly
discussed it in the context of a wave-jet resonance on a
hypothetical tidally locked terrestrial planet. Building on these
studies, we scrutinize the initial phase of the two regimes and
track the development of the wave-mean-flow interaction. The
regime evolution described here is unlikely to happen in a real
atmosphere, because no atmosphere develops from quiescent
isothermal conditions. However, a small change in forcing (for
example, due to a stellar flare) on TRAPPIST-1e or a similar
exoplanet, whose atmosphere resides on the edge of different
regimes, may result in an abrupt change in circulation with
consequences for the global climate (e.g., Suarez & Duffy 1992;
Caballero & Huber 2010; Arnold et al. 2012; Noda et al. 2017). It
is also crucial to understand how the two different circulation
regimes develop in a 3D GCM in order to be confident in the
robustness of GCM simulations of an exoplanetary climate. This
will allow for more informed decisions in setting up future single-
model studies and GCM intercomparisons (Fauchez et al. 2021).

The evolution of the flow is summarized in Figure 2 by the
daily mean time series of the zonal wind at 300 hPa along with the
phase of the stationary Rossby wave. The latter is diagnosed by

the longitude of the maximum of 300 hPa eddy geopotential
height, i.e., the deviation from the zonal mean of the 300 hPa
isobaric surface height. It takes between 100 and 250 Earth days
for equatorial superrotation to settle into either the SJ or DJ regime
in the Base and T0_280 case, respectively. Note in the sensitivity
experiments with a deeper slab ocean (i.e., with higher heat
capacity), the flow evolution takes longer to stabilize (not shown),
but the final state does not differ from the control (Figure 1).
The wind speed time series in Figure 2 show that within the

first ≈80 days, the equatorial superrotation developed in the
Base setup is weaker than that in the T0_280 case (see also
Supplemental Video 1 and Figure 14). During this first
acceleration stage, the planetary-scale wave pattern also
develops quicker in the T0_280 case and is able to transport
eastward momentum to the equator, accelerating the jet to
higher velocity relative to that in Base. After approximately day
80, in the T0_280 simulation, the broad equatorial super-
rotating flow splits into two separate jet cores, which migrate to
mid-latitudes and within a few further days reach their steady-
state structure—the DJ regime. Accordingly, the eastward
momentum supplied to these jets is being taken from the
equatorial region, causing the zonal wind at the equator to slow
down to ≈45 m s−1 (Figure 2(b)). The zonal flow thus fails to
achieve resonance with the stationary Rossby wave, whose
crest keeps oscillating near the western terminator (see, e.g.,
Pierrehumbert & Hammond 2019; Wang & Yang 2021).
Meanwhile, in the Base experiment, the equatorial super-
rotation continues to develop more gradually and reaches its
steady-state maximum by approximately day 200. A wave-jet
resonance develops, which is seen in the acceleration of the
equatorial jet to ≈90 m s−1 and an eastward shift of the
planetary wave, whose crest settles at ≈45°E (Figure 2(a), see
also Supplemental Video 1 and Figure 14).
The period needed to reach the steady state is comparable to

those found in the idealized experiments of Noda et al. (2017) and
Hammond & Pierrehumbert (2018). The manifestation of the
wave-jet resonance in the Base case is also similar to that shown in
Wang & Yang (2021), though it happens over a longer period of
time, likely because of the uniform initial conditions in our setup.
Notably, the wind speed and wave crest longitude exhibit
oscillations around the steady state. This time variability is more
prominent in the T0_280 case, because it is associated with a larger
role of transient baroclinic eddies, as we discuss further below.
The regime bifurcation within the first tens of days of the two

simulations can be explained using the diagnostics in Figure 3. In
the Base case, the high initial temperature of the surface (300 K;
which is further increased due to stellar irradiation initially
unimpeded by clouds) leads to extremely strong surface latent
heat flux via evaporation.7 The strong latent heat flux induces
vigorous convection, manifesting at day 10 as a spike of
convective heating of up to 0.6 K day−1, evident in Figure 3(d)
(blue curve). Convective plumes at the substellar region lift
significant volumes of water vapor into the atmosphere. The
atmosphere’s high initial temperature (also 300 K) allows it to
hold a large portion of that moisture before it condenses, as
described by the Clausius-Clapeyron equation. The Base case
thus experiences a marked increase in the total column water
vapor (water vapor path)—up to 60 kg m−2

—within the first
20 days (Figure 3(a)).

7 Note that the initial temperature spike beyond 300 K may not be crucial,
because the simulation with a fixed surface temperature, FixedSST_g, settles
into the SJ regime (Figure 1).
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Moistening of the substellar atmosphere produces an
increase in shortwave absorption to more than 1.8 K day−1

(Figure 3(b)). However, the water vapor also efficiently radiates
energy to space, causing the longwave cooling rate to reach
≈2.5 K day−1 (Figure 3(c)). The result is the net cooling of the
atmosphere by radiation. The day-side radiative cooling is
offset by heating due to deep convection (Figure 3(d)),
turbulent fluxes in the boundary layer, and condensation of
the water vapor. The contribution from the latter two processes
is smaller relative to convection and thus is not shown.
Consequently, the total forcing of the day-side atmosphere is
weakly negative in the Base case until approximately day 40,
after which it increases to the steady-state value of ≈1 K day−1

(Figure 3(e)).
The T0_280 simulation, on the other hand, starts from a

profile 20 K colder than that in the Base case. As a result, the
surface evaporation and deep atmospheric convection is
slightly weaker (orange curve in Figure 3(d)). Furthermore,
the saturation water vapor pressure is also lower due to the
atmosphere being colder, and the resulting increase in the total
column water vapor is about half as much as in the Base
simulation (Figure 3(a)). While the difference in the shortwave
heating between the two experiments is small, the difference in
the longwave cooling is larger, with the T0_280 atmosphere
losing <2 K day−1. As far as the total latent heating is
concerned, it is overall similar in both cases, as exemplified
by the convective heating rate in Figure 3(d). It is also smaller
than the radiative heating rates, in agreement with Boutle et al.
(2017). The overall effect is thus mainly due to the differences
in the radiative heating rates, making the net diabatic forcing in
the T0_280 simulation stronger than that in the control one
(Figure 3(e)).

This is likely the key difference in the initial stages of the
two simulations that places them on different branches of
regime evolution. Namely, the overall weaker forcing in the
Base simulation, relative to that in T0_280, produces a slower
development of the stationary wave and a more gradual
acceleration of the equatorial eastward jet (Figure 2(a)). On the
contrary, the stronger forcing in the T0_280 case establishes the
wave pattern and accelerates the equatorial jet (initially) more
rapidly (Figure 2(b)). These results agree with the earlier
studies based on shallow water models as well as idealized
GCMs. For example, Hammond & Pierrehumbert (2018) show
the GCM output for a dry tidally locked terrestrial planet with a
5 day rotation period (close to that of TRAPPIST-1e; see

Table 1). The authors demonstrate that for a fixed planetary
rotation rate, different circulation regimes emerge depending
on the strength of stellar forcing (see also Hammond &
Pierrehumbert 2018). Qualitatively, their regime at the highest
instellation is similar to that emerging in the T0_280
simulation, the defining feature of which is a single broad
equatorial eastward jet and a high-amplitude planetary-scale
wave. At the lowest instellation, the authors obtain a regime
similar to that in the initial phase of the Base simulation with a
weaker equatorial superrotation. Note the change of stellar
forcing between the regimes in their study is substantially
larger than the changes in forcing in the first days of our
simulations. This is merely a qualitative comparison, however,
because Hammond & Pierrehumbert (2018) analyzed the
steady-state circulation, not the acceleration phase. As
discussed below, even though the Base simulation starts with
a weaker equatorial superrotation, it ends up with a stronger
superrotation; the T0_280 simulation starts with a stronger
superrotation, but ends up with a weaker one.
After this initial development phase (≈80 days), the SJ-like

circulation pattern in the T0_280 case transforms into the DJ
circulation pattern by developing a pair of eastward jets at mid-
latitudes. This corresponds to the decrease in the stationary
wave amplitude and the deceleration of the equatorial jet
(Figure 2(b)). In other words, the T0_280 simulation fails to
achieve a wave-jet resonance. Instead, the T0_280 case is
characterized by an increase in baroclinicity manifested as
baroclinic waves traveling in the zonal direction at high
latitudes (see Supplemental Video 1). The increasing role of
baroclinic instability, especially after the first 80 days, is
demonstrated by the time series of the Eady growth rate, which
is calculated following Vallis (2017):

s =
¶ ¶∣ ∣ ∣ ∣ ( )f

u z

N
0.31 , 1E

where f= Wf 2 sin is the Coriolis parameter (Ω is the
planetary rotation rate, f is the latitude), ∂u/∂z is the
derivative of the zonal wind velocity with height, and

q q= ¶ ¶N g z is the Brunt-Väisälä frequency (where g is
the acceleration due to gravity, and θ is the potential
temperature). Figure 3(f) shows that σE is consistently higher
for the T0_280 than for the Base simulation (orange and blue
curves, respectively). This indicates that the T0_280 case
develops conditions more favorable for the baroclinic

Figure 2. Spin-up diagnostics for the (a) Base (b) T0_280 simulations: (brown) maximum zonal wind at the equator at 300 hPa and (cyan) the longitude of stationary
Rossby wave crest. For reference, the wave crest longitude is also shown in Figures 7(c) and (d). An animation of the stationary wave pattern and zonal mean
atmospheric structure during the first 500 days of the simulations is provided as Supplemental Video 1 (see also Figure 14).
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Figure 3. Spin-up diagnostics for the first 200 days of the (blue lines) Base and (orange lines) T0_280 simulations: (a) water vapor path, (b) shortwave radiative
heating rate, (c) longwave radiative heating rate, (d) convective heating rate, (e) diabatic (radiative plus latent) heating rate, and (f) the Eady growth rate. The water
vapor path is averaged over the day side, integrated vertically, and has units of kilograms per meter squared. The heating rates are averaged spatially over the day side
and vertically over the troposphere and have units of kelvin per day. The Eady growth rate is averaged within ≈850–500 hPa in mid-latitudes (30°–80°) and has units
of day−1.
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instability, mostly via the increase of the mean horizontal
temperature gradient, which, via the thermal wind equation, is
proportional to ∂u/∂z. The emergence of baroclinic jets at mid-
latitudes marks the mature stage of the DJ regime.

In the Base experiment, σE is substantially smaller, indicating a
weaker role of baroclinic instability (Figure 3(f)). The SJ regime
reaches its equilibrium and does not develop a strong equator–
pole temperature gradient (Figure 1). Broadly the same chain of
events leading to one regime or another is identified across the
other sensitivity experiments in our study. One interesting
example is T0_250, which eventually develops an SJ regime,
despite its colder initial conditions. Despite the colder start, which
favors stronger initial forcing and thus an evolution similar to that
in the T0_280 case, the T0_250 simulation does not develop
strong baroclinicity in mid-latitudes and thus eventually transitions
back to the SJ regime (not shown).

From the dynamical perspective, the zonal flow acceleration
can be analyzed using the zonal component of the axial
angular momentum budget. Hereafter simply referred to as
angular momentum, it is defined per unit mass as =m

f f+ W( )u r rcos cos where u is the zonal wind speed, Ω is
the rotation rate, r is the planetary radius, and f is latitude. The
time and zonal mean budget of m, without a shallow atmosphere
approximation, can be expressed as
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where square brackets denote zonal mean, and overbars denote
time mean, while asterisks and primes denote the deviations from
the zonal and time mean, respectively. The term on the left-hand
side is r r rD = -=D =[ ] ([ ] [ ] )m m mt T t 0 divided by ΔT, which
is the total change in m over the time period ΔT. The rest of the
notations are as follows: ρ is density, V= ρv andW= ρw, where v
and w are the meridional and vertical wind speeds, respectively;
Gλ represents friction and dissipation forces. The derivation of
Equation (2) is given in Appendix B. Equation (2) states that the
change in mean angular momentum can be due to three transport
components, each of which can be split into horizontal and
vertical parts (H and V, respectively). The first two terms on the
right-hand side (MH and MV) represent the advection of mean m
by the mean flow, the third and the fourth terms (SH and SV)
represent the transport by stationary eddies, while the fifth and the
sixth terms (TH and TV) represent the transport by transient
eddies. Note that the mean terms (MH and MV) are written in the
advective form. Equation (2) has a form similar to that for the
zonal wind u used in many previous studies (e.g., Kraucunas &
Hartmann 2005; Hammond et al. 2020; Zeng & Yang 2021), but
has a more concise form by inherently incorporating the Coriolis
force terms within m.

Figure 4 shows the meridional profiles of the angular
momentum budget terms calculated according to Equation (2)
over four periods of the flow evolution. During the first stage
(0–20 days of the simulation), the dominant terms are the mean
advection terms and are maximized in extratropical latitudes
(Figures 4(a), (b)). This is mostly due to the horizontal Coriolis
acceleration, which is positive in the mid-troposphere due to
the strong meridional divergence of the flow. This term is
roughly the same in both Base and T0_280 simulations. The
eddy angular momentum transport, however, is notably higher
in the T0_280 case (Figure 4(b)), corresponding to a stronger
acceleration of the equatorial eastward jet (Figure 2(b)). Most
of the eddy transport is due to the stationary terms, which
transport momentum horizontally from the tropics and mid-
latitudes toward the low latitudes and upwards to the upper
troposphere at the equator (not shown). A weak stationary eddy
contribution in the Base case and a strong one in the T0_280
case is in agreement with the initial forcing being likewise
weaker and stronger in these simulations. One can notice that
the residual is large in Figures 4(a) and (b). This is likely due to
the fact that the simulations are started from rest and the mean-
eddy separation is not clear during the earliest stages of the
model spin-up. Another possible source of error is sampling
rate: we use daily mean output, which likely leads to an
underestimation of the eddy terms.
In days 20–80 of the simulations, the day-side mean diabatic

heating is still stronger in the T0_280 case than that in the Base
case, explaining the slightly stronger stationary eddy transport
to the equator (Figures 4(c), (d)). Meanwhile, the mean
advection terms increase in magnitude compared to those in
the Base case and form prominent peaks at mid-latitudes
(Figure 4(d)). The role of transients in this period is small
relative to the mean and stationary contributions.
During the next period (80–200 days), while the day-side

forcing reaches a steady state (Figure 3(e)), the Base case has a
weak and meridionally asymmetric acceleration of the zonal
flow, indicating that the circulation structure is not yet stable
(Figure 4(e); see also Supplemental Video 1). The m budget in
the T0_280 case, on the other hand, experiences a doubling of
the magnitude of the mean transport terms and a decrease of the
stationary term magnitude at the equator. This reflects the fact
that the balance is tipped in favor of the mean transport of the
angular momentum to high latitudes instead of its transport by
eddies to the equator (Figure 4(e)). Accordingly, the equatorial
jet decelerates, while the pair of mid-latitude jets accelerates.
By the end of this period (at ≈200 days), the equatorial jet in

the Base experiment increases to its steady-state level
(Figure 2(a)), locking in a resonance with the stationary wave
pattern. This happens as the eastward flow approaches the
phase velocity of the wavenumber 1 Rossby wave mode (with
the opposite sign), which, in our simulations, is close to
80 m s−1 estimated according to Wang & Yang (2021). As this
flow speed approaches this threshold, the free Rossby mode
becomes stationary relative to the heating in the substellar
region and amplifies in magnitude. Dampened by friction, the
wave amplification reaches its maximum when the zonal wind
is equal to the Rossby wave speed, which can be thought of as
a resonance (Arnold et al. 2012). Note that the Kelvin wave
speed is much higher and directed opposite to the mean flow in
our simulations, so a resonance with the Kelvin wave is not
relevant (Wang & Yang 2021).
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Figure 4. Meridional profiles of the angular momentum budget terms (J m−3) in Equation (2) during the spin-up phase of the (left) Base and (right) T0_280
simulations: (orange) mean advection terms, (blue) stationary eddy terms, and (purple) transient eddy terms. The dashed black line shows the residual. The terms are
averaged within the troposphere (≈1–20 km) and over the periods of (a) and (b) 0–20 days, (c) and (d) 20–80 days, (e) and (f) 80–200 days, and (g) and (h) 250–450
days. Note the jagged lines in the two top panels are due to a very short period of averaging (20 days).
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Figures 4(g) and (h) show contributions to the m budget from
each of the terms in Equation (2) at equilibrium (beyond
250 days). The total change of the angular momentum is close
to zero, as indicated by the solid black curves, and the mean
and eddy terms largely cancel each other out. In the T0_280
case, the shape and the magnitude of the m budget terms
remains similar to those in the previous time period, only
intensifying the angular momentum transport from the equator
by the mean circulation (Figure 4(h)). Meanwhile, the same
mean transport term in the Base case decreases substantially,
approaching zero at mid-latitudes. This term’s negative values
at low latitudes are balanced by the positive stationary eddy
term. Evidently, the stationary term continues to transport
angular momentum equatorward, drawing it from high latitudes
where it is replenished by the transient eddy term (Figure 4(g)).
The horizontal stationary eddy flux of angular momentum
converges in the upper troposphere and diverges in the mid-
troposphere, resulting in positive and negative contributions to
the momentum budget, respectively (not shown). The redis-
tribution of angular momentum from the upper layers to the
deep layers is performed by the vertical component of the
stationary eddy term. Supporting these findings, the same
pattern of eddy acceleration was associated with equatorial
superrotation in previous studies of tidally locked planets,
assuming various atmospheric conditions and various degree of
model complexity (e.g., Tsai et al. 2014; Showman et al. 2015;
Hammond & Pierrehumbert 2018; Debras et al. 2020;
Hammond et al. 2020).

To sum up, the initial evolution of the SJ and DJ regimes is
not monotonic and is driven by a combination of mean
overturning circulation, concomitant with higher baroclinicity
at mid-latitudes, and zonally asymmetric planetary-scale
forcing (with a maximum in the substellar region) due to the
planet’s synchronous rotation. Both processes compete in our
simulations, and their relative strength during the first 100–200
days determines the trajectory leading to one distinct regime or
another. In the Base case, which eventually settles on the SJ
regime, the acceleration of the equatorial superrotation is slow
and steady, because of a weaker day-side radiative forcing,
which in turn is damped by the relatively strong longwave
cooling due to the high concentration of water vapor.

Nevertheless, the SJ regime is eventually realized, as the
equatorial eastward jet reaches the Rossby wave speed,
indicating a wave-jet resonance. The resonance-amplified
Rossby wave maintains an excess of angular momentum at
the equator, i.e., superrotation. The T0_280 case, while initially
developing a strong equatorial jet reminiscent of the SJ regime,
experiences a transition to the DJ regime after about 80 days.
The initial equatorial jet acceleration may be attributed to the
day-side forcing being stronger than that in the Base case,
while the subsequent transition to the DJ regime is driven by
enhanced poleward fluxes of angular momentum due to the
mean flow. It is difficult to pinpoint the root cause for the
regime bifurcation in a complex GCM such as the UM. To
explain why a more gradual jet acceleration leads to an SJ
regime consistent with a Rossby wave resonance (in the Base
case), while a more rapid jet acceleration leads to a DJ regime
(in the T0_280 case), one would likely need a more idealized
GCM with an option to prescribe forcing and emulate the
regime evolution shown here in a more controlled environment.
The difference in the stationary wave pattern between the

regimes is also associated with the position of the night-side
cyclonic gyres with cold surface temperatures underneath. The
time evolution of the night-side temperature minima is
discussed in detail in the next section (Section 3.3). Further
description of the steady-state climate in the SJ and DJ regimes
is given in Section 3.4, and their imprint in the transmission
spectrum is given in Section 3.5.

3.3. The Night-side Surface Temperature Evolution in the Two
Regimes

The evolution of the atmospheric circulation during the spin-
up period causes a substantial decrease of the temperature and
humidity on the night side. Most strikingly, the night-side
average surface temperature in the SJ simulation decreases by
40 K, while its minimum temperature drops by almost 60 K
(see the blue curve in Figure 5). This change has been noted in
our previous work (Sergeev et al. 2020) and is investigated in
more detail in this section, focusing on the initial period of the
simulations. We present the analysis for the night-side cold
traps, defined here as the coldest regions of the night side of the

Figure 5. Time series of diagnostics for the night-side cold traps, defined as the region bounded by 45° and 55° in the latitude and 160°–140°W in the longitude. The
panels for the (left) SJ and (right) DJ regime show: (purple, solid) water vapor path in kilograms per meter squared, (purple, dashed) cloud water path in 10 kg m−2,
(red, solid) water vapor radiative effect WVRELW

sfc in watts per meter squared, (red, dashed) cloud radiative effect CRELW
sfc in watts per meter squared, and (blue)

surface temperature in kelvin. The WVRELW
sfc is defined as the difference between the radiative fluxes at the surface calculated with and without the water vapor

opacity. Likewise, the CRELW
sfc is defined as the difference between the “clear-sky” and “cloudy” radiative fluxes at the surface.
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planet. This region is bounded by 45° and 55° in the latitude
and 160°–140°W in the longitude in our simulations.

The time series of the surface temperature in the night-side
cold traps aligns well with the time series of global circulation
diagnostics such as the wave crest shift and equatorial jet
acceleration (see Figures 2 and 5). After the rapid cooling from
the initial warm state, the night-side surface reaches ≈236 K in
both cases. The temperature in the DJ case further decreases by
a few degrees but stays close to this value throughout the
simulation (Figure 5(b)). In the SJ case however, as the
circulation regime develops the strong equatorial superrotation
and stationary waves (Figure 2(a)), the temperature in the cold
traps falls by almost 60 K (Figure 5(a)), fluctuating around
≈178 K for the remainder of the simulation (see also
Figure 10(a)).

The night-side surface temperature is dictated mostly by the
thermal radiation emitted by the atmosphere to the surface,
because there is no incident stellar radiation and no dynamic
ocean in our setup. This is confirmed by the time series of
energy fluxes shown in Figure 6. Turbulent heat fluxes are
nonzero, but still an order of magnitude smaller than the
longwave radiation flux, suppressed by the near-surface
temperature inversion (Joshi et al. 2020). Figure 6 demonstrates
that the downward longwave radiation (orange curve) is a
precursor of the surface temperature in the cold traps. Its
substantial decrease (by >100Wm−2) after about 150 days of
the SJ simulation corresponds to the fall in temperature (blue
curve in the negative).

The ability of the atmosphere to radiate heat is controlled by
its temperature Ta and emissivity òa (see discussion in, e.g.,
Lewis et al. 2018). The latter is controlled by the amount of
water vapor and cloud condensate in the atmosphere, which is
shown in Figure 5 as the water vapor path, i.e., the mass-
weighted vertical integral of the water vapor in the atmosphere.
In both SJ and DJ cases, the model simulation starts from a dry
state, which is far from the global equilibrium. This causes an
initial spike in the water vapor path (solid purple curves in
Figure 5). Subsequently, the water content in the night-side
cold traps decreases, dropping in the SJ case to ≈0.1 kg m−2,
but remaining an order of magnitude higher in the DJ case, at
≈1.1 kg m−2. In the SJ case, as the night-side atmosphere
becomes drier, it is less able to radiate heat, causing the

decrease in the longwave flux received by the surface (orange
curve in Figure 6(a)), which cools as a result.
To show that the effect of water vapor is larger than that of

condensed water (clouds), their contributions to the longwave
radiative effect near the planet’s surface are also plotted in
Figure 5 (red curves). Following Eager et al. (2020), the
radiative effects of water vapor and clouds are isolated using an
additional “diagnostic” radiative transfer calculation, which
does not affect the simulation itself. On every time step, these
additional calculations omit the opacity of water vapor or
clouds and are then compared to the “cloudy” calculation.
Their difference (“clear-sky” minus “cloudy”) is referred to as
the CRE. The more negative the values of the radiative effect in
Figure 5 are, the more important the contribution of the water
vapor or clouds is. Overall, the radiative effect of water vapor is
substantially stronger than that of clouds: in the SJ case, their
time-average values in the second half of the spin-up period are
−28.3Wm−2 and −6.7Wm−2, respectively; in the DJ case
they are −43.5Wm−2 and −30.9Wm−2. The magnitude of
the water vapor radiative effect drops substantially in the SJ
case, compared to its initial values or those in DJ, which is a
direct consequence of the drying of the night-side cold trap
regions (and the night side as a whole). This decrease of the
water vapor content on the night side in the SJ simulation is
caused by the reduced transport of warm and moist air from the
day to the night side. For the steady state, this was shown
previously by Sergeev et al. (2020): the moist static energy
(MSE) flux divergence in the SJ-like regime (their “MassFlux”
case) was smaller than that in the DJ-like regime (their
“Adjust” case).

3.4. Steady State of the Two Circulation Regimes

Focusing on the mature stage of the Base and T0_280
simulations, we now describe the steady state of the SJ and DJ
regimes, respectively. Model output averaged over the last
1000 days of the simulations is used in this section. We confirm
that the regimes are well defined and have distinct features in
the spatial distribution of the key climate diagnostics: surface
and air temperature, total column water vapor and cloud
content. Namely, the SJ regime is characterized by a larger
day–night temperature contrast due to extremely cold and dry
cloudless regions on the night side, while the DJ regime is
characterized by a more zonally oriented morphology of the

Figure 6. Time series of diagnostics for the night-side cold traps, defined as the region bounded by 45° and 55° in the latitude and 160°–140°W in the longitude. The
panels for the (left) SJ and (right) DJ regime show: (orange) downward longwave radiation flux, (green, solid) net longwave radiation flux, (green, dashed) sensible
heat flux in watts per meter squared, (green, dotted) latent heat flux, and (blue) time derivative of the surface temperature in kelvin per day.
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wind circulation and temperature, reducing the day–night
dichotomy of the planet’s climate. We show that the SJ and DJ
regimes are similar to those found by Edson et al. (2011) and
Noda et al. (2017) with respect to the mean tropospheric
conditions. The upper layers of the atmosphere also have
notable differences in variables such as water vapor and cloud
content, which has implications for the transmission spectrum
of TRAPPIST-1e, as discussed in detail in Section 3.5.

As summarized for all of our simulations in Figure 1(c) and
(d), the dominant feature of the global tropospheric circulation
in both regimes is prograde (eastward) wind, similar to many
previous studies, for both abstract (e.g., Edson et al. 2011;
Carone et al. 2014; Haqq-Misra et al. 2018) and specific (e.g.,
Turbet et al. 2016; Boutle et al. 2017; Fauchez et al. 2019)
tidally locked planetary configurations. This is also demon-
strated by the maps of wind velocity in Figures 7(a) and (b). At
the equator, for both regimes, the atmosphere is superrotating
(local maximum of mean angular momentum, see
Equation (B19)), though in the SJ regime it is a dominant
feature of the circulation, while in the DJ regime it is weaker
than the two eastward jets in the mid-latitudes.

The key difference between the two circulation patterns in
their steady state is apparent in the location and amplitude of
geopotential height anomalies shown in Figure 7(c) and (d).
The average longitude of the geopotential maxima represents a
wave crest and is marked by the cyan vertical lines (their
corresponding time evolution is tracked by the cyan curves in
Figure 2). In the SJ regime, the geopotential maximum
(anticyclone) is to the east of the substellar point, while a pair
of minima occupy the night side and correspond to cyclonic
gyres (Figure 7(c)). This pattern corresponds to an equatorial
Rossby wave, analogous to those generated in Earth’s
tropics (Vallis 2020), but on a global scale (wavenumber 1)
and stationary due to the planet’s synchronous rotation
(Pierrehumbert & Hammond 2019). This planetary-scale wave
pattern is Doppler-shifted eastward by the zonal flow, as

discussed in Section 3.2 (see also Showman & Polvani 2011).
The wave is largely geostrophically balanced, as evidenced by
Figure 7(c) and (d) because the stationary eddy wind vectors
are aligned with geopotential height isolines. At the equator,
the geopotential height in the SJ regime also has a prominent
planetary-scale perturbation, which corresponds to an equator-
ial Kelvin wave (e.g., Debras et al. 2020; Wang & Yang 2021).
The superposition of Rossby and Kelvin waves is identical to
that obtained in shallow water models of exoplanetary
atmospheres without the background flow (e.g., Hammond &
Pierrehumbert 2018; Wang & Yang 2021). The temperature
field for the Base simulation at high latitudes has a weak
gradient from equator to pole, but a strong gradient between the
day and night sides (shading in Figure 7(a)). This confirms that
the SJ regime is less affected by the extratropical baroclinic
instability than the DJ regime (Figure 3(f)).
In the DJ regime (the T0_280 case), the geopotential height

pattern is not shifted by the strong superrotation and so the
Rossby wave crest is at the western terminator (−90°
longitude) while its trough straddles the eastern terminator
(+90° longitude; Figure 7(d)). With no wave-jet resonance, the
geopotential anomalies are also weaker and located closer to
poles, while the height perturbation at the equator is small (see,
e.g., Wang & Yang 2021). In contrast to the SJ regime, the
temperature map is dominated by the meridional gradient
instead of the zonal, or day–night, gradient (Figure 7(b), see
also the x-axis in Figure 1(b)).
The full 3D structure of the two circulation regimes can be

further elucidated by decomposing the wind field into its
rotational and divergent components (Hammond &
Lewis 2021). Figure 8 shows this for the 300 hPa level. The
dominant eastward jets are immediately revealed by taking the
zonal average of the rotational flow: a single equatorial jet in
the Base case and two mid-latitude jets in the T0_280 case
(Figures 8(a) and (b)). The eddy component of the rotational
flow (Figures 8(c) and (d)) corresponds to the stationary wave

Figure 7. Steady-state atmospheric circulation in the (left) Base (SJ regime) and (right) T0_280 (DJ regime) simulations. Panels (a) and (b) show 500 hPa temperature
(shading, K) with 300 hPa wind vectors; panels (c) and (d) show 300 hPa eddy geopotential height (shading, m) and eddy wind vectors. The cyan lines in the bottom
panels show the longitude of the planetary wave crest, defined as the maximum of the geopotential height anomaly. Thin cyan lines show the 50 day mean longitude
for several time periods of the steady-state climate, while the thick cyan line shows the overall time mean longitude. The geopotential height anomaly is defined as the
deviation from the zonal mean of the height of the 300 hPa isobaric surface.
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pattern (Figures 7(c) and (d)). The divergent component of the
wind flow has a smaller magnitude relative to the rotational
wind, but together with the contours of vertical velocity in
Figures 8(e) and (f), it clearly shows the day–night overturning
circulation. The divergent component is notably weaker in the
SJ regime (Figure 8(e)) and stronger in the DJ regime
(Figure 8(f)). The differences in the rotational and divergent
components between our simulations are analogous to those
found in the THAI results (Sergeev et al. 2022; Turbet et al.
2022), confirming that it is one of the characteristic features of
the two regimes.

These differences also result in different relative contribu-
tions of the rotational and divergent components of the
circulation to the energy transport from the day side to the
night side. We assess this by calculating the MSE flux
divergence for each of the components and show the results in

Figure 9. MSE is defined as

= + + ( )  h c T gz L q , 3p v

Dry Latent

where cp is the heat capacity at constant pressure, T is
temperature, g is the acceleration due to gravity, z is height, Lv
is the latent heat of vaporization, and q is the water vapor
content. Column-integrated, the divergence of the MSE flux is
equal to the total local heating, as expressed by

á ñ + =· ( )uh F 0, 4TOA
net

where the angle brackets denote a mass-weighted vertical
integral, FTOA

net is the top of the atmosphere net energy flux, and
u is the horizontal wind vector, which can be taken as a
rotational or divergent component of the total wind field.

Figure 8. Helmholtz decomposition of the horizontal wind at 300 hPa in the (left) Base (SJ regime) and (right) T0_280 (DJ regime) simulations, corresponding to the
wind field shown in Figures 7(a), (b). Panels (a) and (b) show the zonal mean rotational component; panels (c) and (d) show the eddy rotational component; panels (e)
and (f) show the divergent component. Note the different scaling of the each of the components. Also shown is the upward wind velocity (shading; 10−2 meters per
second).
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Figure 9(a) shows that in the SJ regime, the surplus of
energy on the day side is redistributed roughly equally by the
divergent and rotational components of the flow. Qualitatively,
the divergent component tends to transport MSE from the
eastern hemisphere of the planet (to the east of the substellar
longitude) to its western hemisphere. It is balanced by the
rotational (jet plus eddy) part, which takes MSE from the
western hemisphere and deposits it to the east. Note that despite
the partial cancellation of the jet and eddy components of the
rotational flow, its magnitude is still larger than that presented
in Hammond & Lewis (2021) for a terrestrial planet case. This
is likely due to the assumption of a weak temperature gradient
regime in Hammond & Lewis (2021), which appears to be less
applicable in the Base simulation (Figure 9(a)). Another likely
reason for the discrepancy is the inter-GCM differences in the
boundary-layer scheme between our studies and warrants
further investigation. The MSE budget for the DJ regime
(Figure 9(b)) is similar to that in Hammond & Lewis (2021),
despite the circulation pattern in that study being closer to our
SJ regime. The MSE flux divergence is predominantly due to
the divergent component of the flow, while the individual
rotational components largely cancel out and make the total
rotational MSE flux divergence close to zero.

We finish the description of the mean climate by briefly
discussing the thermodynamic conditions in the SJ and DJ
regimes. The surface temperature has a spatial distribution similar
to that of the mid-tropospheric temperature, with a larger day–
night gradient in the SJ regime than in DJ (see Figures 10(a) and
(b) and 7(a) and (b)). The near-surface wind vectors shown in
Figure 10(a) and (b) demonstrate the region of convergent flow
toward the substellar point, which is the lower branch of the
overturning circulation shown in Figure 8(e) and (f). In the SJ
regime, the day side’s surface attains a maximum temperature of
287 K, while the minimum temperature is in the night-side cold
traps, which are aligned with the cyclonic gyres (Figure 7(c) and
(d)) and discussed in more detail in Section 3.3. In the DJ regime,
the surface temperature maximum is about 5 K lower than that in
the SJ regime, but the minimum is 29 K higher (Figure 10(b)). As
a result, the average surface temperatures for the SJ and DJ regime
are 230 K and 237K, respectively. The surface isotherms and the
wind convergence have distinct shapes in each of the regimes:
they are broadly oriented zonally in the SJ case and meridionally

in the DJ case. This is also true for the rest of our sensitivity
experiments (not shown).
Despite the substantially lower surface temperature mini-

mum in the SJ regime than in the DJ regime, the SJ climate
stays temperate and does not reach the condition for a potential
atmospheric collapse. Namely, the lowest temperature remains
higher than the CO2 condensation point for a 1 bar atmosphere,
so this species is expected to stay in the gaseous phase
throughout the simulation (e.g., Turbet et al. 2018). The mean
surface conditions are such that the substellar region retains the
temperature above the freezing point of seawater (Figure 10(a)
and (b)) and is able to maintain the water cycle on the planet
(with the caveat of the globally uniform ocean surface in our
setup). The total area of the ice-free surface (with a temperature
above the freezing point of seawater), a crude metric of
planetary habitability, is similar for both regimes (≈21% and
18% in the SJ and DJ cases, respectively). This is close to the
estimates by other GCMs in the TRAPPIST-1e simulations
with a nitrogen-dominated 1 bar atmosphere (between 20% and
24%; see Sergeev et al. 2022 for more details).
The total column water vapor (water vapor path) broadly

mirrors the surface temperature map. The driest areas clearly match
the coldest areas of the surface in the SJ case (Figure 10(c)), and
the day–night asymmetry is overall more pronounced than that in
the DJ case (Figure 10(d)). The absolute values of the water vapor
path reach 26 and 15 kgm−2 in the SJ and DJ cases, respectively.
While the SJ case has overall more water vapor in the atmosphere,
its driest regions are an order of magnitude drier than those in the
DJ case. Figures 10(e) and (f) show the total column cloud
condensate (cloud water path, including ice and liquid water). Its
absolute values are rather similar across the two regimes, which is
dictated by the same cloud parameterization used in all of our
simulations—unlike the inter-regime discrepancy in the THAI
Hab 1 simulations (which was due to different parameterizations in
different GCMs; see Sergeev et al. 2022). The spatial distribution
of the cloud water path is different between the regimes, especially
on the night side and at the terminators, which imprints on the
transmission spectra (see Section 3.5).
Our steady-state results thus demonstrate that in 3D GCM

simulations of TRAPPIST-1e, there can exist two well-defined
climates with different spatial distribution of winds, temperature,
and moisture. This further confirms one of the major findings of
the THAI intercomparison project (e.g., Turbet et al. 2022),

Figure 9. The steady-state moist static energy (MSE) budget for the (a) Base (SJ regime) and (b) T0_280 (DJ regime) simulations. See the text for details.
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proving that even with the same planetary setup and even in the
same GCM, the circulation can settle in two distinct regimes, SJ
and DJ. Circulation patterns similar to the SJ regime have been
reported in previous studies at various degrees of GCM
complexity and for various terrestrial atmospheres (e.g., Edson
et al. 2011; Carone et al. 2015; Noda et al. 2017; Haqq-Misra
et al. 2018). For example, it resembles the circulation obtained at
an intermediate range of planetary rotation rate in Edson et al.
(2011). Later it was also found in the idealized experiments of
Noda et al. (2017), who labeled this regime as “Type II.” In their
setup, this regime developed at the rotation period roughly
between 5 and 20 Earth days—comparable to the rotation rate of
TRAPPIST-1e (Table 1). Noda et al. (2017) likewise attributed
the emergence of this regime to the resonant excitation of the
planetary-scale stationary waves seen in our Base simulation. Our
SJ regime also corresponds to the “Rhines rotator” circulation
regime in Haqq-Misra et al. (2018).

The DJ regime was also identified by Edson et al. (2011), Noda
et al. (2017), and Haqq-Misra et al. (2018), in the experiments

with the planetary rotation periods smaller than 1–4 Earth days.
Noda et al. (2017) labeled this circulation pattern as “Type IV”
and identified the flow features highly similar to those in the
T0_280 case here. The similarity extends even to the precipitation
field (as a proxy for convective activity), oriented more zonally
than that in the SJ regime (Figures 10(e) and (f)).
The key difference between the studies mentioned above and

our study is that they typically define different circulation
regimes by varying planetary or stellar parameters, such as the
planet’s rotation rate, over a large range of values; while our
study focuses on one specific exoplanet. The regime bistability
in our simulations could be further investigated using 3D
GCMs, for example, by running a model ensemble with
slightly different initial conditions or with perturbed parameters
in subgrid parameterizations. It is also pertinent to extend our
study to other exoplanetary atmospheres that may be
susceptible to regime bistability explored here for TRAP-
PIST-1e. This should help to narrow observational constraints
of atmospheric dynamics on rocky exoplanets in general.

Figure 10. Steady-state thermodynamic conditions in the (left) Base (SJ regime) and (right) T0_280 (DJ regime) simulations. Panels (a) and (b) show surface
temperature (shading; kelvin) with 10 m wind vectors; panels (c) and (d) show water vapor path (shading; kilograms per meter squared); and panels (e) and (f) show
cloud water path (shading; kilograms per meter squared).
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3.5. Implications for Observations

3.5.1. Terminator-mean Transmission Spectra

Atmospheric characterization of transiting terrestrial exopla-
nets is becoming feasible with powerful new observational
facilities such as JWST, successfully launched in 2021
December. TRAPPIST-1e is the most promising target known
so far for such studies (Fauchez et al. 2019; Suissa et al. 2020),
mostly thanks to the short orbital period of the planet and the
small size of its host star, an ultracool M8V dwarf. It has been
shown that inter-model differences, namely in the amount of
clouds at the terminator, affect the number of transits required
for a confident detection of atmospheric features (Fauchez et al.
2022). Here, we test if the distinct circulation regimes with
their water vapor and cloud differences have a detectable
imprint in a synthetic transmission spectrum. We use the same
two simulations as before, Base and T0_280, corresponding to
the SJ and DJ regimes, respectively.

Synthetic transmission spectra are computed natively within
the radiation scheme of the UM (SOCRATES), once a day over
61 Earth days (10 orbits) during the steady-state phase of the
simulation (Section 2.3). The time mean and typical time
variability (± standard deviation) for both the SJ and DJ
regimes are shown in Figure 11. The most prominent peaks
correspond to the CO2 absorption bands at 2.7, 4.3, and 15 μm.
These peaks are a robust feature of our simulations and are
largely unaffected by the presence of clouds, as the difference
curve shows in Figure 11(c). The same result has been obtained
in other 3D GCMs (Fauchez et al. 2022) and is explained by

the fact that even above the cloud deck there is enough CO2 to
saturate the absorption lines.
While small relative to absorption peaks, differences

between the SJ and DJ regimes are consistent in the continuum
level, which is higher in the DJ case across most of the
spectrum between 0.6 and 20 μm (Figure 11(c)). To explain
this, we plot the time-mean vertical profiles of cloud content at
the terminator in Figure 12. The profiles reveal that for the DJ
case, clouds tend to occur at lower altitudes than in the SJ case.
However, the mixing ratio of cloud ice (whose content
dominates over cloud water) is noticeably larger in the DJ
case compared to the SJ case (Figure 12(d)), and this leads to a
slightly higher continuum level for the former, by ≈1 ppm.
The water vapor band at 6.3 μm, on the other hand, is

stronger by up to 2.5 ppm in SJ than in the DJ case. This can be
attributed to a much lower water vapor content in the upper
layers in the DJ regime compared to the SJ regime, as
demonstrated by the vertical profiles in Figure 12(b). This
difference is similar to that between the LMD-G model and
three other GCMs in the THAI project (Fauchez et al. 2022).
Note, however, that the LMD-G model exhibits an SJ-like
circulation regime in the THAI Hab 1 simulation—so its low
humidity in the upper atmosphere is likely a consequence of
using a convection adjustment scheme (Sergeev et al. 2022).

3.5.2. East–West Terminator Differences

Even though our simulations assume a uniform ocean
surface covering the whole planet, conditions at the western
and eastern terminators are not the same. This is due to the

Figure 11. Simulated transmission spectra for the (blue) SJ and (orange) DJ cases. The transmission spectra are calculated using fluxes (a) with and (b) without the
effect of clouds included. Panel (c) shows the difference, SJ minus DJ, for (solid lines) cloudy and (dashed lines) clear-sky calculations.
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zonal asymmetry in the global circulation introduced by a
superposition of the stationary eddies and mean overturning
circulation (see Section 3.2). It is important to take the
asymmetry into account, because averaging the transmission
spectrum over the full terminator may cancel out absorption
features. The terminator asymmetry in the transmission spectra
was found to be nonnegligible in previous studies, both for
hotter gas giants (e.g., Line & Parmentier 2016; Powell et al.
2019) and colder rocky planets (Song & Yang 2021). Here we
confirm that the circulation regime differences result in slightly
different transmission spectra at the eastern and western
terminators. We find that the terminator asymmetry is roughly
twice as large for the SJ regime compared to that in the DJ
regime.

To determine what contributes to the asymmetry the most,
we obtain differences in the spectra using all-sky (i.e., cloudy),
clear-sky (i.e., cloudless), and dry (i.e., excluding the opacity of
water vapor) radiation calculations, which are shown separately
for the two regimes in Figures 13(a) and (b), respectively. The
bulk of terminator asymmetry in both cases is due to water
vapor at its absorption bands (e.g., at ≈1.4, 1.9, 2.7, and
6.3 μm). This is confirmed by the curves corresponding to
cloudy and clear-sky calculations being close together in these
regions (compare the pink and cyan curves in Figure 13).
Between the H2O absorption bands, terminator asymmetry is of
the order of ≈0.25 ppm, showing that the eastern terminator is
cloudier and thus slightly elevates the continuum level. The

eastern terminator has more clouds, mostly in the form of ice
crystals, than its western counterpart (compare solid and dashed
lines in Figures 12(c) and (d)). Temperature asymmetry
between terminators is different in the SJ compared to DJ case
(Figure 12(a)), but it contributes very little to the asymmetry in
transmission depth, being only somewhat visible in the CO2

absorption bands, as well as in the Rayleigh scattering slope at
the shorter wavelengths.
In the SJ regime, the terminator differences (eastern minus

western) are overall mostly positive, which is similar to the
fast-rotating simulation in Song & Yang (2021), but have a
much lower magnitude of about 1–2 ppm—closer to the slow-
rotating simulation in the same study. The east–west terminator
difference has the same sign as that found for cloudy
simulations of hot Jupiters, but the magnitude is several orders
smaller (e.g., Powell et al. 2019), because the atmospheres of
rocky planets (as assumed in our study) are much thinner than
those of gas giants. In the DJ regime, the asymmetry is less
pronounced, because the overall circulation is more zonally
symmetric (Figure 7), and the differences between terminators
are muted (Figure 12(b)). The most notable inter-regime
difference in the transmission spectra is in the water absorption
regions, the largest of which is centered at 6.3 μm. This
terminator asymmetry at 6.3 μm is positive in the SJ regime,
meaning there is more water vapor at the eastern than at the
western terminator (Figure 13(a)), but in the DJ regime, the
opposite is true. Note that this is difficult to see in the mean

Figure 12. Time-mean vertical profiles at the (solid lines) western and (dashed lines) eastern terminators in the (blue) SJ and (orange) DJ. The variables shown are (a)
air temperature, (b) specific humidity, (c) cloud liquid water mixing ratio, and (d) cloud ice mixing ratio.
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vertical profiles in Figure 12(b), because the absolute and
relative values of water vapor are very small in the upper
atmosphere.

The differences in transmission spectra between our
simulations, as well as the terminator asymmetry, are too small
to be observable with instruments aboard the JWST (May et al.
2021). For example, a recent study by Rustamkulov et al.
(2022) reports 14 and 10 ppm noise floors with 3σ and 1.7σ
confidence levels, respectively, for JWST’s near-infrared
spectrograph (NIRSpec) instrument. The transmission depth
differences in our study are even smaller than those simulated
for a planet like TRAPPIST-1e by Song & Yang (2021). This is
because ExoCAM used in that study tends to have higher cloud
decks at the terminators compared to other commonly used
GCMs, while the UM tends to have lower clouds (Fauchez
et al. 2022). Furthermore, ExoCAM was shown to produce
consistently moister atmospheres than the UM for simulations
of TRAPPIST-1e with an Earth-like atmospheric composition
(Sergeev et al. 2022; Wolf et al. 2022), thus amplifying the
potential zonal asymmetry in transmission spectra.

Future telescopes may yet be precise enough to reveal the
differences between circulation regimes, which could be
elucidated by looking at transmission spectra for both
individual and averaged terminator data. More studies are
needed for better understanding of the cloud microphysics
affecting the atmospheric opacity on exoplanets like TRAP-
PIST-1e.

4. Conclusions

We investigated the bistability of the atmospheric circulation
in the climate simulations of TRAPPIST-1e assuming aqua-
planet surface conditions and an N2-dominated 1 bar moist
atmosphere. The key findings of this study are as follows.

1. The emerging atmospheric circulation can have two
distinct regimes, either dominated by a strong equatorial
eastward jet (the SJ regime) or by a pair of mid-latitude
eastward jets (the DJ regime). The SJ and DJ regimes
correspond to the “Type II” and “Type IV” regimes in
Noda et al. (2017), or to “Rhines rotator” and “fast
rotator” in the terminology of Haqq-Misra et al. (2018).
The states are well defined, and there are practically no

intermediate regimes, with respect to key climate
diagnostics (e.g., the day–night temperature gradient).

2. In our simulations, which of the regimes the climate
enters is sensitive to several factors: a change in physical
parameterization, a different surface boundary condition
for the temperature, or different initial conditions.
However, the regime bistability is not merely an artifact
of our GCM: similar circulation regimes were recently
identified using other GCMs in both dry (Turbet et al.
2022) and moist (Sergeev et al. 2022) simulations of
TRAPPIST-1e climate, as well as in earlier idealized
studies (e.g., Edson et al. 2011). An interesting outcome
of our sensitivity simulations is the bistability due the
initial conditions and specifically the initial temperature.
Namely, at certain moderate initial temperatures, the DJ
regime develops instead of the SJ regime as in the control
simulation (started from 300 K). This finding comple-
ments the studies by Thrastarson & Cho (2010) and Cho
et al. (2015) who used a 3D GCM of a hot Jupiter with a
simplified representation of boundary-layer friction and
thermal forcing. They found that the steady-state atmo-
spheric circulation is sensitive to the initial conditions,
unless a much stronger momentum and thermal drag is
applied at the bottom of the atmosphere, thus damping
any small-scale variability as was done in Liu &
Showman (2013). We leave the sensitivity of the
atmospheric circulation on TRAPPIST-1e to the initial
wind profile for future studies.

3. Using two indicative simulations, one started from 300 K
and another from 280 K, we analyze the evolution of the
SJ and DJ regimes, respectively. We show that the initial
stage of the regime evolution depends on a fine balance
between the zonally asymmetric heating due to the
planet’s synchronous rotation on the one hand and mean
overturning circulation on the other. The SJ regime
appears to be weakly radiatively forced at the beginning
due to a higher concentration of water vapor and thus
stronger longwave cooling of the atmosphere compared
to that in the early stages of the DJ regime. Consequently,
the nascent equatorial jet accelerates more gradually in
the SJ case and is able to achieve resonance with the
stationary Rossby wave, which in turn markedly
amplifies, reinforcing the jet. The DJ regime appears to
be relatively strongly forced because of the lower initial

Figure 13. Differences in the transmission depth (ppm) between terminators (eastern minus western) in the (a) SJ and (b) DJ cases. Different lines show spectral
differences assuming (pink) cloudy, (cyan) clear-sky, and (olive) dry atmosphere.
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temperature and thus lower water vapor concentration in
the first tens of days; thus, the nascent equatorial jet
accelerates at a higher rate. However, after about 80 days,
the circulation transitions to the two mid-latitude jets (i.e.,
the DJ pattern), which are associated with colder polar
regions and thus a higher degree of baroclinicity. As a
result, the wave-jet resonance is not achieved.

4. The zonal angular momentum budget further supports
these arguments. In the initial stage of the regime
evolution, the surplus of the angular momentum at the
equator (i.e., superrotation) is provided by the stationary
eddies, which are initially stronger in the DJ case. At
about day 80, the mean advection terms in the DJ case
grow, deplete the zonal momentum at the equator, and
move it poleward, starting to actively accelerate the mid-
latitude jets. Meanwhile, the SJ regime matures via the
stationary eddy contribution to the angular momentum
budget at the equator, which intensifies as the stationary
Rossby wave pattern resonates with the jet.

5. Having fully developed, the two circulation regimes each
have a slightly different imprint on the transmission
spectrum, though the differences are too small to be
observable with the current technology. The DJ regime
has more clouds at the terminators, so its continuum level
is higher than that for SJ over the majority of the analyzed
wavelength range (0.6–20 μm). The upper atmosphere
water vapor content, on the other hand, is higher in the SJ
regime, so the H2O absorption, especially near 6.3 μm, is
higher. Comparable to the inter-regime differences, there
is also an asymmetry between eastern and western
terminators, which is more pronounced in the SJ regime.

It is clear from this study that TRAPPIST-1e resides in a
particularly sensitive position with respect to the circulation
regime, and even small changes in the model setup can tip the
circulation into one regime or another. This exoplanet is one of
the key targets for the upcoming JWST observational programs
(Gillon et al. 2020), so understanding its atmospheric structure
is imperative for the best use of observations. We expect that
our results could be applicable to other rocky exoplanets
residing in a similar “sweet spot” of the planetary size and
rotation period. As indicated by earlier modeling studies of
hypothetical planets, there are transition regions between well-
defined circulation regimes for which a similar regime
bistability and sensitivity to GCM setup can exist (Edson
et al. 2011; Noda et al. 2017; see also Figure 1 in Carone et al.
2018). Atmospheric circulation on TRAPPIST-1e appears to be
particularly sensitive—not only to the model choice (Sergeev
et al. 2022; Turbet et al. 2022), but also to a small change in the
initial conditions (this study). Furthermore, different regimes
can emerge not only for a nitrogen-dominated atmosphere, but
for a CO2 atmosphere too, as noted in the THAI project. With
regards to atmospheric pressure, our preliminary experiments
with a total pressure below 1 bar favor the SJ regime, while
those with a pressure above 1 bar tend to favor the DJ regime,
though a separate study is needed for a confident conclusion.
We have also conducted a series of dry simulations starting the
UM from different initial temperatures, i.e., repeating the
T0_250, T0_260, T0_270, T0_280, T0_290, and Base simula-
tions with a dry atmosphere. The atmospheric circulation in all
of these runs evolves into only one regime, namely SJ. This
result indicates that the bistability is driven primarily by
moisture effects, at least in our model. However, we would like

to stress that different states can be obtained for the same planet
(and the same initial setup) using different GCMs even in dry
conditions (Turbet et al. 2022), which is important, even if it is
not strictly a bifurcation. Further work on the underlying
dynamical mechanisms of the emergence of the two regimes is
required, both for dry and moist setups.
While our study explores the emergence of the circulation

regimes in depth and across a few sensitivity experiments, a
wider modeling study is needed to outline what GCM
configurations favor SJ or DJ regimes. This has been initiated
by the THAI project (Fauchez et al. 2020), but would benefit
from expanding the parameter sweep wider, e.g., to other
configurations with a non-Earth atmospheric composition.
Additionally, our recommendation for modeling atmospheres
prone to regime bistability is to use initial condition and/or
physical parameterization ensembles.
The surface boundary conditions are among the factors the

regime is sensitive to in our simulations. As shown by Lewis
et al. (2018) and Salazar et al. (2020), the presence of a
continent on the day side of the planet affects the global
circulation. Such a perturbation to the model may favor one of
the circulation regimes, depending on the size and thermo-
dynamic properties of the continent. Including a dynamic ocean
will likely influence the regime bistability too by contributing
to the heat transport between the day and night sides of the
planet (see, e.g., Hu & Yang 2014; Del Genio et al. 2019a).
These avenues of research are left for the future.
Finally, our simulations are performed with time invariant

stellar forcing. The high sensitivity of the circulation regimes
even to initial conditions indicates that the circulation may be
prone to an abrupt transition if a temporary forcing is provided.
Such a forcing can be an influx of water vapor into the
stratosphere in the aftermath of a large volcanic eruption (e.g.,
Loffler et al. 2016; Guzewich et al. 2022) or a series of
eruptions (e.g., Joshi & Shine 2003). Another example is
periodic change in stellar forcing due to flaring of the host star,
which is an M-dwarf. Performing experiments with periodic or
transient stellar forcing (as in, e.g., Chen et al. 2021) may
further elucidate the question of bistability of atmospheric
circulation on TRAPPIST-1e.
Material produced using Met Office Software. We acknowl-

edge use of the Monsoon2 system, a collaborative facility
supplied under the Joint Weather and Climate Research
Programme, a strategic partnership between the Met Office
and the Natural Environment Research Council. This work was
supported by a Science and Technology Facilities Council
Consolidated Grant (ST/R000395/1), UKRI Future Leaders
Fellowship (MR/T040866/1), and the Leverhulme Trust
(RPG-2020-82). N.T.L. was supported by Science and
Technology Facilities Council grant ST/S505638/1. I.A.B.
and J.M. acknowledges support of the Met Office Academic
Partnership secondment.
Software: The Met Office Unified Model is available for use

under license; see https://www.metoffice.gov.uk/research/
approach/modelling-systems/unified-model. Scripts to post-pro-
cess and visualize the model data are available on GitHub:https://
github.com/dennissergeev/t1e_bistability_code and are depen-
dent on the following open-source Python libraries: aeolus
(Sergeev & Zamyatina 2022), cmcrameri (Crameri et al. 2020),
iris (Met Office 2021), jupyter (Kluyver et al. 2016),
matplotlib (Hunter 2007), numpy (Harris et al. 2020), and
windspharm (Dawson 2016).
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Appendix A
Stationary Wave Pattern and Zonal Mean Atmospheric

Structure during the Model Spin-up

The evolution of the atmospheric circulation during the
model spin-up is not monotonic and consists of several stages
(Figure 14). In the first 20 days, the stationary wave patterns
are too weak to show in the contours in Figures 14(a) and (c),
but the temperature structure is already slightly different
between the Base and T0280 cases (Figures 14(b) and (d)). In
the next period (20-80 days), the geopotential height anomalies
grow stronger, especially in the T0280 case (Figure 14(g)),

which is consistent with the equatorial superrotation being
more prominent in this case (Figure 14(h)). In the subsequent
period (80–200 days), the stationary wave steadily grows
stronger in the Base simulation and achieve resonance
(Figure 14(i)) with the equatorial superrotating jet
(Figure 14(j)), while the T0280 case is characterized by more
transient and weaker waves (Figure 14(k)) as well as stronger
midlatitude zonal jets (Figure 14(l)). The final period of the
model spin-up (beyond day 250) sees the atmospheric
circulation in both cases reaching their steady-state pattern
(Figures 14(m)–(p). For more details, see Section 3.2.

Figure 14. This figure corresponds to the animation provided as Supplemental animation and shows the stationary wave pattern and zonal mean atmospheric structure
during the four time periods discussed in Section 3.2. Figures 1(c) and (d) and 7(c) and (d) show the corresponding variables in steady state. Panels (a), (c), (e), (g), (i),
(k), (m), and (o) show the eddy geopotential height defined as the deviation from the zonal mean of the height of the 300 hPa isobaric surface (shading; panel (m)). The
cyan lines show the mean longitude of the planetary wave crest, defined as the maximum of the geopotential height anomaly. Panels (b), (d), (f), (h), (j), (l), (n), and (p)
show the vertical cross section of the zonal mean eastward wind (shading; meters per second) and air temperature (contours; kelvin). All variables are averaged over
the periods of (a)–(d) 0–20 days, (e)–(h) 20–80 days, (i)–(l) 80–200 days, and (m)–(p) 250–450 days. The animation begins at day 1 and ends at day 500. The real-
time duration of the animation is 50 s.

(An animation of this figure is available.)
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Appendix B
Derivation of the Angular Momentum Budget

We present here the derivation of the angular momentum
budget equation given by Equation (2), starting from Vallis
(2017, Section 2.2.7). The zonal component of the axial
angular momentum per unit mass is

f f= + W( ) ( )m u r rcos cos , B1

where u is the zonal component of the wind velocity vector, Ω
is the rotation rate, r is the planetary radius, and f is latitude.
The conservation equation for this quantity is analogous to the
zonal momentum equation and in spherical coordinates may be
written as

r l
= -

¶
¶

- l ( )Dm

Dt

p
G

1
, B2

where D/Dt is the material derivative, ρ is density, λ is
longitude, and Gλ represents friction and dissipation. The
material derivative in spherical coordinates is

f l f
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where t is time, and v and w are the meridional and vertical
components of the wind velocity vector, respectively. Using the
mass continuity equation
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and expanding the material derivative, Equation (B2) can be
written as
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We then average Equation (B5) over time and longitude, to
provide a budget for the zonal mean angular momentum with
separate terms associated with contributions from the mean
flow, stationary eddies, and transient eddies. First, we define
the corresponding averaging operations for a quantity X as

ò=
D

D
( )X

T
X t

1
d , B6

T

0

òp
l=

p
[ ] ( )X X

1

2
d . B7

0

2

Equations (B6) and (B7) represent the time and zonal average
operations, respectively. Subtracting the averages, we get the
corresponding “eddy” quantities

¢ = - ( )X X X , B8

= - [ ] ( )*X X X , B9

which represent transient and stationary eddies, respectively.
We can then rewrite the instantaneous quantity as

= + + ¢[ ] ( )*X X X X . B10

Following Peixóto & Oort (1992, Section 4.1), we also note
that the time and zonal product of two quantities X and Y is
given by

= + + ¢ ¢[ ] [ ][ ] [ ] [ ] ( )* *XY X Y X Y X Y . B11

We now apply the time and zonal averaging operations,
Equations (B6) and (B7), respectively, to Equation (B5). The
integration over longitude in the zonal average means that
terms involving ∂/∂λ become zero. Time and zonal averaging
gives us
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where r r rD = -= =[ ] ([ ] [ ] )m m mt T t 0 . When the atmospheric
circulation is in a steady state, this term approaches zero.
Using Equation (B11), the second and third terms in

Equation (B12) can be decomposed into transport terms
associated with the mean meridional flow, the stationary
eddies, and the transient eddies. Substituting V= ρv and
W= ρw for brevity, we obtain
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Note that for simplicity the time derivative term and dissipation
term are not expanded.
The right-hand side of Equation (B13) can be rewritten as an

advection of mean angular momentum by making use of the
continuity equation, Equation (B4). After time and zonal
averaging, the continuity equation becomes
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where again we have rewritten V= ρv and W= ρw, and the Δ
symbol has the same meaning as before.
Upon multiplication by [ ]m , Equation (B14) can be re-

arranged to yield
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or, canceling the fcos and r terms,

f f
f

f
r

¶
¶

+
¶
¶

=
¶
¶

+
¶
¶

-
D
D

([ ][ ] ) ([ ][ ] )

[ ] [ ] [ ] [ ] [ ] [ ] ( )

r
V m

r r
W m r

V

r

m
W

m

r
m

T

1

cos
cos

1

. B16

2
2

22

The Planetary Science Journal, 3:214 (24pp), 2022 September Sergeev et al.



Substitution of Equation (B16) into Equation (B13) and
ignoring the change of zonal mean density with time yields
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This equation is equivalent to Equation (2) used in Section 3.2.
Additionally, it can be shown that in a steady state in the

absence of friction and dissipation, zonal angular momentum is
materially conserved by the mean flow. We do this by dropping
the time derivative term (the first term in the previous equation)
and substituting f= ¶ ¶ + ¶ ¶[ ] [ ] ([ ] ) [ ]t V r W rD D , which
yields
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We can also see that if dissipation transports [ ]m down
gradient, and friction acts to restore [ ]m toward a state of solid
body corotation with the underlying planet, then eddies that can
transport [ ]m up-gradient are required to maintain a local
maximum of [ ]m such that

=
W

- >
[ ] ( )s
m

r
1 0, B19

2

where s> 0 indicates superrotation (see, e.g., Read &
Lebonnois 2018; Lewis et al. 2021).
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