
ARTICLE IN PRESS 

JID: ACORP [m5GeSdc; August 14, 2022;11:34 ] 

Applied Corpus Linguistics xxx (xxxx) xxx 

Contents lists available at ScienceDirect 

Applied Corpus Linguistics 

journal homepage: www.elsevier.com/locate/acorp 

Studying children’s writing development with a corpus 

Philip Durrant 

University of Exeter, St Luke’s Campus, Exeter EX1 2LU, UK 

a r t i c l e i n f o 

Keywords: 

Chidren’s writing 

School writing 

Learner corpus 

Grammar 

Vocabulary 

Collocation 

a b s t r a c t 

One of Randi Reppen’s major contributions has been her pioneering corpus research into school children’s writing. 

In this paper, I will discuss how such research can contribute to both theory and educational practice. I will then 

look at two sets of unresolved methodological issues in this area: the issue of defining appropriate linguistic and 

textual categories, and the issue of drawing valid developmental inferences. 

The issue of categories arises because corpus analysis depends on abstracting away from specific instances 

of language use in specific texts to make claims about the use of linguistic categories (e.g., noun phrases, low- 

frequency vocabulary) in textual categories (e.g., stories, science reports). Such abstraction enables researchers 

to draw out patterns of language variation that are difficult to spot by other means. But it also raises the problem 

of how to define categories that are reliably operationalizable, that capture consistent developmental patterns, 

and that are theoretically and educationally informative. 

The issue of drawing valid inferences stems from the fact that corpus data record the products of complex, 

contextually contingent writing processes, involving the interaction of many variables. Capturing the combined 

outcomes of these complex processes promotes ecological validity. However, it also creates challenges for re- 

searchers who want to draw conclusions about specific aspects of the writing process, such as writers’ knowledge 

of vocabulary or grammar, or their emerging awareness of audience. 

This paper will discuss these issues in detail, illustrating their impact and suggesting ways forward for edu- 

cationally informative corpus research. 
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. Introduction 

A central theme in Randi Reppen’s work has been her commitment

o informing teaching through corpus analysis of school children’s writ-

ng ( Reppen, 1994 , 2001 , 2002 , 2007 , 2009 ). Like Randi, I believe

hat research of this sort has a great deal to offer. For many children,

writing conventions will remain a mystery unless teachers are able to

ring these forms and patterns of language use to conscious awareness ”

 Reppen, 2002 , p. 321), and for this to happen, teachers themselves need

o know what those forms and patterns are. Because intuitions about

uch matters are notoriously imprecise and inaccurate, this raises the

eed for systematic, empirically based descriptions of the sorts of texts

hat children are asked to write ( Rose and Martin, 2012 ). 

Of course, not all child writing can be taken as a model, and not

ll child writing is equally successful. This raises the question of what

uccessful writing looks like. Though teachers may have a tacit sense of

hat makes for good writing, they are often unable to formulate this in

ny but the vaguest of terms ( Lines, 2014 ; Myhill, 1999 ). This is prob-

ematic because, unless a concept of quality writing can be brought out

f the heads of teachers and given an external formulation, it can’t be

ade available to learners ( Sadler, 1989 ). It is also problematic because,

nless it is explicitly formulated, the concept of quality is protected from
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ritique. If we are clear about what we are valuing in student writing,

e can have a discussion about whether we are valuing the right things,

nd about whether our practices unfairly advantage some children over

thers. Since at least the 1960s (e.g., Hillocks 1964 , Percival 1966 ,

otter 1967 , Sampson 1964 ), researchers have been analysing children’s

exts to identify sets of linguistic features that distinguish those awarded

igher or lower grades by teachers. This endeavour has both yielded

 rich and complex picture of the construct of quality itself and high-

ighted the ways that this construct varies across contexts ( Durrant,

renchley, & McCallum, 2021 ). 

A further way in which corpus analysis of children’s texts can inform

eaching is by tracing how writing develops as children progress through

chool. As noted above, explicit descriptions of the types of texts that

hildren are asked to write are an important tool in designing a course of

tudy. However, since this writing changes through the course of their

ducation, teachers need descriptions that are specific to each educa-

ional level. Further, by tracing changes in children’s writing over time,

e can evaluate the impact of educational programmes on writing and,

hen analyses are repeated across multiple contexts, identify general

evelopmental patterns that can inform syllabus planning. 

While these goals could be (and have been) pursued with many

ifferent methods, a distinctively corpus linguistic approach - that is,
rticle under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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1 Children’s writing corpora frequently comprise several hundreds, or even 

thousands, of texts – as shown in the summary table of relevant stud- 

ies at https://phildurrant.net/quantitative-measures-of-written-language-use/ . 

Last accessed 8 August 2022. 
ne that incorporates computational methods to enable analysis of

arge numbers of systematically sampled texts - has some powerful

dvantages ( Durrant et al., 2021 ). Firstly, by working with many texts,

t enables us to spot subtle patterns that might not be visible in a

maller sample and to make generalizable claims about variation across

ontexts, text types, levels of quality, and stages of education. Second,

nstructing a computer to identify a linguistic feature requires us to

rticulate clearly what that feature means and how it can be spotted in

 text. Corpus research thus promotes transparency and reliability by

ushing researchers to explicitly define and operationalize the features

hey are analyzing. Finally, it places a helpful distance between the

nalyst and the texts. Dealing with texts as data in a corpus, rather than

olely as objects to be engaged with on an individual basis, “offers us

 new perspective on the familiar ” ( Hunston, 2002 , p. 3) and can help

nalysts notice patterns that might not fit their usual expectations or

resuppositions about how language works. 

These considerations make a powerful case for including corpus lin-

uistic methods as a key tool in our endeavour to understand children’s

riting. As with all research however, the strengths of these methods

ome with corresponding limitations and raise significant methodolog-

cal dilemmas. In this paper, I will focus on two of these: the use of

inguistic and textual categories, and the ways in which quantitative

ndings from corpus data can be validly interpreted. I argue that both

ssues point to the need for ongoing and cyclical interpretive engage-

ent with a corpus and the contexts in which it was collected. Our ana-

ytical categories need to be held as provisional and kept under constant

eview as we progress through our analyses. The meanings of quantita-

ive patterns likewise need to be constantly interrogated through both

uantitative and qualitative post-hoc analyses and researchers need to

e alert to the possibility that patterns may reflect aspects of the writing

ontext that they had not originally anticipated. 

. The problem of defining categories 

Corpus linguistics achieves much of its analytical power by abstract-

ng away from specific instances of language in specific texts to generate

ounts of linguistic categories across large numbers of texts. Thus, rather

han observing that Hilary Mantel begins her novel The Mirror and the

ight with the sentence “Once the queen’s head is severed, he walks away ”,

 corpus linguist is more likely to say that fiction texts often use fronted

dverbial clauses and cataphoric reference . 

Abstraction of this sort relies on categories. Specifically, it relies on

ategories of linguistic features (such as fronted adverbial clause and cat-

phoric reference ) and on categories of texts (such as fiction ). In each

ase, categories can be defined at different levels of abstraction. The

ook opening quoted above, for example, could be described, with in-

reasing degrees of abstraction, as including a fronted adverbial of time

lause, a fronted adverbial clause, an adverbial clause, a subordinate clause ,

r just a clause. In each case, the category becomes broader, encompass-

ng a wider range of forms. Each level of abstraction has the potential

o yield new generalizations, but with a concomitant loss of detailed

escription. Similarly, the text might be categorized as one of Hilary

antel’s trilogy of historical novels about Thomas Cromwell, an historical

ovel, a novel, a work of fiction, a piece of writing, or a sample of the En-

lish language . Again, greater abstraction may enable greater generality

f claims. But it also leads to a loss of detail and risks conflating im-

ortant patterns. The following sections will discuss these two types of

ategorization in turn. 

.1. Linguistic categories 

Our choice of linguistic categories typically needs to respond to four,

otentially competing, demands. First, categories must be identifiable

ith a high level of accuracy in a corpus. At one level, this is tricky

ecause language can be fundamentally ambiguous between linguistic

ategories. The word writing in the phrase writing is hard , for example,

ould be counted either as a noun or as a verb ( Durrant et al., 2021 ;
2 
uddleston and Pullum, 2002 ). Moreover, when dealing with large cor-

ora 1 , we typically face the additional issue of needing to identify cat-

gories by (semi-)automated means. Although tools now exist that aim

o analyse a wide range of features automatically, their accuracy re-

ains a matter of debate and ongoing research (e.g., Huang et al. 2018 ,

ewman and Cox 2020 ). Crucially, overall accuracy rates reported for

uch tools do not necessarily imply high accuracy for the particular fea-

ures that a researcher wants to study in the particular set of texts with

hich they are working ( Gray, 2019 ). A further concern is that such

ools may limit the researcher to studying only those features that their

reators have seen necessary (or found computationally convenient) to

nclude. This inevitably leaves out much that may be of interest, both

ecause some types of features (e.g., those that require distinguishing

etween the senses of polysemic words) are difficult to identify com-

utationally and because each tool relies on a particular choice of ana-

ytical framework. Thus, a great deal of research is currently based on

he grammatical model embodied in Stanford CoreNLP’s Universal De-

endencies framework ( Schuster and Manning, 2016 ), but few, if any,

apture the categories of Systemic Functional Linguistics, which previ-

us research has shown to give important insights into the development

f children’s writing (e.g., Christie 2012 , Christie and Derewianka 2008 ,

offin 2006 , Rose and Martin 2012 ). 

Second, categories must identify regular developmental patterns.

evelopment in the use of some linguistic categories may be so

diosyncratic to individual children or to specific contexts that they

ield no generalizable patterns. Categories of this sort would not allow

or meaningful corpus analysis. An example of a frequently analysed

eature that may be of this type is lexical density (the proportion of

ords in a text that are lexical - i.e., adjectives, adverbs, nouns, or

exical verbs), which does not appear to show any consistent L1 devel-

pmental patterns either across time ( Berman and Nir, 2010 ; Golub and

rederick, 1979 ) or measures of quality ( Golub and Frederick, 1979 ;

ccelli, Dobbs, and Scott, 2013 ). 

Third, categories must not misleadingly conflate patterns that may be

isible at a finer-grained level of analysis. Linguistic categories gain their

ower by adjusting our analytical lens such that the details of individual

ases go out of focus, allowing a broader picture to emerge. This move is,

n some ways, analogous to stepping back from a photomosaic, so that

e lose sight of the pictures that form its individual pixels but gain a

iew of a new larger-scale picture. In a corpus analysis, the new picture

s what emerges when we find a statistically reliable pattern that holds

cross large numbers of cases. 

The analogy is imperfect in that, in corpus analysis, interesting

ictures can emerge at several different levels of abstraction. The

hallenge facing the analyst is to identify the level(s) that offer the most

aithful picture(s) of writing development. Most corpus research into

hild writing has chosen to focus on the big picture, relying on a small

umber of very abstract linguistic categories (e.g., words per clause;

lauses per t-unit ) that yield some highly generalizable developmental

atterns ( Durrant et al., 2021 ). However, these broad patterns are likely

o conflate important trends that would be observed on a finer-grained

nalysis, thus presenting a distorted picture of development. Biber et al.

2020) show, for example, that measures such as words per t-unit con-

ate clausal and phrasal complexity and that these two categories have

ery different developmental profiles. Analyses that do not distinguish

uch features may not only miss important patterns; they may produce

ctively misleading results as distinct patterns are averaged out into a

entral tendency that fails to represent anything meaningful. 

An example of this averaging-out effect can be seen in Fig. 1 , which

hows the frequency of adverbial clauses in stories written by children

https://phildurrant.net/quantitative-measures-of-written-language-use/
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Fig. 1. Adverbial clauses per clause in children’s stories. 
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t schools in England ( Durrant, Brenchley, & Clarkson, 2020 ). When all

ases of adverbial clauses are treated as a single group (represented in

he far-left chart), the number of adverbial clauses per main clause is

ound to remain more-or-less constant for children in Years 2, 6, and 9.

he slight differences between the means for these year groups stay well

ithin the bounds of their respective 95% confidence intervals (repre-

ented by the vertical bars). There is then a marked increase at Year 11.

uch a pattern might lead researchers to conclude that use of adverbial

lauses is a feature of mature writing, mostly developing in the later

tages of secondary school. However, it is important to remember that

he general category of adverbial clause includes two rather different

ubtypes: 

• finite adverbial clauses, e.g.: 

○ The party was full of laughter and people socialising as classical

music faded into the background . 

○ there must have been a power cut because there were no lights . 

• non-finite adverbial clauses, e.g.: 

○ Next, Batman punched the Joker, causing him to stumble . 

○ Built from the very trees that guard it , it grew on the same soil . 

As the second and third charts in Fig. 1 show, these have distinct de-

elopmental profiles. Finite clauses are relatively common from the start

f primary school and do not show any increase in frequency through-

ut the years of schooling. Non-finite clauses, in contrast, are very in-

requent in the youngest children’s writing, but their use increases in a
Fig. 2. Academic collocations in ch

3 
ore-or-less linear fashion throughout the school years. The shape seen

or adverbial clauses as a whole conflates these to show a pattern that

ails to represent the development of either type, so giving a misleading

icture of syntactic development. 

The fourth, and perhaps overriding, demand to be considered when

efining linguistic categories is that they need to be educationally mean-

ngful. There is little value in finding that a particular linguistic category

s reliably correlated with writing development if that category is unable

o inform teaching. Again, the generic categories exemplified by words

er t-unit provide a good example. Although reliably correlated with de-

elopment, their ability to inform a programme of teaching is limited. It

s not clear what a teacher could do with the information that texts with

ore words per t-unit are typically awarded higher grades. The infor-

ation that texts with more complex noun phrases are typically scored

igher is more useful, however, because noun phrase is a category that

ould be built into a syllabus and worked on in class. The information

hat texts that use more relative clauses and postmodifying prepositional

hrases are scored higher is better still, since it pinpoints the types of

oun phrase complexity that are most pertinent. 

.2. Textual categories 

An example of the sort of issue raised by classification of texts can be

een in Fig. 2 , which represents the use of academic verb-object collo-

ations in children’s non-literary writing ( Durrant & Brenchley, 2021 ).
ildren’s non-literary writing. 
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Fig. 3. Genre categories from corpus studies of child 

writing. 
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cademic collocations are defined here as word pairings that occur in

 corpus of mature academic writing (in this case, the BAWE 2 corpus)

ith a frequency greater one per million words and with a mutual in-

ormation score of greater than five. These are pairings like play-role,

olve-problem , and provide-evidence . As the left-hand chart shows, when

ll non-literary writing is taken as a single category, we see a clear linear

ncrease in the use of such collocations across year groups. However, as

he right-hand chart shows, when texts are divided into those written

or English classes and those written for Science classes, a more com-

lex pattern emerges. The Science writing makes significantly less use of

cademic collocations than English writing in Years 6 and 9, and there

s little evidence of an increase in use between the two groups. How-

ver, from Year 9 to Year 11, we see a dramatic increase, such that Year

1 Science writing slightly overtakes that of English writing. This both

hows a clear disciplinary difference in younger children’s writing and

uggests that an important shift of some kind takes place in Science writ-

ng in the second half of secondary school. Both these points are missed

hen analysis focuses on the broader textual category without consider-

ng discipline. This has substantive implications for our understandings

f children’s writing. The granularity of our analyses determines the

ontextual variables that are brought into play in our explanations of

riting development. Optimizing this granularity is therefore central to

dentifying the primary communicative and genre-based contexts that

rive such development (Mark Brenchley, personal communication, 25

ebruary 2022). 

Four main types of text category are commonly used in corpus

esearch on children’s writing: the educational stages at which texts

ere written; the grades assigned to texts by markers; the subject area

academic discipline) within which texts were written; and text genre

 Durrant et al., 2021 ). 

Each of these comes with its own complications. Time could be de-

ned in literal chronological terms, focusing on a child’s age in years

nd months, or in educational terms, focusing on a child’s stage in their

chool career. In both cases, decisions need to be made about the ap-

ropriate breadth and nature of each period. Children might be divided,

or example, into primary vs. secondary school, year groups, terms or

emesters of study, or even more finely, weeks in a course. 

Categories based on the grades assigned to texts introduce complex

ssues surrounding who does the grading, under what conditions, and

ccording to what criteria. In studies focusing on authentic writing con-

exts, for example, it is common for very different grading systems and

ractices to be found in different schools, making analysis of grades in

 corpus compiled across contexts highly problematic. In the context of

ngland, for example, the 2014 National Curriculum ( Department for

ducation, 2014 ) saw a deliberate shift away from a set of national at-

ainment levels that tracked children’s progress throughout their school

areers to a policy of each school being expected to develop its own

ssessment practices. In the wake of this, the corpus of school writing

hat I collected with my colleagues between 2015 and 2018 ( Durrant

t al., 2021 ) included a wide array of different grading scales, including
2 BAWE was developed at the Universities of Warwick, Reading and Oxford 

rookes under the directorship of Hilary Nesi and Sheena Gardner (formerly 

f the Centre for Applied Linguistics [previously called CELTE], Warwick), 

aul Thompson (Department of Applied Linguistics, Reading) and Paul Wick- 

ns (Westminster Institute of Education, Oxford Brookes), with funding from 

he ESRC (RES-000-23-0800). More details can be found at the corpus website: 

ww.coventry.ac.uk/bawe/ . 

 

 

 

a

4 
escriptive three-point scales (e.g. below/at/above age-related expecta-

ions; commenced/developing/ secure ); systems of letters (e.g. C to A 

∗ );

umbers (e.g. percentages); letters plus numbers (e.g. A0 to B6 ); and

umbers plus letters (e.g. 3A–8C ). 

Disciplines also are defined in different ways in different contexts. A

lance at the literature on disciplinarity (e.g., Becher and Trowler 2001 ,

rowler et al. 2012 ) or at the range of disciplinary distinctions used in

pplied Linguistic research (reviewed in Durrant, 2017 ) demonstrates

hat categories are far from fixed and can be defined at many levels

f specificity. From the perspective of child writing, we can add the

omplication that school disciplines can take different forms at different

tages of a child’s education, making any disciplinary comparison across

ear groups challenging. 

Arguably the trickiest set of issues, however, surrounds the category

f genre. A genre is a group of texts that share a common purpose or

et of purposes and that, in line with those purposes, share features of

chematic structure, content, and style ( Christie and Derewianka, 2008 ;

yland, 2008 ; Rose and Martin, 2012 ; Swales, 1990 ). The difficulties of

pplying this idea to categorise actual texts are hinted at by the diversity

f practice in the research literature. In our review of 104 corpus stud-

es of child writing development published between 1945 and 2015, my

olleagues and I ( Durrant et al., 2021 ) found a wide range of terms used

o categorise texts into genres (see Fig. 3 ). In some cases, different re-

earchers apparently used different terms to refer to the same genre: nar-

atives and stories , for example, appear to have the same thing in mind,

s do persuasive / persuasion and argument ( ative ). Perhaps more worry-

ngly, some terms are used in different ways by different researchers.

he common term expository / exposition is a central example of this. For

ox et al. (1991) , an exposition “expresses factual information in order

o inform or explain ”. For Rose and Martin (2012 , p. 56), in contrast,

t “argu[es] for a point of view ”. For Hall-Mills and Apel (2015) , ex-

osition is a broader term that encompasses both of these, involving

conveying facts or describing procedures, sharing basic information,

elating cause–effect relationships, or arguing a point of view ”. 

This diversity of definitions is reflected in the tasks used to elicit

xpositions in various studies. Tasks labelled as expository include those

hat require relating information: 

• the child was asked to assume the role of a … nonfiction book scientist-

writer and compose … an information report on a familiar topic ( Fang,

2002 ); 

Providing an explanation: 

• Pretend you are a super hero and you are being interviewed on the news.

Tell everyone what special powers you would have. Also, explain what

you would do with them to help the world. ( Hall-Mills and Apel, 2015 );

etting out and persuading someone of a viewpoint: 

• Your class has just received some money for a field trip. In several para-

graphs write an essay to your teacher explaining where you think your

class should go, and why? ( Koutsoftas and Gray, 2012 ). 

• Imagine that there is a large undeveloped space in your school yard. Ev-

ery student in the school has been asked for ideas about what to put

there. A committee of teachers and parents will choose the best sugges-

tion. ( Roessingh et al. 2015 ). 

nd stating and explaining a personal preference: 
• I like (person, place, or thing)______ because _______. ( Yates et al., 1995 ). 

http://www.coventry.ac.uk/bawe/
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For some studies, exposition is used so broadly that its defining fea-

ure is the negative one of not being a story: 

• Participants…were asked to give their ideas and thoughts on the topic of

“problems between people ” and were explicitly instructed not to tell or

write a story but to discuss the issue ( Berman and Nir-Sagiv, 2007 ). 

The key lesson of these examples is that the literature does not

emonstrate a single coherent set of agreed genre terms. Researchers

oth use different terms to refer to similar types of texts and use the

ame term to refer to different types. This emphasizes the importance of

ransparency in defining the genre categories used in research; we can-

ot simply take for granted that all researchers will understand genre

erms in the same way. Unfortunately, such transparency is often miss-

ng in published research. 

A further difficulty with defining genres is that the types of writ-

ng children are asked to do change considerably as they progress

hrough school. Indeed, a shift in the range and types of genres with

hich children engage is a key aspect of what counts as writing de-

elopment ( Beers and Nagy, 2011 ; Coffin, 2006 ). Thus, Christie and

erewianka (2008) , for example, show how children’s writing about

istory progresses from simple chronological recounts – initially often

ersonal and descriptive, later more generalized and including elements

f cause and effect – to non-chronological genres such as descriptions

f historical periods or sites (e.g. Egyptian houses; Ancient Rome) , be-

ore moving on to assignments that involve interpreting and explaining

vents, arguing for a stance on an historical issue, or testing and evalu-

ting the reliability of sources. 

This evolution in genres becomes especially problematic when ana-

ysts want to trace changes in language across phases of schooling. As

ig. 2 showed, dividing texts into appropriate categories is important so

hat diverging patterns in different types of text are not fudged into a

isleading ‘pattern’. But such analyses also require us to have categories

hat remain constant across time. Without this, no coherent comparison

cross year groups would be possible. This implies the need for genre

ategories that are not only sufficiently detailed to avoid misleading con-

ation of distinct patterns but also sufficiently coarse-grained to classify

exts in a consistent way across year groups. 

.3. Interim conclusion: defining categories 

Defining linguistic and textual categories is a crucial step in design-

ng research into children’s writing. One key concern is practicality. We

eed linguistic and textual categories that can be reliably implemented

t scale in a potentially large corpus. A second concern is usability.

hich linguistic and textual categories are most informative will de-

end, in part, on which categories are in-play in the context we are try-

ng to inform. An analysis that uses grammatical terms or generic labels

hat differ from the metalanguage of a particular educational context,

or example, may struggle to say anything of interest to teachers in that

ontext. Finally, we have the concern of achieving maximum fidelity to

he data. As the examples above have demonstrated, our choice of cat-

gories can have a large effect on the nature of the results that emerge.

hile grouping texts or linguistic features into categories enables us

o highlight differences between categories, it also makes our analysis

lind to any differences within the categories. When we organise data

nto categories, we are therefore making informed guesses about where

ariation is most likely to occur; we expect variation between categories

ut not within them. 

Good decision making therefore depends on the nature of linguistic

ariation in the studied context. While previous research can help in-

orm such decisions, our systematic review suggests that the literature

s often too sparse to give any real confidence ( Durrant et al., 2021 ).

e therefore face a chicken-and-egg problem of the sort described by

iber (1993) with regard to setting an appropriate sample size. That is,

e can’t be sure what categories will work until we have spent some

ime exploring data from the corpus itself. This implies the need for a
5 
exible, cyclical process, in which analysis is carried out at different

evels of specificity and categories are left open to revision in response

o what we learn about patterns of variation from our initial analyses.

s we will see below, the need for a flexible and cyclical approach to

nalysis is also pressed by our second set of problems: those surrounding

nterpretation. 

. The problem of interpretation 

The second set of issues I will discuss in this paper concerns how we

hould interpret patterns derived from corpus data. Put another way,

his is the question of what inferences can be drawn from our data. In-

erences are important in corpus research because we rarely wish to

ake claims purely about the countable contents of the particular texts

e are studying. A conclusion like the set of writing comprising texts 2_6c,

_8c, 2_9b, […] included, on average, fewer complex noun phrases than the

et of writing comprising texts 13_756d, 13_757b, 13_758b […] would be

retty uninteresting. The promise of corpus methods lies in what they

ell us about broader constructs that our data are theorized to represent.

e might want to learn, for example, about the contrasting communica-

ion strategies found in different genres of child writing; about changes

n writing abilities, or particular aspects of linguistic proficiency, that

ccur over the course of a programme of study; about linguistic factors

hat predict raters’ grading behaviour, and so on. 

Drawing an inference from the contents of our corpora to a broader

heoretical construct requires us to make clear links from countable text

eatures (e.g., number of distinct word types or mean words per noun

hrase) to the theoretical constructs that are our primary object of in-

erest (e.g., writers’ vocabulary repertoire or developing syntactic pro-

ciency). This can be highly problematic. One set of issues, discussed

t length elsewhere ( Bulté and Housen, 2012 , 2014 ; Norris and Or-

ega, 2009 ), concerns the ways in which linguistic constructs (such as

uency or complexity ) should be operationalised in terms of countable

bjective features such as type-token ratios or frequencies of subordina-

ion. 

Beyond this, however, is a broader set of issues concerning how dif-

erences in linguistic constructs should themselves be understood. If,

or example, the syntactic complexity or lexical diversity of a child’s

riting is higher in a text written at the end of a programme of study

han in one written at the beginning, should we thereby infer that

ome property of that child’s mental linguistic system has changed?

he chief difficulty in drawing such conclusions stems from the fact

hat written texts are the products of complex processes that incorpo-

ate many different types of influence. As various models of writing

 Grabe and Kaplan, 1996 ; Hayes, 2012 ; McNamara, 1996 ; Weigle, 2002 )

nd of language production more broadly ( Bachman and Palmer, 1996 ;

anale and Swain, 1980 ) highlight, the language that ends up in any

iven text is influenced by a wide range of variables, including the

opic, the genre, the intended audience, the available resources (e.g.,

ime, reference works, computers, peer or teacher support), various as-

ects of the writer’s language proficiency, topic knowledge, motivation

nd attitude towards the task, and so on. Part of the strength of cor-

us research is that, unlike less naturalistic methods, it can capture the

utcomes of these complex processes as they play out in real commu-

icative situations. While this promotes the ecological validity of our

ork, however, it means that claims about individual constructs - such

s lexical or syntactic proficiency – can be problematic. The linguistic

eatures that appear in a text are not pure reflections of their writers’

anguage proficiencies, but rather the outcomes of countless interacting

ariables. 

Considerations of this sort are commonplace in the language

esting literature (e.g., Bachman and Palmer 1996 . Fulcher 2017 ,

cNamara 1996 , Weigle 2002 , Weir 2005 ). A typical response in that

ontext is to attempt to control writing tasks such that the influence of

ariables we are not attempting to measure is neutralized (e.g., by ensur-

ng all texts are written on the same topic and under the same contextual
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Fig. 4. Balanced argument texts from the Growth in 

Grammar corpus. 

c  

h  

2  

W  

m  

t  

e  

t  

e  

m  

t  

h  

i  

d  

m  

c

 

w  

s  

s  

t  

s  

f  

t  

m

 

b  

t  

Table 1 

Topics for the balanced argument task. 

Topic Occurrences 

Should Spongebob live under the sea? 8 

Should gingerbread man be eaten? 5 

Should school be open five days a week? 4 

Should Rapunzel stay in the tower? 3 

Should Toys R Us close? 3 

Should Jack steal the golden goose? 2 

Should children walk to school? 1 

Should Elsa have powers? 1 

Should Sleeping Beauty stay asleep? 1 

Should Spongebob go to work? 1 

Should Tiana kiss the frog? 1 

Should we do homework? 1 

Should we eat cookies? 1 

Should we eat healthy food? 1 

Should we go to bed at 7.30? 1 

c  

a  

a  

o  

s  

w  

b  

m  

d

onditions), and much corpus research into child writing development

as followed that example (e.g., Beers and Nagy 2011 , Berman and Nir

010 , Deane and Quinlan 2010 , Nippold et al., 2005 ; Olinghouse and

ilson 2013 ). The disadvantage of this approach, however, is that it

eans giving up on some of the key strengths of corpus research. Elicited

exts are, by definition, not authentic (though they may be designed to

mulate features of authentic texts). Both the types of texts that are writ-

en and the conditions under which they are produced (in terms of, for

xample, available resources, writer motivation, links to class content)

ay differ from that of children’s usual educational world. By eliciting

exts, we therefore lose much of the ecological validity that we were

oping to capture. On a more pragmatic note, because eliciting texts

nvolves asking children to do something they would not otherwise be

oing, so placing an additional burden on their usual schoolwork, it

ay not be possible to get texts in the large numbers that are typical of

orpus research. 

One example of the sorts of issues that arise for researchers who stick

ith the more ecologically valid corpus as found texts approach, can be

een in Fig. 4 . These texts were written by Year 2 children from a single

chool. They are representative examples from a group of 34 similar

exts, written by 21 different children. In each text, the child follows the

ame formulaic scheme to offer a motion for debate, present arguments

or and against that motion, and draw a conclusion. The texts cover a

otal of 15 different topics, though (as Table 1 shows) some recur much

ore frequently than others. 

This is a clear example of the linguistic content of children’s texts

eing heavily influenced by the resources that have been made available

o them, this time in the form of teacher input and class materials. These
6 
hildren have obviously been given a skeleton argument structure, built

round some useful formulaic expressions and cohesion markers, and

sked to fill out the structure with appropriate content. The repetition

f ideas between some texts (compare A and B in Fig. 4 ) suggests that

ome of the content is based on notes from a class discussion, whereas

e can guess that topics that appear only once (e.g. D in Fig. 4 ) may be

ased on the writers’ own ideas. The fact that individual children wrote

ultiple texts of this sort suggests that the structure was revisited on

ifferent occasions to explore different topics. 
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Fig. 5. Adverbial clauses of reason in chil- 

dren’s non-literary writing. 

 

t  

I

 

 

 

 

t  

o  

l  

2  

t  

t  

w  

Y  

r

 

d  

b  

R  

i  

s  

c

 

s  

e  

i  

b  

f  

l  

s  

t  

o

 

C  

o  

e  

s  

T  

l  

t

 

i  

o  

a  

t  

r  

e  

e  

l  

l

 

c  

c  

s  

s

 

 

s  

t  

U  

g  

t  

s  

g  

f  

v  

S  

i  

d  

d  

g  

fi  

c  

d

 

o  

d  

t

The structures that are repeated across these texts are likely to lead

o certain feature counts being strikingly high in this part of the corpus.

n particular, there will be high frequencies for: 

• Adverbial clauses: e.g., the many clauses starting whether or because .

• Complement clauses in object position: e.g., the many clauses fol-

lowing believe or think . 

• The cohesion markers firstly, secondly, thirdly , and on the other hand.

• The auxiliary verb should . 

The high levels of repetition between texts, and the shortness of each

ext, would result in counts for such features being high in terms of

ccurrences per word or occurrences per clause, and, except in a very

arge corpus, these would be likely to influence overall counts for Year

 texts in general. The set of text-organising adverbials firstly, secondly,

hirdly, for example occur in total 14.5 times per 10,000 words across

he 278 Year 2 non-literary English texts in this corpus. This compares

ith only 1.4 occurrences per 10,000 words in the 368 corresponding

ear 11 texts. Inspection of the cases identified in the Year 2 corpus

eveals that all cases come from the task illustrated in Fig. 4 . 

So how should such differences be interpreted? Clearly, we cannot

raw a straight line from these data to conclusions about differences

etween Year 2 and Year 11 students’ proficiency with linking devices.

ather, these frequency data highlight an interesting feature of the class

n which a particular group of students are writing. That is, it is telling us

omething about the pedagogical context of a particular Year 2 English

lass. 

One response to a case like this could be simply to conclude that the

ubcorpus of 278 Year 2 texts needs to be expanded such that the influ-

nce of individual contexts is washed out. If the corpus were increased

n size by a factor of ten, the cited frequency of text-organising adver-

ials would fall in line with that seen in Year 11 writing, assuming no

urther classes of a similar sort happened to be included. In general, this

ine of reasoning might run, we need to make sure that our corpora are

ufficiently large that any quirks introduced by individual classrooms,

eachers, topics, or any other influences that we do not want to focus

n, are randomly distributed and therefore averaged out. 

This approach runs into immediate practical difficulties, however.

ollecting corpora of school writing requires the extensive goodwill

f schools, busy teachers, their students, and those students’ par-

nts/guardians. It also requires painstaking transcription and anonymi-

ation of mostly handwritten texts that are not always easy to decipher.

hese considerations mean that of creating a corpus of child writing

arge enough to iron out ‘unwanted’ influences may require resources

hat are beyond the reach of most projects. 
7 
More fundamentally, it could be argued that local patterns of the sort

llustrated in Fig. 4 can provide important insights into writing devel-

pment and that we should value the insights they provide, rather than

ttempting to wash them out. Writing development is, after all, a con-

extualized process and understanding the impact of individual class-

ooms, individual teachers, individual children’s stylistic preferences,

tc. should be an important part of what we study. In this regard, mixed-

ffects models ( Gries, 2015 ; Winter, 2019 ) have much to offer corpus

inguists in terms of identifying where such random variables impact on

anguage use. 

A second example of the variety of variables that influence school

orpus data can be found in the use of adverbial clauses in the same

orpus, as reported in Durrant et al. (2020) . Amongst other things, that

tudy investigated a striking pattern in the use of clauses indicating rea-

ons. That is, clauses like: 

• I believe that festival should not be banned because it bring excite-

ment and enjoyment to people from all areas. 

• It checks to see if there is a similar pattern in your work . 

As Fig. 5 illustrates, our initial quantitative analysis suggested a

harp increase in the use of such clauses from Years 9 to 11. This raised

he question of what such a substantial increase should be ascribed to.

nlike the previous example, it was not the product of an individual

roup of students. Reason clauses were found in writing from six of

he nine schools that contributed Year 11 texts, with writing from four

chools evidencing 21 or more examples each. Greater insight can be

ained if we alter the way that texts are categorized. Specifically (and

ocusing now just on the gap between Year 9 and 11), if texts are di-

ided between those written for English classes and those written for

cience classes (as in Fig. 6 ), we see the frequency of reason clauses

n Year 11 English classes remains in line with that of writing in both

isciplines at Year 9 while their frequency in Year 11 Science increases

ramatically. Whereas frequencies in previous year groups and in En-

lish writing at Year 11 hovers at around one reason adverbial for every

ve main clauses, in Year 11 Science, this ratio rises to one in two. We

an therefore conclude that the increase in reason clauses at Year 11 is

ue to something particular to their Science writing. 

So, what is driving this increase? The key appears to lie in the types

f question that are set. Year 9 Science writing tasks are predominantly

escriptive. Students are usually asked either to report on an experiment

hey have done to answer a particular question, e.g. 

• Which metal is the softest? 

• How does the temperature affect the number of times a ball bounces? 
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Fig. 6. Adverbial clauses of reason across years and disci- 

plines. 
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Fig. 7. Analytical activities. 
r to describe a given phenomenon, e.g. 

• Describe how radio waves and gamma rays differ in their properties and

uses. 

• Describe the harmful effects of infrared and ultraviolet waves, relating

them to the frequencies of the waves. 

Year 11 tasks, in contrast, almost invariably combine such descrip-

ions with an explicit request for students to provide a reason for some-

hing, e.g.: 

• After his operation Tim will regularly need to take a drug like aspirin or

warfarin. His doctor shows him this graph. Warfarin reduces the rate at

which fibrin is made. Aspirin stops platelets gathering together in blood

vessels. Explain why aspirin and warfarin have the effects shown in the

graph and how the graph convinces Tim that he should take one of the

drugs. 

• Look at the graphs. They show how the biomass of phytoplankton and

zooplankton changes over a year in two places, the Arctic and the North

Atlantic oceans. Describe the similarities and differences between Graph

A and Graph B and suggest reasons for these differences. 

It appears to be this shift in task type that is primarily responsible

or the increase in reason adverbial clauses at this age group. Science

eacher trainers inform me that this shift is driven by the need to pre-

are students for the tasks they are set in the national GCSE exams that

hildren sit at the end of Year 11. As with the example of cohesion

arkers above therefore, a striking quantitative difference in the use of

 particular linguistic features tells us primarily about something that is

appening in the pedagogical context. 

The general lesson of examples such as these is that researchers who

ork with authentic (rather than controlled/elicited) corpora of child

riting need to maintain a broad view of the inferences to be drawn

rom their data. I argued in Section 2.3 that it may not be possible to de-

ermine in advance the most adequate linguistic and textual categories

or analysis, and that a process of constructive cyclicality may be needed

o work towards such categories. In much the same way, it may not be

ossible to determine in advance what inferences should be drawn from

ur quantitative analyses. The case of adverbial reason clauses illus-

rates how an initial quantitative analysis can draw our attention to a

triking phenomenon that requires more detailed post-hoc analyses and

ngagement with individual (groups of) texts and their conditions of

roduction before conclusions can be drawn. 

. Looking ahead 

Corpus methods have much to offer our understanding of children’s

riting. However, for this research to reach its full potential, it is im-
8 
ortant to reflect on their limitations. I have tried in this paper to draw

ut two sets of issues: categorization and valid interpretation of data. In

oth cases, I have argued for an analytical approach that involves sus-

ained engagement with corpora, an engagement that continually inter-

ogates the nature of our analytical categories and the meanings of our

merging findings. We need to ask how our results might have looked

f we had categorised linguistic features or texts in a different way, or

t a different level of resolution. We also need to ask what features of

he writing context might best explain any quantitative patterns. This

ill often require us to form new hypotheses, to re-analyse data in ways

hat we had not expected, and to look in detail at the contents and con-

exts of individual texts and groups of texts. We may also find that we

nd up drawing conclusions about aspects of writing that we had not

nticipated studying. 

Fig. 7 attempts to summarize what this approach involves. Four an-

lytical activities are key. Because these do not occur in a fixed order,

nd each can both build on and be informed by each of the others, I
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Table 2 

Example register scores. 

Lemma POS Register score 

Academic Fiction Magazine News 

the determiner .28 .24 .24 .24 

analysis noun .83 .02 .08 .07 

happy adjective .07 .41 .28 .24 
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ave represented them as overlapping fields, rather than a directional

rocess. 

The activities can be glossed as follows: 

• Interrogating abstractions is the process of reflecting on the linguistic

and textual categories used in an analysis. It involves asking ques-

tions like how might my categories be more finely specified to reveal

hidden patterns ? And how might my categories be combined to reveal a

bigger picture? 

• Interpreting patterns is the process of reflecting on what patterns in

our data mean. It involves asking questions like what aspects of the

writing situation might have influenced these findings? And how might

these patterns usefully inform pedagogy? 

• Examining cases is the process of studying examples of language use

to inform the interpretation of patterns. 

• (Re)framing questions is the process of determining what we want to

learn from the data. I have called the activity (re)framing , rather than

simply framing to emphasize that new questions are likely to emerge

as the analysis proceeds. 

To understand how these work in practice, and how they can mu-

ually inform each other, I will finish by describing a brief case study

hat extends an analysis originally reported in Durrant & Durrant (2022) .

hat study considered how the register of children’s vocabulary changes

s they progress through their schooling in England using a measure

hich assigns words a register profile comprising four scores, as illus-

rated in Table 2 . The scores represent how strongly a word is associated

ith each of four registers – academic, fiction, magazine, and news –

nd is calculated based on that word’s frequency across registers in a

eference corpus (in this case, the Corpus of Contemporary American –

OCA – Davies, 2008 ). The four scores always sum to 1.0, so a score

f.25 indicates no bias towards a register. Thus, the is relatively neu-

ral, whereas analysis and happy show strong biases towards academic

riting and fiction, respectively. 
9 
To trace register variation across year groups, each word in each

earner text is assigned a register profile. Mean scores are then calculated

or each register for each text. Thus, each text had a set of four register

cores showing, on average, the extent to which its vocabulary is biased

owards each register. Our previous research had shown how children’s

eveloping writing is characterized by an increase in academic vocabu-

ary and a decrease in fiction-like vocabulary, especially when they are

riting in non-literary genres (such as essays, historical recounts, and

cientific reports) ( Durrant & Brenchley, 2019 ). In Durrant & Durrant

2022) , we expanded this analysis to include the magazine and news

egisters. This was intended to give a broader picture of how children’s

ocabulary use orients towards other key written registers to which they

re likely to be exposed. In this analysis, the magazine register showed

he intriguing pattern illustrated in Fig. 8 . 

Interpreting this pattern , we might say that both literary and non-

iterary writing tended to avoid magazine-like vocabulary overall, since

ll scores are below .25. We might also say that writing tends to be-

ome less magazine-like as children mature, though this trend is not lin-

ar. In general, therefore, magazine vocabulary looks like a dispreferred

eature, which children use less as they mature. Given this conclusion,

owever, two features of Fig. 8 are puzzling and might push us to frame

ome further questions . Specifically, we might ask why sores increase

n non-literary writing at Year 6 and why they are higher in non-literary

han in literary writing at both Years 6 and 9. 

To address these questions, we can examine cases by looking at the

ords which underlie the high scores in Year 6 non-literary writing.

ords contribute to an overall text score as a function of two things:

he strength of their bias towards the magazine register, and their fre-

uency in the text. The words which contribute most to the score will

e those which are both strongly magazine-like and highly frequent. To

uantify this, a magazine weight was calculated for each word by multi-

lying its magazine register score by its frequency of use within a year

roup and genre. For each year group, the top 25 items accounted for a

arge majority of the total magazine weight for the subcorpus (Year 2:

2%; Year 6: 90%; Year 9: 85%). Examining these words can therefore

ive a strong idea of the reasons for the overall patterns. 

Fig. 9 shows the top 25 words by weight in the Year 6 non-literary

ubcorpus. Two things stand out immediately: all of these words appear

o be more closely associated with Science than with other subject areas,

nd a majority are nouns. These considerations might lead us to interro-

ate our abstractions in two ways . First, the initial analysis conflates

exts from three subject areas: English, Humanities, and Science. The

ords in Fig. 9 suggest that we might benefit from unpacking these.
Fig. 8. Magazine vocabulary across year 

groups and genres in children’s writing. 
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Fig. 9. Strongest magazine-like words in Year 

6 non-literary writing. 

Fig. 10. Magazine vocabulary in different parts of speech. 
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econd, the analysis does not distinguish between words with different

arts of speech. Further insights might therefore be gained if these are

eparated. 

Fig. 10 repeats the quantitative analysis from Fig. 8 but with writ-

ng in different subject areas and words with different parts of speech

istinguished. These confirm the trends we suspected from our inspec-

ion of Fig. 9 . That is, use of magazine-like vocabulary is a feature of

cience writing, rather than of non-literary writing in general, and this
10 
ias is strongest for nouns. While Science writing does show a tendency

owards magazine words across all parts of speech, the difference from

ther areas is by far the greatest in nouns, and this part of speech alone

as mean scores above the ‘neutral’ score of .25. It also appears to be

ouns which drive the decrease in scores from Years 6 to 11. Unpack-

ng the data in this way also highlights the fact that there is no Year 2

cience writing in the corpus. This is likely to explain the increase in

cores seen from Years 2 to 6 in Fig. 8 . 
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Table 3 

Most heavily weighted magazine words in science writing. 

Field of use Year 6 Year 9 Year 11 

Food & nutrition yeast; sugar; microbe; flour; 

mixture; tablespoon; yogurt 

acid; microwave; diet; fruit; 

nutrient; vitamin 

enzyme; acid; cheese; carrot; rennet; 

casein; carbonate; calcium; texture; 

protein; layer; whey; nutrient; sugar 

Experiments yeast; sugar; bulb; cup; amp; 

mixture; brightness; tablespoon; 

croc; battery; teaspoon 

colour; acid; magnesium; 

aluminium; heat; squash; zinc; 

bulb; calcium; battery; powder 

enzyme; carrot; rennet; colour; heat; 

texture; protein; thermostat; whey; salt 

Animals, their properties, 

behaviours and environment 

meteor; layer; meteorite; tortoise; 

penguin; color; heat 

colour 

Disease and illness bacteria; microbe; chickenpox cancer; acid; microwave; heat; 

retina; clot; fruit; nutrient; vitamin 

acid; clot; heartburn 

Plants epiphyte colour; stem; pea; seedling; tomato 

Electrical/electronic bulb; amp; brightness; croc; battery bulb; battery nutrient 
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Armed with this new analysis, we can reframe our questions , asking

hy magazine-like nouns are so prominent in Science writing, and why

his prominence decreases across year groups. 

To address the first question, we can again examine cases by look-

ng at nouns with the highest magazine weights in Science writing. Each

ord was examined in context within the learner corpus and classified

ccording to its overall field of use. As Table 3 summarizes, these words

ere organised into six main categories. In order of frequency, these

ere: food and nutrition; experiments; animals (including their envi-

onment); disease and illness; plants; and electrical/electronic. These

ppear to be key topics in school science writing. Importantly, they over-

ap strongly with the topics which are prominent in the magazine section

f the COCA corpus. A separate analysis ( Durrant & Durrant, 2022 ) of

he fine-grained classifications of COCA texts in which magazine-like

ords that are prominent in child writing occurred showed that the

ajority were found in Health and Home magazines, and were used in

he context of food (e.g., flour, fruit, heat ), health and nutrition (e.g.,

nti-bacterial; cancer; diet ), and gardening (e.g., bulb; epiphyte; stem ). It

eems that the high magazine scores seen in children’s Science writing

rimarily reflects this overlap in topics. 

Our second question was why the prominence of magazine-like

ords decreased across year groups. This cannot be accounted for in

erms of topics: while some (e.g., animals ) decrease across the year

roups, others (e.g., food and nutrition ) increase. We can, however, get

resh insight by again interrogating our (linguistic) abstractions . Our

nitial analysis has been based on word tokens . We could move to a

igher level of abstraction by combining repeated uses of each word
Fig. 11. Mean magazine score for each

11 
o focus on word types . Fig. 11 shows density plots which compare the

agazine weights of Science texts based on tokens (left-hand box) and

ypes (right-hand box). These demonstrate how, while the younger chil-

ren’s texts frequently score very highly on the magazine measure when

e look at word tokens, the three groups are almost exactly equal when

e look at word types. Interpreting these patterns , we can say that the

epertoire of words used by the younger children is no more magazine-

ike than that used by older children. Their higher scores must, rather,

e due to extensive repetition of high-scoring words. 

We can get an understanding of this tendency by again examining

ases . Fig. 12 illustrates how four words with high magazine scores

 yeast, sugar, microbe , and bacteria ) are used and re-used in Year 6

cience texts. This highlights how writers at this level maintain co-

esion through frequent repetition of nouns that are central to their

opic. Since, as we have seen, these topic-related nouns are the princi-

al drivers of the bias towards magazine words in Science writing, this

esults in higher overall scores for texts in this year group. 

This analysis started with a graph ( Fig. 8 ) that purported to tell us

bout the register appropriateness of children’s vocabulary. It appeared

o show that magazine-like words were generally not used in children’s

riting and that their use decreased across year groups. This could be

aken to suggest that learning to write with a less magazine-like vocabu-

ary is an aspect of mature school writing. However, closer inspection of

he data, involving examination of cases, reframing of questions, inter-

retation of patterns, and interrogation of textual and linguistic abstrac-

ions, has ultimately led us to rather different conclusions: that school

cience writing has a strong topical overlap with Health and Home style
 Science text, across year groups. 
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Fig. 12. Repetition of magazine words in Year 

6 Science writing. 
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agazines (especially their interests in food, health, and gardening), and

hat some younger children maintain text cohesion by frequent repeti-

ion of topic-related nouns. Although this was not the type of conclusion

e were initially looking for, it appears to be more faithful to our data

han the original interpretation, and has taught us something new about

he changing nature of children’s school writing. 

From one perspective, this process has been rather inconvenient. In-

tead of specifying in advance that we want to learn something about

inguistic development, then devising and carrying out an analysis that

ill lead to clear and confident conclusions about that construct, we are

orced to acknowledg that our planned analyses might not turn out to

ive us all the information we need and that we cannot even be sure in

dvance what constructs we will learn most about. 

It is also possible to put a more positive spin on things, however. Pro-

onged engagement with corpus data from multiple perspectives, where

nalysis can develop organically and in ways not initially envisaged by

he researcher as they work towards a coherent and satisfying interpreta-

ion, can be seen as a less positivistic way of working with a corpus, and

ne that is likely to yield more valid interpretations of data. It also high-

ights the ways that authentic (as opposed to elicited) learner corpora

an provide insights into a rich range of educationally important ele-

ents of school writing: genres, disciplines, topics, classroom practices,

nd so on. This may provide a picture that is both more educationally

seful and more faithful to reality. Learning to write is a highly con-

extualized process in which children engage with language to express

hemselves in relation to specific topics, within specific genres and disci-

lines, in specific, dynamic, classroom settings. Attempting to describe

uch development in terms of a few pre-determined categories is likely

oth to be educationally unenlightening and to provide a distorted pic-

ure of development. In this context, I would argue that there is much to

e gained from embracing an exploratory and holistic approach to the

nalysis of school corpora. 
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