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ABSTRACT
Boolean Delay Equations (BDEs) can simulate surprisingly complex behaviour, despite their rela-

tive simplicity. In addition to steady state dynamics, BDEs can also generate periodic and quasiperi-
odic oscillations, m:n frequency locking and even chaos. Furthermore, the enumerability of Boolean
update functions and their compact parametrisation means that BDEs can be leveraged to generate
low-level descriptions of biological networks, from which more detailed formulations (e.g. differential
equation models) can be constructed. However, although several studies have demonstrated the util-
ity of BDE modelling in computational biology, a current barrier to the wider adoption of the BDE
approach is the absence of freely-available simulation software.

In this work, we present BDEtools – an open-source MATLAB package for numerically solving
BDE models. After giving a brief introduction to BDE modelling, we describe the package’s solver
algorithms, together with several utility functions that can be used to provide solver inputs and
to process solver outputs. We also demonstrate the functionality of BDEtools by illustrating its
application to an established model of a gene regulatory network that controls circadian rhythms.

BDEtools makes it straightforward for researchers to quickly build reliable BDE models of bio-
logical networks. We hope that its ease of use and free availability will encourage more researchers
to explore BDE formulations of their systems of interest. Through the continued use of BDEs by
the computational biology community, we will no doubt discover their potential applicability to a
broader class of biological networks.

1. INTRODUCTION

Many real world phenomena can be modelled by switch-like behaviour, with variables that are either on
or off – even those that are typically modelled using continuous variables. For example, the activities
of many genes are considered to essentially be either above a critical threshold for action or below
this threshold. Indeed, although gene regulatory networks (GRNs) are usually modelled using ordinary
differential equations (ODEs) or delay differential equations (DDEs), the continuous model outputs can
exhibit switch-like behaviour (Wynn et al., 2012; Montefusco et al., 2016; Steinacher et al., 2016).

Boolean delay equations (BDEs) offer an alternative modelling framework in which model variables
are represented logically, being equal either to 1 (ON – suprathreshold) or 0 (OFF – subthreshold).
Although discrete in state space, they are continuous in time. This can be contrasted with modelling
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approaches that are continuous in state and time (e.g. ODEs, DDEs), continuous in state but discrete in
time (e.g. difference equations) and discrete in both state and time (e.g. cellular automata) (Ghil et al.,
2008).

In BDEs, physical processes are described by the delay it takes for a change in one variable to impact
another. In other words, BDE parameters describe the timescales associated with physical processes,
rather than – for example – the kinetic constants used in ODE models. This results in simpler descriptions
of biological systems with fewer parameters, facilitating the model calibration process. The representation
of state variables as logical values means that complicated equations describing variable interactions, in
an ODE for instance, are reduced to simpler expressions that involve logical operators (Kauffman et al.,
2004; Nikolajewa et al., 2007; Akman et al., 2012; Doherty et al., 2017; Akman and Fieldsend, 2020; Berg
et al., 2021).

BDEs, therefore, hold significant promise as a simulation tool that can be incorporated into the math-
ematical modeller’s toolbox. Where the mechanisms underlying biological systems cannot be determined
from observation, yet the timescales of processes are apparent, BDEs are a natural choice. They can
also be used as an initial step in the modelling process, for example to determine a particular network
architecture, before a more detailed model is developed (Akman et al., 2012; Wynn et al., 2012; Tokuda
et al., 2019; Foo et al., 2020). However, we are not currently aware of any existing open-source software
designed specifically for solving or analysing BDEs, and as a result, we have developed the BDEtools
package for the MATLAB programming environment.

2. BACKGROUND

2.1. BDEs: an overview

The main concepts underlying the BDE formalism were first developed in detail by René Thomas in the
1970s to provide a compact description of GRN behaviour (Thomas, 1973, 1978). Several studies have
subsequently leveraged the BDE formalism to construct reduced GRN models (Thomas, 1991; Öktem
et al., 2003; Watterson et al., 2008; Yu et al., 2008; Sevim et al., 2010; Watterson and Ghazal, 2010; Akman
et al., 2012; Doherty et al., 2017; Akman and Fieldsend, 2020; Alyahya et al., 2021). BDE models have
also been used in other fields, including endocrinology (Berg et al., 2021), climatology (Ghil et al., 1987;
Wright et al., 1990; Saunders and Ghil, 2001), seismology (Zaliapin et al., 2003a,b), economics (Coluzzi
et al., 2011) and electrical circuitry (Zhang et al., 2009). The papers by Dee & Ghil (Dee and Ghil, 1984)
and Ghil & Mulhaupt (Ghil and Mullhaupt, 1985) are good references for some fundamental results on
the mathematical properties of BDE systems.

In BDEs, the states of system variables xi are represented by logical values that are either ON (xi = 1)
or OFF (xi = 0) at each time value, t. A system of BDEs with n variables is written as

xi(t) = fi(x1(t− τi1), x2(t− τi2), . . . , xn(t− τin)), (1)

for 1 ≤ i ≤ n, where xi(t) ∈ {0, 1} denotes the state of the ith variable at time t and τij is the signalling
delay that prescribes the time it takes for xj to affect xi. We refer to the functions fi : {0, 1}n → {0, 1} as
logic gates. These functions specify how the interactions between {x1, . . . , xn} determine the state of xi.
Given sufficient knowledge of the system being modelled, the fis may be fixed. However, an advantage
of BDE modelling is that these functions can be easily parametrised (Akman et al., 2012). Hence, in
its most general form, the BDE system (1) is parametrised by both the set of delays τ = (τ11, . . . , τnn)
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and the collection of logic gates {f1, . . . , fn}. To obtain a solution {x(t) = (x1(t), . . . , xn(t)) : t ≥ t0}
of (1) for a given combination of logic gates and delays, it also necessary to specify an initial history,
xh = {x(t) : t0 − th ≤ t ≤ t0}, where th ≥ max(τ ).

Following Dee & Ghil (Dee and Ghil, 1984), we find it convenient to define the memorisation variables,
xMij (t), where

xMij (t) = xi(t− τij), i = 1, . . . , n, j = 1, . . . , n, (2)

that is, the values of the memorisation variables {xMij (t)} for xi at time t are the values of the variable xi
at times t− τij , for j = 1, ..., n. It is therefore equivalent to say that the current state is calculated using
the states of the variables at previous times, or using the current state of the memorisation variables,
and it is the latter calculation that is utilised by the BDEtools solvers.

2.2. A BDE model with an analytical solution

Fig. 1(a) shows a circuit diagram for a two-component negative feedback loop, in which the gene B
activates the gene A with a delay of one time unit and the gene A inhibits the gene B with a delay of
one time unit. The BDEs that model this simple circuit are

A(t) = B(t− 1), B(t) = ¬A(t− 1), (3)

where ¬ denotes logical negation (NOT). By direct substitution, we obtain

A(t) = ¬A(t− 2), B(t) = ¬B(t− 2) and A(t) = A(t− 4), B(t) = B(t− 4).

Assuming the history

A(t) = 0, if − 1 < t ≤ 0,

B(t) = 1, if − 1 < t ≤ 0,
(4)

it follows that the solution to eqns. (3) for t > 0 is

A(t) =

{
1, if 1 < mod(t, 2) ≤ 3,

0, otherwise,

B(t) =

{
0, if 2 < mod(t, 2) ≤ 4,

1, otherwise.

(5)

BDE systems with analytical solutions – such as the example given above – can be leveraged to assess
the performance of numerical solvers, as we will see in section 3.3.

3. OVERVIEW OF THE BDETOOLS PACKAGE

3.1. The main BDE solver routine: bdesolve

The key BDEtools algorithm is a solver, bdesolve, that given a function describing the model equations,
a set of delays, a history and a timespan will return the switch points and associated variable values over
the specified range. Specifically, for an initial history

xh(t) =
(
xh1 (t), . . . , x

h
n(t)

)
: t0 − th ≤ t ≤ t0
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FIG. 1: (a) Schematic of the simple negative feedback model (3), where an arrow represents activation
and a blunted arrow represents inhibition. (b) Numerical solution nsol to (3) over 0 < t ≤ 5.5, computed
from the initial history {A(t) = 0, B(t) = 1; −1 < t ≤ 0} using the routine bdesolve. The values of A
and B after each switch in nsol.x are given by each column in nsol.y. (c) The corresponding analytical
solution asol.

and a projection end time tE , bdesolve generates a set of Boolean timeseries {x̂(t) = (x̂1(t), . . . , x̂n(t)) :

t0 ≤ t ≤ tE} that satisfy

x̂i(t) =

{
xhi (t), if t0 − th ≤ t ≤ t0,
fi(x̂1(t− τi1), x̂2(t− τi2), . . . , x̂n(t− τin)), if t0 ≤ t ≤ tE ,

(6)

for 1 ≤ i ≤ n. The following arguments are required for bdesolve:

bdefun A handle to a function specifying the forms of the fis (logic gates) in (1).
lags The delay parameters. These can be inputted as a vector or as a matrix.
history An initial history for the solution, inputted as a structure or as a column vector. In the

latter case, each variable is taken to have a constant value over the interval (−∞, t0).
tspan The timespan over which to solve the BDEs. This can also be a single value tEnd, which is

taken as the end time, if the history is given as a structure. In such cases, the initial value
for the timespan is assumed to be the last time point in the history.

The following arguments are optional:

forcing A structure, with the same form as a solution, that spans the full length of the
prediction (i.e. forcing.x must span the same range as history.x and tspan

combined).
options A structure which can specify the maximum number of switches and/or the maxi-

mum number of function evaluations permitted during the generation of a solution.

A solution generated by bdesolve is given in the form of a structure that contains two fields, x and
y. The field x is a real-valued vector of switch points: these are the time points at which at least one
variable changes value. The field y is a logical matrix in which each row represents a variable and each
column gives the values of the variables after each switch point in x. The output of bdesolve is defined
over the interval given by the timespan argument. Therefore, a time point is included for the final point
in the timespan, regardless of whether or not a switch occurs there. Fig. 1(b) plots the solution to the
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simple negative feedback model (3) computed using bdesolve for the history specified in (4), using the
following MATLAB commands:

1 tau1 = 1;

2 tau2 = 1;

3 % Define the delays

4 lags = [tau1, tau2];

5 % Constant history for all time t<0

6 history = [false; true];

7 % Generate solution for 5.5 units of time

8 tspan = [0 5.5];

9 % The model equations, where Z contains the values of the

10 % memorisation variables.

11 fun = @(Z) [~Z(2,2); Z(1,1)];

12 nsol = bdesolve(fun, lags, history, tspan);

13 % Make the solution plot−ready
14 nsolPR = bdePR(nsol, 1.1);

15 plot(nsolPR.x, nsolPR.y, 'LineWidth', 2);

16 xlim([0 5.5]);

17 ylim([0 2.3]);

18 yticks([0.5 1.6]);

19 yticklabels({'A', 'B'});

20 xlabel('Time, t');

Fig. 1(c) plots the time course of the corresponding analytical solution (5), which has been generated
in BDEtools using the MATLAB commands below:

1 % Specify the time points of switches

2 asol.x = [0 1 2 3 4 5 5.5];

3 % Specify the states after each switch in asol.x

4 asol.y = [[0;0], [1;0], [1;1], [0;1], [0;0], [1;0], [1;0]];

5 % Make the solution plot−ready
6 % (i.e. convert to straight line segments)

7 asolPR = bdePR(asol, 1.1);

8 plot(asolPR.x, asolPR.y, 'LineWidth', 2);

9 xlim([0 5.5]);

10 ylim([0 2.3]);

11 yticks([0.5 1.6]);

12 yticklabels({'A', 'B'});

13 xlabel('Time, t');

Comparing Fig. 1(b) with Fig. 1(c) shows that the numerical solution exactly matches the analytical
solution in this case. We note that in the code used to obtain the numerical solution, the model equations
are written in terms of a matrix Z which is calculated by bdesolve and contains the memorisation
variables:

Z =

(
A(t− τ1) A(t− τ2)
B(t− τ1) B(t− τ2)

)
.

The pseudocode for bdesolve is given in Algorithm 1, and implements the numerical solution method
developed by Dee & Ghil (Dee and Ghil, 1984). If a switch occurs at a particular point in time, it must be
because a memorisation variable switches at that point. Therefore, given any switch, we can determine
the candidates for switches at future times, although whether or not a switch occurs in the future depends
on the values of the memorisation variables at that time. The solver works by calculating the times of
candidate switch points in the future based on the times of already-calculated switches, or switches in
the history. Then, at each candidate point in the future, the values of the memorisation variables are
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evaluated and these serve as the input to the user-defined function that contains the model equations. The
current state of each of the variables is calculated and if a switch occurs, it is added to the solution and
candidates for switch points arising from it are computed. If not, it is discarded and the next candidate
switch point is assessed.

Algorithm 1: Pseudocode for bdesolve. This is the basic version of the solver, i.e. without
any optional arguments, such as the inclusion of forcing.

Require: bdefun // The model equations
Require: lags // The delay values
Require: history // Initial history preceding the prediction
Require: tspan // Timespan over which to calculate the solution
1: cand_switches← history.x + lags

// Calculate candidate switches from history
2: xNow = tspan(1)

// Define first time point
3: while xNow <= tspan(end) do
4: mem_times← xNow - lags

// Calculate times in past for each delay
5: mem_vars← sol.y(mem_times)

// Calculate memorisation variables at current timepoint
6: yNow← bdefun(mem_vars)

// Calculate values of variables at this point
7: if sol.y(end) != yNow then
8: sol.y = [sol.y, yNow]

// If a switch occurs, append it to the solution
9: sol.x = [sol.x, xNow]

10: cand_switches = [cand_switches, xNow + lags]
// Update the list of candidate switches

11: end if
12: xNow← min{a ∈ cand_switches | a ≥ xNow}

// Move on to the next candidate switch point
13: end while
14: if sol.x(end) != tspan(end) then
15: sol.y(end) = [sol.y, sol.y(end)]

// Include the final timepoint in the solution
16: sol.x(end) = [sol.x, tspan(end)]
17: end if
18: return sol

There are some details that are not mentioned in Algorithm 1 for simplicity, but which we feel are
worth discussing. Firstly, our implementation of line 4 is not as simple as directly subtracting each delay
from xNow, as any round-off error can affect the calculation of the memorisation variables. Since we are
trying to determine the exact time at which a switch occurs, the value of y that we calculate from this
can be very sensitive to such error and we may erroneously miss a switch point, resulting in an incorrectly
calculated solution. To avoid this, we also include a vector to record the indices of which variables are
the source of switches in cand_switches. This is then referenced when calculating the memorisation
variable values to ensure that the calculation is correct.

We now expand upon our implementation of lines 1 and 10 in Algorithm 1. These can be implemented
by bdesolve in one of two ways, depending on the form of the lags argument that is passed to it. If the
user chooses to pass lags as a vector, it is not specified which delay is associated with which variable
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and at each iteration the solver adds every delay to xNow in lines 1 and 10. Consequently, the solver
performs more iterations of the while loop than are strictly necessary. Although specifying lags as a
vector can lead to an inefficient computation, it is easy for the user to implement and it may make a
negligible difference to the total CPU time used from a practical point of view. If, however, the user
is concerned with computation time – for example if they expect a large number of switches or if they
are calculating a large set of model predictions – there is a second option available. In this case, the
user can provide lags as a matrix in which each non-zero element is a delay parameter, the number of
rows equals the number of variables and the number of columns equals the number of delays. The solver
utilises this extra information and only needs to add the delay values associated with any variables that
have switched at xNow.

3.2. BDEtools utility functions

The BDEtools package also contains a number of other useful functions. For example, given discretisation
thresholds {D1, . . . , Dn}, bdediscrete converts a set of real-valued timeseries X(t) = (X1(t), . . . , Xn(t))

into a set of Boolean timeseries x(t) = (x1(t), . . . , xn(t)), through the following transformation

xi(t) =

{
0, if mintXi(t) ≤ Xi(t) ≤ Di (maxtXi(t)−mintXi(t)) ,

1, otherwise,
(7)

for 1 ≤ i ≤ n.
The function bdedist calculates the Hamming distance between two Boolean time series x(t) =

(x1(t), . . . , xn(t)) and y(t) = (y1(t), . . . , yn(t)) defined over the same time interval t1 ≤ t ≤ t2:

H(x,y) =

n∑
i=1

∫ t2

t1

|xi(t)− yi(t)| dt. (8)

The Hamming distance can be used to assess the accuracy of a numerical solution to a BDE system,
as discussed in the next section, and also to quantify the goodness-of-fit of a BDE solution to a target
dataset.

A list of the key functions in BDEtools is given in Table 1. Help for each of these functions, containing
a description of arguments and output as well as some examples of use, can be obtained by typing help

function_name at the MATLAB command prompt.

3.3. The serial BDE solver: bdesolveserial

Included in BDEtools is another solver, bdesolveserial, in which each variable is computed indepen-
dently of the others from a precalculated timeseries, assumed to be a dataset that the model of interest is
attempting to reproduce. Accordingly, we refer to this calculation method as solving in series, in contrast
to the method implemented by bdesolve, which we refer to as solving in parallel. Writing the data as

xD(t) =
(
xD1 (t), . . . , xDn (t)

)
: t0 ≤ t ≤ tE ,

where tE ≥ t0+max(τ ), bdesolveserial generates a set of Boolean timeseries {x̂(t) = (x̂1(t), . . . , x̂n(t)) :

t0 ≤ t ≤ tE} that satisfy

x̂i(t) =

{
xDi (t), if t0 ≤ t ≤ t0 +max(τ ),
fi
(
xD1 (t− τi1), xD2 (t− τi2), . . . , xDn (t− τin)

)
, if t0 +max(τ ) ≤ t ≤ tE ,

(9)

7



TABLE 1: List of the primary BDEtools functions, with a brief description of each.

Function name Description

bdecut Cuts a solution at a given time point into two separate solutions.
bdediscrete Converts real-valued timeseries data to a set of switches.
bdedist Computes the Hamming distance between two Boolean timeseries.
bdejoin Splices together two BDE solutions that are defined over adjoining time inter-

vals.
bdemerge Merges two BDE solutions that are defined over the same time range.
bdeopts Defines some options for the parallel BDE solver.
bdePR Makes a solution plot-ready by converting it to a set of lines.
bdeplot Plots a BDE solution as offset timeseries.
bdesep Extracts variables from a BDE solution.
bdesolve The parallel BDE solver.
bdesolveserial The serial BDE solver.
bdeval Returns the values of a BDE solution at specified time points.
default_bdeopts The default options for the parallel BDE solver.

for 1 ≤ i ≤ n. The function bdesolveserial is called in much the same way as bdesolve, but the
precalculated timeseries – rather than a history – is passed to the function as an argument. The timeseries
should be compatible with the model equations, i.e. it should have the same number of variables and be
defined over the same range as the required solution. The pseudocode for bdesolveserial is given in
Algorithm 2. The major differences from the bdesolve pseudocode are in line 1, reflecting the fact that
the initial set of candidate switches is calculated from the inputted data rather than a history, and line
5, reflecting the fact that the memorisation variables are now computed directly from the data (cf. eqns.
(6) and (9)).

Solving a system of BDEs in series can be useful, for a number of reasons. Firstly, consider an exact
prediction obtained using the parallel solver with the data as an initial history, i.e. a timeseries x̂(t)

generated using bdesolve from the history

xh(t) =
(
xD1 (t), . . . , xDn (t)

)
: t0 ≤ t ≤ t0 +max(τ ),

such that {x̂(t) = xD(t) : t0 ≤ t ≤ tE}. Then clearly, this prediction will also satisfy the serial solver
equations (9). However, the converse is not true: an exact prediction x̂(t) generated using the serial
solver from the data xD(t) will not necessarily solve the parallel equations (6). Accurate predictions
obtained using the serial solver thus generate timeseries that are consistent with the data for the given
model and some of these will also be true solutions of the BDE, i.e. can be generated using the parallel
solver. Serial updating can thus be considered as a computationally cheap means of generating putative
solutions that match the data (Akman et al., 2012; Akman and Fieldsend, 2020).

In addition, the serial solver can be used to quantify the extent to which a Boolean timeseries x̂(t)

generated using bdesolve satisfies the BDE system (1), by using x̂(t) as the input to bdesolveserial

in order to check the consistency of the timeseries with the equations. Writing the resulting output of
bdesolveserial as x̂S(t), the Hamming distance H(x̂, x̂S) can then be taken as a measurement of the
accuracy of the solution generated by the parallel solver, with an H value of zero indicting an exact
solution. As an example of this, the following MATLAB commands compute H(x̂, x̂S) for the solution
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Algorithm 2: Pseudocode for bdesolveserial. This is the basic version of the solver, i.e.
without any optional arguments, such as the inclusion of forcing.

Require: bdefun // The model equations
Require: lags // The delay values
Require: data // The data from which the prediction is generated
Require: tspan // Timespan over which to calculate the solution
1: cand_switches← data.x + lags

// Calculate candidate switches from data
2: xNow = tspan(1)

// Define first time point
3: while xNow <= tspan(end) do
4: mem_times← xNow - lags

// Calculate times in past for each delay
5: mem_vars← data.y(mem_times)

// Calculate memorisation variables at current timepoint
6: yNow← bdefun(mem_vars)

// Calculate values of variables at this point
7: if sol.y(end) != yNow then
8: sol.y = [sol.y, yNow]

// If a switch occurs, append it to the solution
9: sol.x = [sol.x, xNow]

10: cand_switches = [cand_switches, xNow + lags]
// Update the list of candidate switches

11: end if
12: xNow← min{a ∈ cand_switches | a ≥ xNow}

// Move on to the next candidate switch point
13: end while
14: if sol.x(end) != tspan(end) then
15: sol.y(end) = [sol.y, sol.y(end)]

// Include the final timepoint in the solution
16: sol.x(end) = [sol.x, tspan(end)]
17: end if
18: return sol

to the simple negative feedback model (3) generated with the history defined in (4), which was used to
illustrate the application of bdesolve in Fig. 1:

1 tau1 = 1;

2 tau2 = 1;

3 % Define the delays

4 lags = [tau1, tau2];

5 % Constant history for all time t<0

6 history = [false; true];

7 % Generate solution for 5.5 units of time

8 tspan = [0 5.5];

9 % The model equations, where Z contains the values of the

10 % memorisation variables.

11 fun = @(Z) [~Z(2,2); Z(1,1)];

12 % Solve with the parallel solver.

13 xh = bdesolve(fun, lags, history, tspan);

14 % Feed parallel solution into the serial solver.

15 xhs = bdesolveserial(fun, lags, xh, [tspan(1)+max(lags) tspan(end)]);

16 % Append the segment of the parallel solution used for projection to the serial solution.

17 xhs.x(1) = [];

18 xhs.y(:,1) = [];
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19 [xhcut,~] = bdecut(xh, xhs.x(1));

20 xhs = bdejoin(xhcut, xhs);

21 % Calculate the Hamming distance between the parallel and serial solutions.

22 d = bdedist(xh, xhs);

23 H = sum(d)

24 >> H =

25
26 0

As can be seen from the above, H(x̂, x̂S) is calculated to be zero, confirming that bdesolve has
generated an exact solution of eqns. (3) in this case. Note that such a simple measure of solution
accuracy is not typically available with other modelling approaches, such as ODEs.

4. RESULTS

4.1. Case study: A circadian oscillator

Here, we present one of the examples included with BDEtools to demonstrate its functionality:
circadian_example, which simulates a minimal model of circadian oscillations in the fungus Neurospora
crassa. Viewing the MATLAB code for the example can be instructive for learning how the various
functions in BDEtools can be used (see the Appendix). circadian_example is based on some previous
work of ours (Akman et al., 2012; Doherty et al., 2017; Akman and Fieldsend, 2020) and shows how
real-valued experimental data can be converted to Boolean data, and then used as an initial history
for calculating a solution to a system of BDEs, thereby enabling the model prediction to be compared
directly to experimental measurements. The example also demonstrates how: (i) a forcing input can be
provided to the solver; and (ii) a BDE system can be solved in series as well as in parallel. The model
comprises a simple set of equations representing a gene-protein negative feedback loop that is capable of
replicating the typical hallmarks of a circadian system – autonomous oscillations with a circadian period
that can be entrained by a light-dark cycle with a 24h period. The model equations are

FM (t) = ¬FP (t− τ2) ∨ L(t− τ3),

FP (t) = FM (t− τ1),
(10)

where the variables FM (t) and FP (t) represent whether or not the mRNA or protein product, respectively,
of the Neurospora FREQUENCY (FRQ) gene is above a certain threshold at time t. Negative feedback
is modelled using the NOT (¬) operator: FRQ protein represses the production of FRQ mRNA. The
variable L(t) describes the 24h periodic light forcing and is defined as

L (t) =

{
1 if 6 < mod (t, 24) ≤ 18,

0 otherwise,

modelling a light signal that switches on when t = 6 (dawn) and switches off when t = 18 (dusk). The
positive effect of light on FRQ transcription is modelled using the OR (∨) operator.

The output from circadian_example is shown in Fig. 2. Firstly, some synthetic mRNA and protein
timeseries are generated from the ODE formulation of the model (Leloup et al., 1999) using the numerical
procedure described in detail in (Akman et al., 2012). Data for model-fitting is then obtained by sampling
these timeseries every 0.5h (Fig. 2(a)). Next, the function bdediscrete is used to convert the real-valued
data to a BDE solution, using discretisation thresholds that are arbitrarily taken to be the minimum values
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of the variables plus 0.3 times their peak-to-peak amplitudes (Fig. 2(b) – cf. (7)). Where a threshold
value lies between two successive data points, the switch point is calculated as the time at which the
linear interpolant joining the two data points crosses the threshold.

Fig. 2(c) plots the Boolean timeseries x̂S(t) generated by solving eqns. (10) in serial with xD(t) as the
input, with delay values {τ1, τ2, τ3} set equal to the average values of the times between switches in the
data (e.g. τ1 is set equal to the average time between switches in FM (t) and FP (t)). By comparing x̂S(t)

with xD(t), it can be seen that for this choice of delays, the prediction obtained with bdesolveserial is
quite close to the target dataset. This can be quantified by a cost function C (x̂S ,xD), which measures
the discrepancy between x̂S(t) and xD(t) as the average Hamming distance across different variables,
normalised by the data timespan, that is

C (x̂S ,xD) =
1

tE − t0
1

2
H (x̂S ,xD) ,

where H(·, ·) was defined in (8) (Akman et al., 2012; Doherty et al., 2017; Akman and Fieldsend, 2020;
Alyahya et al., 2021). C (x̂S ,xD) is calculated to be 0.08, indicating a 92% agreement between the
prediction and the data, verifying that the data are consistent with the model equations for the chosen
delays. The good agreement suggests that the chosen delay combination is likely to yield a parallel
solution to the equations that also matches the data, i.e. a true solution of (10) generated using an
initial data cycle as the history, for which the projection beyond the history yields a good prediction.
Fig. 2(d) shows that this is indeed the case – the parallel solution x̂ generated by bdesolve using the
first 24h of xD(t) as the initial history can be seen to match the data closely. In fact, the discrepancy
C (x̂,xD) between the parallel prediction and the data is also 0.08 in this case.

5. DISCUSSION

BDEs provide a method for fitting timeseries data that reduces the complexity of the model construction
and model calibration procedures, in comparison to more commonly used simulation methods, such as
those based on differential equations (Ghil et al., 2008; Akman et al., 2012). In particular, BDE systems
contain significantly fewer parameters, thereby substantially reducing the search space for optimisation.
For example, when modelling GRNs, all the parameters controlling the delays associated with the tran-
scription of an mRNA from a gene, its translation into protein and its action as a transcription factor on
a downstream target are telescoped into a single delay parameter (Akman et al., 2012). This compression
of the parameter space can help mitigate issues related to parameter identification and overfitting that
are common when using differential equation-based methods, as well as reducing the computation time
required to obtain solutions. Furthermore, there is a natural cost function for fitting BDE systems to
data, based on the Hamming distance between bitstrings. This is not generally the case when fitting
continuous data, where there are a number of possible cost functions (e.g. least-squares), each of which
defines a different optimisation problem (Locke et al., 2005; Akman et al., 2010; Adams et al., 2013).

The BDE modelling framework also allows for the enumeration of alternative model architectures,
enabling the structure of the model itself to be parametrised by logical variables. For example, in the
case where the activity of a variable xi is affected by two input variables, the logical AND operator
represents the case where both inputs need to be on to elicit a response, whilst the logical OR operator
represents the case where either input alone can switch on the output variable. The logic gate fi that
determines this input-output relationship can thus be parametrised by a single Boolean parameter. More
complex input-output relationships can be represented by longer bitstrings. Gathering together the
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bitstrings for each fi thus yields a set of Boolean metaparameters that encode all the possible models
consistent with a given directed graph specifying the connections between model components. This
leads to mixed-integer optimisation problems in which model architectures and parameter values are
fitted to data simultaneously, thereby enabling BDE models to be used for network inference as well as
parameter-fitting (Sevim et al., 2010; Akman et al., 2012; Wynn et al., 2012; Doherty et al., 2017; Akman
and Fieldsend, 2020).

In this paper, we have presented BDEtools, an open-source MATLAB package that enables BDE
models to be written and simulated in a relatively straightforward fashion. Furthermore, to demonstrate
the functionality of the package, we have provided an example of its application to an established circadian
biology model. We have described the main (parallel) BDE solver algorithm, as well as some of the other
useful package routines, such as code for discretising continuous data and for calculating the Hamming
distance between Boolean timeseries. In addition to the parallel solver, we have described the serial
solver, which generates the prediction for each BDE variable directly from a given set of timeseries data
(i.e. independently of the other variables). This solver can be used as a computationally inexpensive
way of determining suitable parameter values for a model, and was utilised in (Akman et al., 2012) to fit
BDE circadian clock models to continuous data – some of these optimal fits are included as unit tests in
BDEtools (see Fig. 3(a) for an example). The serial solver also provides a simple means of assessing the
accuracy of a solution to a set of BDEs generated by the parallel solver (Fig. 3(b)).

We anticipate that BDEtools will encourage more researchers to exploit the power of BDE models,
particularly the extent to which they simplify the parameter optimisation problem. As part of our work
in this area, we have begun developing a suite of evolutionary optimisers specifically adapted to BDE
systems that can be used together with a basic Python implementation of the parallel solver (Fieldsend
et al., 2021). This suite currently contains a particle swarm optimiser that can identify multiple local
optima within a given cost function landscape (Fieldsend, 2014) and an algorithm that utilises elite
accumulative sampling to locate optima that are robust to disturbances in the parameter space (Alyahya
et al., 2017).

Finally, in terms of future development of the package, we are aiming to expand the scope of BDEtools
by modifying the solver algorithms to include the following:

• Short pulse rejection, obtained by imposing a refractory period within which no jumps in the BDE
variables are possible (Öktem et al., 2003; Zhang et al., 2009). Whilst it has been established
for some time that BDEs can generate periodic and quasiperiodic oscillations (Saunders and Ghil,
2001), short pulse rejection increases the repertoire of BDE dynamics to include chaotic oscillations
(Zhang et al., 2009).

• Asymmetric delays, in which each τij in (1) is split into a delay τij+ controlling 1→0 transitions and
a separate delay τij− controlling 0→1 transitions (Thomas, 1973, 1978; Öktem et al., 2003; Sevim
et al., 2010). This extension to the basic BDE structure could be implemented by incorporating a
routine that automatically parses the MATLAB function containing the BDE equations to generate
the asymmetric logic functions required (Öktem et al., 2003), and by modifying the input solver
parameter lags to take two values for each delay.

• Stochastic delays, in which the τijs are drawn from a probability distribution (Klemm and Born-
holdt, 2005). The inclusion of stochasticity would require the list of candidate switches in Algorithms
1 and 2 to be randomised in such a way that causality is still preserved (Klemm and Bornholdt,
2005). Probabilistic switching could further broaden the scope of BDE modelling – for example
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FIG. 3: (a) A solution x̂(t) to the BDE formulation of the Arabidopsis circadian clock model introduced
in (Locke et al., 2006), generated using bdesolve. The solution is simulated in a 12L:12D light-dark
cycle with dawn at t = 6h and dusk at t = 18h, using the optimal parameter values from (Akman et al.,
2012). The model has nine variables: five clock genes {LHY (t), TOC1(t), X(t), Y (t), PRR(t)} and four
forcing light inputs {L1(t), L2(t), L3(t), L4(t)}. (b) The solution x̂S(t) generated using the serial solver
bdesolveserial with x̂(t) as the inputted timeseries. H(x̂, x̂S) is zero, indicating that x̂(t) is an accurate
solution of the corresponding BDE equations in this case. The plots are generated as part of the unit
test routine arabid3lp_test_wplot.

by enabling BDE versions of stochastic circadian clock models to be constructed (Guerriero et al.,
2014).

6. CONCLUSIONS

BDE models possess the capacity to simulate complex dynamics, despite their reduced complexity and
parametrisation. We have developed the BDEtools package to provide researchers with software for
developing biological network models constructed on the BDE formalism. We intend to continue adding
new BDE systems to the current suite of models available in BDEtools, with the aim of developing a
curated database similar to the BioModels project (Li et al., 2010). Indeed, we hope that this database
– together with the other BDEtools functions – will provide the computational biology community with
a useful resource with which to explore the utility of BDE modelling.
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7. APPENDIX

circadian_example – MATLAB code

1 function circadian_example

2
3 % Specify final timepoint of prediction.

4
5 tEnd = 120;

6
7 % Define the model parameters (delays). The following are the average times between

8 % switches in the data (these have been calculated in advance).

9
10 tau1 = 5.0752;

11 tau2 = 6.0211;

12 tau3 = 14.5586;

13 lags = [tau1, tau2, tau3];

14
15 % Load data to be used for the history.

16
17 load('neur_circ_data_gillespie.mat');

18
19 % Load the synthetic dataset generated using the Gillespie algorithm.

20
21 xData = neur_circ_data_gillespie.LD(3, :);

22 yData = neur_circ_data_gillespie.LD(1:2, :);

23
24 % Set thresholds for discretising the data.

25
26 T = [0.3 0.3];

27
28 % Convert real−valued data to Boolean data by thresholding.

29
30 synData = bdediscrete(xData, yData, T);

31
32 % Add an extra point at the end to give the data the same tRange as the prediction.

33
34 if synData.x<tEnd

35 synData.x = [synData.x, tEnd];

36 synData.y = [synData.y, synData.y(:, end)];

37 end

38
39 % Specify the history.

40
41 history.x = synData.x(synData.x < 24); % Define history as all points from t=0 to 24.

42 history.y = synData.y(:, synData.x < 24);

43
44 % Augment the history. Include a point at t=24 to make the history a full

45 % 24 hours (note: only the values from 24 − max(lags) to 24 will be used in

46 % calculating the solution).

47
48 history.x = [history.x, 24];

49 history.y = [history.y, history.y(:, end)];

50
51 % Specify the forcing.

52
53 forcing.x = [0, 6, 18:12:114, 120];

54 forcing.y = mod(forcing.x, 24) >= 6 & (mod(forcing.x, 24) < 18);

55
56 % Plot the data.

57
58 plot_neurospora_data(xData, yData, T, synData.x, synData.y);
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59
60 % Solve the equations in parallel.

61
62 solPar = bdesolve(@neurospora_eqns, lags, history, tEnd, forcing);

63
64 % Solve the equations in serial.

65
66 solDataSer = bdesolveserial(@neurospora_eqns, lags, synData, [24 tEnd], forcing);

67
68 % Append the histories.

69
70 solDataSer_wHist = bdejoin(solDataSer.history, solDataSer);

71 solPar_wHist = bdejoin(solPar.history, solPar);

72
73 % Plot the serial solution.

74
75 figure;

76 plot_neurospora_prediction(solDataSer);

77 title('Model prediction (serial)');

78
79 % Add the data.

80
81 my_colours = get(gca,'colororder');

82 synDataPR = bdePR(synData, 1.1,0.05);

83 plot(synDataPR.x, synDataPR.y(1,:), '−−', 'Color', my_colours(1, :), 'LineWidth', 2);

84 plot(synDataPR.x, synDataPR.y(2,:), '−−', 'Color', my_colours(2, :), 'LineWidth', 2);

85
86 % Plot the parallel solution.

87
88 figure;

89 plot_neurospora_prediction(solPar);

90 title('Model prediction (parallel)');

91
92 % Add the data.

93
94 synDataPR = bdePR(synData, 1.1,0.05);

95 plot(synDataPR.x, synDataPR.y(1,:), '−−', 'Color', my_colours(1, :), 'LineWidth', 2);

96 plot(synDataPR.x, synDataPR.y(2,:), '−−', 'Color', my_colours(2, :), 'LineWidth', 2);

97
98 % Calculate the prediction errors.

99
100 [~, ~, C1] = bdedist(solDataSer_wHist, synData);

101 [~, ~, C2] = bdedist(solDataSer_wHist, synData);

102 disp(strcat('Prediction error, serial: ',num2str(C1)));

103 disp(strcat('Prediction error, parallel: ',num2str(C2)));

104
105 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %

106 %−−−−−−−−−−− SUBFUNCTIONS−−−−−−−−−−−−−−− %

107 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %

108
109 % Subfunction that defines the model.

110
111 function X = neurospora_eqns(Z1, Z2)

112
113 M = ~Z1(2, 2) | Z2(1, 3);

114 FT = Z1(1, 1);

115
116 X = [M; FT];

117
118 % Subfunction for plotting the continuous and discretised data.

119
120 function plot_neurospora_data(xData, yData, T, xDataBool, yDataBool)

121
122 offset = 1.1;

123 data.x = xDataBool;
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124 data.y = yDataBool;

125 dataPR = bdePR(data, offset);

126
127 T1 = min(yData(1, :)) + T(1) * (max(yData(1, :)) − min(yData(1, :)));

128 T2 = min(yData(2, :)) + T(2) * (max(yData(2, :)) − min(yData(2, :)));

129
130 figure;

131 my_colours = get(gca,'colororder');

132 plot(xData, yData, 'Marker', 'o', 'LineStyle', 'none', 'LineWidth', 2); % Plot the data.

133 hold on ;

134 plot([0 120], [T1, T1], 'Color', my_colours(1, :), 'LineWidth', 2);

135 plot([0 120], [T2, T2], 'Color', my_colours(2, :), 'LineWidth', 2);

136 legend('FRQ mRNA', 'FRQ Protein','FRQ threshold','FRQ Protein');

137 xlabel('Time, t (h)');

138 ylabel('Concentration (nM)');

139 title('Neurospora crassa circadian data (with thresholds)');

140 set(gca,'Xtick',0:6:120);

141 set(gca,'Fontsize',14);

142
143 figure;

144
145 % Plot discretised data.

146
147 plot(dataPR.x, dataPR.y, 'LineWidth', 2)

148 hold on;

149
150 yticks([0.5, 1.6]); % Have one ytick for each variable.

151 yticklabels({'F_M(t)', 'F_P(t)'}); % Name each ytick.

152 ylim([0 2.2]);

153 xlabel('Time, t (h)');

154 ylabel('Activity (1/0)');

155 title('Thresholded data');

156 set(gca,'Xtick',0:6:120);

157 set(gca,'Fontsize',14);

158
159 % Subfunction for plotting model predictions.

160
161 function plot_neurospora_prediction(sol)

162
163 solPlot = bdejoin(sol.history, sol);

164 solPlot = bdemerge(solPlot, sol.forcing);

165
166 offset = 1.1;

167 tEndHist = sol.history.x(end);

168 solPR = bdePR(solPlot, offset);

169
170 plot(solPR.x, solPR.y, 'LineWidth', 2);

171 hold on;

172 yticks([0.5, 1.6, 2.7]);

173 yticklabels({'F_M(t)','F_T(t)','L(t)'});

174 ylim([0 3.3]);

175 xlabel('Time t, (h)');

176 ylabel('Activity (1/0)');

177 set(gca,'Xtick',0:6:120);

178 set(gca,'Fontsize',14);
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