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Abstract

A wide-spread hypothesis ascribes the ability of migratory birds to navigate over

large distances to an inclination compass realized by the protein cryptochrome in the

birds’ retinae. Cryptochromes are activated by blue light, which induces a radical pair

state, the spin dynamics of which may become sensitive to Earth’s weak magnetic

fields. The magnetic information is encoded and passed on to downstream processes

by structural rearrangements of the protein, the details of which remain vague. We

utilize extensive all-atom molecular dynamics simulations to probe the conformational

changes of pigeon cryptochrome 4 upon light activation. The structural dynamics

are analyzed based on a principal component analysis (PCA) and with the help of

distance matrices, which reveal significant changes in selected interresidue distances.

The results are evaluated and discussed with reference to the protein structure and its

putative function as a magnetoreceptor. It is suggested that the phosphate-binding

loop could act as a gate controlling the access to the FAD cofactor depending on the

redox state of the protein.

Introduction

Sensory proteins often undergo characteristic structural changes upon activation, which is

used to signal environmental stimuli to downstream processes, eventually realizing percep-

tion. While the mechanisms of many sensing processes have been deciphered in detail, the

processes remain largely unknown when it comes to the magnetic compass, putatively real-

ized in the protein cryptochrome.1,2 The current evidence supports the idea of a magnetic

sense that relies on coherent spin dynamics in a radical pair formed in the cryptochrome

protein. This capacitates a light-dependent inclination compass that is closely linked to the

birds’ visual perception pathways,3 and sensitive to weak radiofrequency magnetic field per-

turbations.4,5 Cryptochrome photoactivation has widely been associated with the release of

2



the C-terminal domain, but how this reorganization is set in motion is unknown.2,3,6 On the

biophysical level, the problem of protein activation translates to one of studying the confor-

mational changes of the photoreceptor protein cryptochrome. An earlier study discussed7 the

activation for the European robin cryptochrome 4 (ErCry4a),1,8,9 for which strong confor-

mational changes were found in the C-terminal region and in surface-exposed loops (residues

405-415, 276-285, 237-246, 179-186, and 38-48). However, as the crystal structure of the

protein had not yet been resolved, this study was based on a homology model, which might

not have correctly reproduced some of the protein’s pertinent features. Here, the activation

of pigeon cryptochrome 4 (ClCry4) by blue light is analyzed. ClCry4 has recently been

crystallized,10 allowing to gain deeper insights into cryptochrome post-activation conforma-

tional changes while avoiding the uncertainty of the homology model plaguing the earlier

study.7 Even though pigeons are non-migratory birds, their cryptochrome 4 has many mark-

ing of a night-migratory bird present; ClCry4 exhibits high sequence identity to ErCry4a

(85.6% identical residues) and was shown to bind flavin adenine dinucleotide (FAD), which

is key for the magnetoreception function of the protein.11 It is therefore expected that the

study of ClCry4 will be efficacious in informing further investigations on cryptochromes from

migratory species, once those crystal structures become available.

Cryptochrome 4 is activated by photoexcitation of its blue-light sensitive cofactor FAD,

which is non-covalently bound in the active site of the protein.1,2,11–14 When photo-excited,

FAD is reduced to a negatively charged radical anion (FAD•−), the electron being donated by

a nearby tryptophan residue (Trp395, WA), which is thus converted into a positively charged

radical ion, Trp•+. In a succession of follow-up electron transfer processes, W•+
A accepts an

electron from Trp372 (WB), which receives an electron from Trp318 (WC). Lastly, the surface

exposed Trp369 (WD) reduces the tryptophan radical cation of WC , leaving WD positively

charge. In the course of this charge transfer process, FAD•− and TRP•+ form a so-called

spin-correlated radical pair,1,2,7,13,15–18 the recombination of which is magnetosensitive due to
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the Radical Pair Mechanism. The concentration of the final radical pair, henceforth denoted

Radical Pair D (RPD), is thus expected to be influenced by applied magnetic fields and

could therefore allow the bird to sense directions. An integral part of the processes is the

structural reorganization of the protein, induced by the charge separation, which is used to

signal the direction and intensity of the magnetic field to downstream processes. On a longer

timescale, the restructured radical pair is expected to evolve back to its deactivated (resting)

state, possibly in processes involving further radicals, such as a long-lived tyrosine radical,19

and proton transfer.2,20

Employing extensive molecular dynamics (MD) simulation of ClCry4 in its inactive dark

state (DS) and in the RPD state, the conformational changes throughout the protein were

sampled, characterized, and visualized. The DS had FAD bound in its fully oxidized resting

state and all protein residues in their usual form; for the RPD state, the FAD and WD were

radicalized. Details of the structures, their configuration for MD and simulation protocols

are provided in the Supplementary Material (SM). In total, three pairs of simulations, each

comprising a DS and RPD simulation, were produced. Each simulation set included ClCry4

in the DS and RPD state and were carried out for a duration of 1 µs, the expected lifetime

of a radical pair.21,22 The stability of the DS and RPD structures was verified by analysis

of the root mean square displacement (RMSD). The modeled structures ascribed to the

two states were reasonably stable during the studied time frame. To quantify the early

rearrangements in ClCry4 arising upon photoexcitation, we have analyzed distance matrices

of the average any-to-any distance for each residue for the DS and the RPD states for all

replica simulations, which, when combined, reveal the relative average distance by which

the RPD state changes with respect to the DS. Furthermore, a principal component analysis

(PCA) was performed. The PCA allows a reduction in dimension, permitting to focus on the

most relevant components of structural fluctuations with regard to the covariance relative

to the average of the DS and RPD state of ClCry4. The performed investigation revealed
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that the PCA can not only be used to identify the essential conformational changes within

a protein but also allows a discussion of the structure evolution over time. More specifically,

the results illuminate that activated ClCry4 exhibits a noteworthy conformational change in

residues 220-245. It is suggested that this change, involving the so-called phosphate-binding

loop, might act as a gate controlling the access to the FAD cofactor.11,23

Methods

The crystal structure of ClCry4 was taken from the protein data bank (6PU0).10 The

CHARMM36 force field with CMAP corrections was used to describe the interatomic in-

teractions.24–31 Parameters for FAD and FAD•− were adopted from earlier studies.1,20,32 MD

simulations were performed using NAMD.33,34 The simulations were conducted in an NPT

(constant number of particles, pressure, and temperature) statistical ensemble at a temper-

ature of 310 K and atmospheric pressure of 1 bar. Simulations were set up using the online

platform VIKING.35 The crystal structure of ClCry410 is missing residues 228-244. In order

to simulate a connected protein structure, the gap was reconstructed with the aid of data

obtained from the authors of the original crystal structure, the poorer resolution of which did

not meet the publication requirement1. The protonation states of amino acid residues in the

ClCry4 structure, specifically histidines, were checked with the use of multiple pKa predic-

tors (DelPhiPka, pdb2pqr); further checks of the protonation states of histidines were done

through visual inspection of the hydrogen bonding network at the sites of potential protona-

tion which turned out to be consistent with the automated predictors. His64, His353, His405,

and His471 residues were protonated at their ε-position, and the His3 and His7 residues were

doubly protonated. The remaining histidines were assumed δ-protonated. The missing hy-

drogen atoms were added using the program VMD.36 Subsequently, the structure of the
1Brian Zoltowski, private communication
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Figure 1: A timeline for the conducted simulations of ClCry4 in the DS and RPD state.
Three sets of replica simulations were performed. The equilibration simulation of only a DS
structure was conducted until the time instance 0 ns. At this point in time, the first two
replica production simulations were initialized (DS1 and DS2), and two RPD structures were
forked off the original DS structure (RPD1 and RPD2). A third set of simulations (DS3 and
RPD3) was initiated at a time instance of 1 µs, i.e., at the end of the DS1 simulation.

protein was solvated in a water box with a padding distance of 20 Å and NaCl was added to

a final concentration of 0.2 mol/L to neutralize the system and mimic a physiological ionic

strength.

The solvated ClCry4 structure was first pre-equilibrated for 5 ns and then for 10 ns with

a time step of 1 fs. The two pre-equilibrations differed in the constraints used. In the first

one, the entire protein and FAD were harmonically constraint to the atomic positions taken

from the crystal structure. The second equilibration left the backbone atoms constrained

while the side-chain atoms were free to move. The system was then further equilibrated

with a 2 fs integration time step for a total of 355 ns, constraining the hydrogen atoms to

be rigidly bonded to the heavier atoms.37 The FAD cofactor was assumed to be in a fully

oxidized form during the equilibration, i.e., the protein was in the DS.

In total, three replica simulations were performed following the protocol as visualized

in Fig. 1. After the equilibration, two pairs of production simulations were initialized.

Each pair consists of (i) the continuation of the DS-simulation and (ii) a branched-off RPD

configuration of the protein. These simulations are denoted as DS1/RPD1 and DS2/RPD2,
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respectively. A third simulation was initialized at the time instance 1 µs of DS1, at which

an additional RPD state (RPD3) was forked off, and the DS was prolongated (DS3). Every

simulation was carried out for 1 µs each. Throughout the summary, the results corresponding

to the different simulations can be identified by their names (i.e., DS1) and their color as

indicated in Fig. 1. The simulation pairs will be henceforth called simulation set 1, 2, and

3.

All simulations were analyzed based on averaged any-to-any distance matrices. Addition-

ally, set 1 was analyzed employing PCA. A detailed account of the used analyses, including

the workflow and relevant equations, is given in the SM.

Results

The changes of distances for all residues, assessed based on their centers of mass, were

calculated as

aij =
⟨∥∥r⃗DS

i − r⃗DS
j

∥∥⟩− ⟨∥∥r⃗RPD
i − r⃗RPD

j

∥∥⟩ , (1)

with r⃗DS,RPD
j being the position of the center of mass of residue j in either the DS or the RPD

state of ClCry4. ⟨·⟩ denotes the average value over the trajectory under consideration. The

obtained distance differences were sorted into an N × N -distance matrix. The information

in the matrix can be visualized using a matrix plot, where each entry value is assigned

a color as shown for DS1 and RPD1 in Fig. 2A. To show a more explicit image of the

conformational changes per residue, the average over the absolute values for each column in

the matrix was calculated and is visualized in Fig. 2B. The plot in Fig. 2B thus quantifies

the average displacement of the average movement of the RPD1 residues relative to the

ones in the DS1. In Fig. 2A, one can see two marked crossing stripes, corresponding to

the residues 40-50 and residues 220-245. These stripes highlight the regions, which show

the most prominent structural rearrangements in the RPD1 state of ClCry4 relative to the
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Figure 2: Panel A: A matrix plot of the distance difference matrix defined in Eq. (1) is
shown. The colors indicate the difference between the matrix’ elements averaged over the
last 625 ns of DS1 and RPD1. One can identify the stripes assigned to residues 40-50 and
residues 220-245, which exhibit a noticeable distance change upon ClCry4 changing its state
from the DS1 to the RPD1 state. The results from Panel A can be further elaborated by
taking the absolute sum over each column of the matrix in A and dividing by the number
of residues (|∆s|). This analysis yields the average distance change per residue once the
redox state of ClCry4 changes. The representation in Panel B shows which residues in the
RPD1 state move considerably compared to the DS1 simulation. The regions highlighted in
red and orange refer to the most mobile areas, associated with residues 40-50 and residues
220-245, respectively.

DS1 structure. The representation in Fig. 2B features the mobile regions from the matrix

plot even more pronouncedly. The comparison of the results with the data obtained in an

earlier study7 suggests that the present |∆s| values associated with the versatile regions in

the protein are larger by a factor 3. One also does not notice any large fluctuations in the C-

terminal part of the protein. To get a comprehensive picture of the changes happening with

the introduction of the radical pair inside ClCry4, the distance matrices were also computed

for the replica simulations 2 and 3. The resulting averaged columns |∆s| are shown in Fig.

3.

The comparison of the three replica simulations suggests a notable similarity in simulation

sets 1 and 2 for residues 220-245, while the second versatile region found in the first set
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Figure 3: Comparison of the interresidue distance |∆s| computed for three sets of replica
simulations for ClCry4. One notices that the results for set 1 and 2 show similar differences
for residues 220-245. The fluctuations for simulation set 3 show only limited reorganizations
during the studied time frame.

(residues 40-50) is not prominently flexible in the other replicas. Furthermore, the distance

matrix analysis shows no large-scale conformational changes for the two simulations of DS3

and RPD3.

In order to identify if the changes in the distance matrix are the result of a single or

many reorganization modes in ClCry4, a PCA approach was employed for simulation set

1. Judging from the distance matrix analysis in Fig. 3, one expects a similar outcome for

simulation sets 1 and 2. In contrast, no significant rearrangements are expected in the case

of replica simulation 3. The PCA was carried out exclusively for simulation 1. A detailed
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Table 1: The first eight eigenvalues λi of the covariance matrix C defined in Eq. (S3) are
shown for the combined 2 · 625 ns of DS1 and RPD1 together with the percentage of the
total variance that they express.

Eigenvalue
Å2

Percentage to
the variance

Accumulated
percentage

1 1508.43 65.9 65.9
2 69.03 3.0 68.9
3 58.89 2.6 71.5
4 40.44 1.8 73.3
5 33.66 1.5 74.8
6 28.56 1.3 76.1
7 25.64 1.1 77.3
8 23.49 1.0 78.3

account and an explanation of variables are given in the SM. In short, the 3N−dimensional

vector R⃗ of the combined residue locations is constructed, where N = 497 is the number of

residues in the structure. One such vector R⃗ is obtained for each state of ClCry4 (DS1 and

RPD1) and for each of the N = 125.000 snapshots that make up the 2 · 625 ns of DS1 and

RPD1, used for the analysis. Note that we use the 625 ns of the DS1/RPD1 trajectories for

the analysis as both structures are deemed sufficiently equilibrated for that interval (see SM).

The covariance matrix C (Eq. (S3)) was constructed and its eigenvalues were calculated.

Table 1 shows the first eight eigenvalues of the covariance matrix and their contribution

to the total variance. Note that these first eight eigenvalues and therefore the corresponding

eigenvectors (principal components) explain almost 80% of the total variance of the move-

ment in the DS1 and RPD1 state; in other words, 0.5% of all eigenvectors are sufficient to

explain 80% of the variance of the ClCry4 activation dynamics. Even more clear cut and

already nominally visible is the first eigenvalue λ1, which alone describes 66% of the struc-

tural motion variability in ClCry4 and is clearly set apart from the subsequent eigenvalues.

One can visualize the conformational changes described by each principal component by

calculating the root-square value for each residue as
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RSij =

√(
e2j(3i−2) + e2j(3i−1) + e2j(3i)

)
· λj. (2)

Here ej(ξ) is the ξth entry in the principal component Λ⃗j (i.e Λ⃗1 is the eigenvector corre-

sponding to the largest eigenvalue λ1). The index i in Eq. (2) labels the residues in ClCry4.

The conformational changes were described through RS values weighted by their respective

eigenvalues to distinguish the contributions and their importance to the total variance; the

results are visualized in Fig. 4. From bottom to top, the eight most dominant principal

components are illustrated through the corresponding RS values that follow from Eq. (2).

The dominant influence of the first principal component on the residues 40-50 and 220-245

is is clearly visible. Some conformational change can be seen in the existing parts of the

C-terminal tail of ClCry4, but it is not as distinct as the changes in other aforementioned

regions of the protein.

Figure 5 visualizes the relationship of the DS1 and the RPD1 state towards the respec-

tive principal component by showing the similarityof the deviation of the structures from

the average contribution and the principal components for each state of ClCry4 for each

snapshot taken from the MD simulations. To compare this similarity, the vectors describ-

ing the deviation of ClCry4 residues from the average position are constructed and denoted

by δ⃗DS and δ⃗RPD, see Eq. (S8). Next, the dot product is computed between each princi-

pal component and the obtained δ⃗DS and δ⃗RPD vectors. Expressing the δ in terms of the

principal components, the components along particular PCs reflect the similarity between a

given configuration and this PC. Results show that the first principal component exhibits a

definite difference in the DS1 and RPD1 state throughout the whole simulation (Fig. 5A),

whereas this is not the case for the other principal components. Only in the second prin-

cipal component, some differences between the DS1 and RPD1 states can be distinguished

(Fig. 5B), but even there, one cannot judge the direction of the conformational change,
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Figure 4: The root square displacement for each residue has been calculated and weighted
by the eigenvalue for the first eight most dominant principal components, as described in
Eq. (2). The root square displacement associated with the jth principal component has
been translated by (j−1) along the weighted distance axis for better visibility. The analysis
shows a similar result to the distance matrix seen in Fig. 2 for the most dominant principal
component Λ⃗1, where the prominent peaks rapidly decline in subsequent principal compo-
nents. One notes the prominent rearrangements in residues 40-50 and residues 220-245 to
be mostly, if not exclusively, expressed through the very first principal component.

i.e., the principal component reflects general variability but no clear distinction of DS1 and

RPD1 state, and thus, activation dynamics. Starting from principal component three, the

similarity of the displacements with the principal components (as expressed in Eq. (S9) and

Eq. (S10)) becomes quickly indistinguishable. This reveals that the movement contains only

minor components along the corresponding principal component.

The rapid decline in the contribution of higher principal components to ClCry4 dynam-

ics leads to the interpretation that the movement in both regions identified in the ClCry4
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Figure 5: The plot shows the similarity between the principal components and the average
configuration for the two states of ClCry4. The similarity is calculated as the dot product of
the vectors δ⃗DS (red) and δ⃗RPD (blue) with the first eight principal components as defined
as αDS(k) and αRPD(k)in Eq. (S9) and Eq. (S10). Panel A shows the similarity to the first
principal component with a clear distinction between the DS1 and the RPD1 states. The
subsequent principal components (panels B-H) do not show a clear difference between the
states and the change can be less expressed by the principal components; already the second
principal component exhibits a mean close to zero.

structure, namely residues 40-50 and residues 220-245, can be attributed to just one princi-

pal component, which links the two versatile regions of ClCry4 and their importance to the

conformational change in the protein. Furthermore, a visual inspection reveals that the two

regions are located on a straight line passing through the FAD cofactor in the center of the

protein, see Fig. 6.
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The very unambiguous difference between the DS1 and the RPD1 states of ClCry4 raises

the question as to how long the RPD1 protein structure takes to divert from the DS1 struc-

ture. To this end, the principal component analysis was repeated starting from the time

instance of 80 ns before the RPD1 state was initiated until 300 ns after this event. The

vectors δ⃗DS and δ⃗RPD as defined in Eq. (S8) generated for this simulation time window were

then compared with the principal components obtained earlier. A rapid decrease of the

RPD1 state similarity with its parent state is manifested after about 100 ns once the radical

pair is formed, see Fig. S3. The analysis again demonstrates clearly that this change is only

observed in the first principal component, while the subsequent principal components do not

show significant differences between the DS1 and the RPD1 state.

Discussion and Conclusions

A visual inspection of the mobile region for ClCry4 standing out for simulation sets 1 and 2

clarifies the origin of the observed conformational change. Panels A and B in Fig. 6 show

the two versatile regions identified in replica simulation 1. Panel C in Fig. 6 shows the

phosphate-binding loop in the context of the protein and panel D in Fig. 6 isolates the loop.

The reorganization of the phosphate-binding loop might be interpreted as an opening of a

molecular gate towards the FAD inside ClCry4.11 Our results show a clearly visible difference

for the spatial organization of that region in the case of replica simulation 1. Figure 7 shows

the spatial reorganization of the phosphate-binding loop in the case of simulation sets 2 and

3 in comparison with the one from simulation set 1. Panels A and B in Fig. 7 show a similar

opening movement of the phosphate-binding loop for simulation sets 1 and 2, even though

the gate opens in a slightly different direction. Panels C and D in Fig. 7, on the other hand,

illustrate the absence of significant rearrangements in the RPD3 state compared to the DS3.

Furthermore, one notices a small difference in the spatial reorganization of the phosphate-
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Figure 6: ClCry4 is shown with a focus on its versatile regions. The RPD1 is shown in blue,
while the DS1 is highlighted in light blue. FAD is shown in red. A visual inspection of the
flexible regions in ClCry4 shows that residues 40-50 and 220-245 are located on a line that
passes through the FAD on opposite sites of the protein structure, as indicated in panels A
and B by the orange line. Panel C and D focus on the phosphate-binding loop as it shows
to be a region of primary reorganization. Panel D shows the opening of the gate to the FAD
through the movement in the RPD1 simulation.

binding loop in DS3/RPD3 as compared to the DS1. This change might explain why in the

case of simulation sets 1 and 2, one observes the opening movement during the simulation

time frame, while it is not present in the case of replica 3 simulation. All renderings are
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taken from the last snapshot of the respective simulation trajectory.

Our results show a clear difference between the DS and RPD state for the two simulation

sets 1 and 2 of ClCry4 in residues 220-245 and additionally, a clear difference in residues

40-50 in case of the first simulation set. This result is also described by the first principal

component for simulation set 1, which is more distinct for ClCry4 compared to the previous

study7 for ErCry4a, in which the same variance was covered by the first three principal

components. The phosphate-binding loop in ClCry4 consists of the same residues as in the

ErCry4a except for two exceptions (92% sequence homology), which might indicate that the

movement in ErCry4a is expected to resemble the conformational changes in ClCry4. The

mobile region around residues 80-135 in ErCry4a is not clearly distinguished for ClCry4, even

though it exhibited movement expressed by the second principal component for ErCry4a.

Additionally, the earlier investigation found the phosphate-binding loop to be versatile in

the RPD relative to the DS in the employed distance matrix analysis, but the dominant

principal component did not markedly feature for this particular movement. Here, the study

for ClCry4 yields a more clearcut picture in that the phosphate-binding loop predominantly

changes its conformation if the RPD state is formed. Our observations are in line with the

experimental study by Zoltowski et al.10 that on proteolysis assays under light and dark

conditions, suggests that the photoactivation of ClCry4 could be coupled to order-disorder

transitions in the phosphate binding loop.

In order to investigate the effects of the conformational changes for the protein structure,

simulation set 1 was analyzed in terms of its solvent-accessible surface area (SASA) per

residue and possible phosphorylation sites. Using the software VMD36 and a probe sphere

radius of 1.4 Å, the SASA was calculated for every protein residue, including FAD. The values

were normalized, i.e., divided by, the nominal SASA values for each residue as tabulated

earlier.38 The values of SASA computed for the FAD cofactor have not been normalized.

The FAD exhibits the greatest change in SASA, climbing from 36.44 Å2 to 60.38 Å2, while
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Figure 7: Visual inspection of all replica simulations is shown. FAD is colored red. Panel A
shows the confirmation of DS2 (mauve) and RPD2 (violet). One notices a similar opening
movement as in RPD1, but in a slightly different direction. Panel B compares the structures
of the phosphate-binding loop with simulations DS1 (light blue) and RPD1 (blue). One
notices that the organization of the phosphate-binding loop in the dark states is relatively
similar while both RPD states swing open in slightly different directions. Panel C shows
DS3 (lime) and RPD3 (dark green). Here the phosphate-binding loop is stronger stabilized,
not showing marked reorganization movements upon ionization during the simulated time
interval. Panel D compares the structures once more to the reorganisation motif exhibited in
simulation set 1. One notices that the RPD3 will have to pass through the DS1 conformation
to evolve to the RPD1 state. All renderings have been generated from the last snapshot of
the respective simulation trajectory.
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still being located at its original binding pocket. A visualization of the FAD cofactor’s SASA

is given in Fig. S4A-B. This analysis reveals that the FAD cofactor can be approached by

water molecules after the RPD1 conformational changes through an opening provided by

the phosphate-binding loop rearrangement. Looking at the other residues, one identifies

that Ala45 and Pro239 exhibit the greatest increase in their SASA values, and Leu242

exhibits the greatest decrease, measured relative to their nominal values. Note that both,

Pro239 and Leu242, are located in the phosphate-binding loop, which showed the greatest

conformational change. The changes in SASA values for all residues of ClCry4 are compiled

in Table S1.

Serine is the most common phosphorylation site of proteins. Phosphorylation can lead to

activation or deactivation, functioning as a regulating agent, which is also well-established

for plant cryptochromes, for which the phosphorylation was found to be magnetosensitive.39

Serines could also be responsible for mediating direct interaction of a protein with mem-

branes and lipid head groups. Such interactions may be specifically important to describe

intercellular cryptochrome interaction networks responsible for signalling.40 Netphos 3.141

discovered 17 potential serine phosphorylation sites in the whole protein structure of ClCry4.

Ser44, Ser206, and Ser250 are located either within or very close to the identified moving

regions. Table 2 summarizes the changes in SASA for serines identified as most likely linase

targets by Netphos.

Table 2 shows that Ser278 exhibits the greatest difference in SASA among all the studied

serines. A visual inspection of that residue reveals that the phosphate-binding loop takes a

major role here, even though Ser278 itself remains rather static; in the DS1, the phosphate-

binding loop almost completely blocks Ser278, whereas it is freed up in the RPD1 state.

Ser44 is influenced more directly, being located within the mobile region around residues 40-

50. A visual inspection here reveals that the rotation of an α-helix in that region of ClCry4

rotates Ser44 to be tucked away, which is aided by the formation of an α-helix involving
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Table 2: The 17 serine residues of ClCry4 identified by Netphos41 with the corresponding
change in SASA upon protein activation from the DS1 to the RPD1 state. Specifically
highlighted are serines 44, 206 and 250 for their closeness to the moving regions. Notably,
Ser44 becomes less surface exposed, whereas Ser206 and Ser250 seem to be far enough away
from the phosphate binding loop to not be noticeably influenced. Ser278’s SASA increases
drastically.

Residue
number

SASA
DS (Å2)

SASA
RPD (Å2)

Absolute
Difference (Å2)

28 0.22 0.08 0.14
44 0.79 0.42 0.38
59 0.00 0.00 0.00
132 0.20 0.11 0.09
146 0.46 0.51 0.05
159 0.68 0.71 0.03
181 0.15 0.25 0.10
204 0.95 0.75 0.20
206 0.26 0.25 0.01
250 0.01 0.06 0.04
259 0.03 0.07 0.04
268 0.35 0.25 0.10
278 0.07 0.46 0.39
371 0.16 0.03 0.12
389 0.01 0.07 0.06
449 0.49 0.55 0.06
475 0.62 0.52 0.11

residues 194-199.

Lastly, the distance between Trp369 (WD) to FAD has been calculated for the DS1 and

RPD1 simulations as given by their respective geometric center. The residue deserves such a

detailed treatment, as it changes its charge during ClCry4 activation process. We find that

Trp369 on average moves 0.61 Å towards the FAD in the process of protein activation. Such

a difference in distance may lead to a siginificant change in electron transfer rates and could

potentially be important for ClCry4 functionality.42 These structural changes are visualized

in Fig.S2.

We want to summarize that employing multiple extensive simulations of ClCry4 in its
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two pertinent states, DS and RPD, one particular region was identified, which moved sig-

nificantly in two simulation pairs upon protein activation. The first simulation also showed

some peculiar movement on the opposite side of the protein, which was not reproduced by

its replica simulation. In the first simulation, it was shown that these changes could be

attributed solely to the first principal component describing the conformational dynamics of

the protein. Furthermore, it was demonstrated that these dynamics allow for a possibility

for solvent to reach the FAD inside ClCry4 and expose several possible phosphorylation sites

while FAD remains bound. Finally, in the third replica simulation, we found that the DS

can reach a more stable conformation of the phosphate-binding loop, in which the movement

induced by the RPD3 state appears to require a significantly longer time for activation.
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