Examining methodology to identify patterns of consulting in primary care for different groups of patients before a diagnosis of cancer: An exemplar applied to oesophagogastric cancer
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ABSTRACT

Background: Current methods for estimating the timeliness of cancer diagnosis are not robust because dates of key defining milestones, for example first presentation, are uncertain. This is exacerbated when patients have other conditions (multimorbidity), particularly those that share symptoms with cancer. Methods independent of this uncertainty are needed for accurate estimates of the timeliness of cancer diagnosis, and to understand how multimorbidity impacts the diagnostic process.

Methods: Participants were diagnosed with oesophagogastric cancer between 2010 and 2019. Controls were matched on year of birth, sex, general practice and multimorbidity burden calculated using the Cambridge Multimorbidity Score. Primary care data (Clinical Practice Research Datalink) was used to explore population-level consultation rates for up to two years before diagnosis across different multimorbidity burdens. Five approaches were compared on the timing of the consultation frequency increase, the inflection point for different multimorbidity burdens, different aggregated time-periods and sample sizes.

Results: We included 15,410 participants, of which 13,328 (86.5%) had a measurable multimorbidity burden. Our new maximum likelihood estimation method found evidence that the inflection point in consultation frequency varied with multimorbidity burden, from 154 days (95% CI 131.8–176.2) before diagnosis for patients with no multimorbidity, to 126 days (108.5–143.5) for patients with the greatest multimorbidity burden. Inflection points identified using alternative methods were closer to diagnosis for up to three burden groups. Sample size reduction and changing the aggregation period resulted in inflection points closer to diagnosis, with the smallest change for the maximum likelihood method.

Discussion: Existing methods to identify changes in consultation rates can introduce substantial bias which depends on sample size and aggregation period. The direct maximum likelihood method was less prone to this bias than other methods and offers a robust, population-level alternative for estimating the timeliness of cancer diagnosis.

1. Introduction

Early cancer diagnosis remains a focus of UK policy and research, with time to diagnosis a key outcome [1,2]. Standardised definitions of time points and intervals describe patients’ pre-diagnostic pathways, some of which are objective (e.g. diagnosis date) while others are subjective, such as date of first presentation [3]. Symptoms of possible cancer commonly have other causes [4], particularly in people with two or more chronic conditions (i.e. multimorbidity) [5]. Multimorbidity also more than doubles the primary-care consultation rate [6,7], increasing the chance that possible cancer symptoms are recorded.

Modelling population-level consultation rates, which rise before a cancer diagnosis, may offer a robust alternative to patient-level metrics. Existing methods identify statistically significant deviations in consultation rate, either between groups or from historical trends [8]. Statistical significance depends on effect and sample size; therefore, the time of consultation-rate change may vary with group size or underlying consultation rate. Furthermore, these methods cannot quantify the uncertainty around the timing of the deviation.

We urgently need workable and accurate metrics of the timeliness of cancer diagnosis that are independent of such biases and robust in patients with multimorbidity, who represent over three-quarters of...
patients aged ≥ 75 years – the peak age of cancer incidence [7,9]. We explore using population-level consultation rates in primary care before cancer diagnosis as a measure of diagnostic timeliness across groups of patients with different multimorbidity burden. For two new methods and three approaches used previously [10–12] we:

1. Identify the time before cancer diagnosis that primary-care consulting frequency increases above the norm (i.e. the inflection point).
2. Compare the inflection point between patients with different multimorbidity burden.
3. Investigate potential biases introduced by varying the period over which consultations are aggregated (28 days vs. 7, 14, and 21 days) and the sample size (100% vs 50%, 20%, 10%, and 5%).

We illustrate the methods using oesophagogastric cancer, which presents with a broad range of non-specific symptoms [13] that commonly feature in chronic conditions [14].

2. Materials and methods

2.1. Study design and data source

This matched, retrospective cohort study analysed primary-care consultation rates of cases and controls for 2 years before the case’s oesophagogastric cancer diagnosis. Cases and matched controls were continuously registered at a Clinical Practice Research Datalink (CPRD) practice with up-to-standard data for the 2 years before diagnosis.

The data source was CPRD GOLD, a routinely collected UK primary-care database of medical records, with high data quality and validity, covering 8% of the UK [15]. CPRD GOLD, which contains patient demographic data and clinical information, is frequently used for cancer diagnostic studies [16–22].

2.2. Participants and matching

We requested all CPRD GOLD participants (n = 9596) aged ≥ 40 years who had diagnostic Read codes for oesophagogastric cancer (equivalent to International Classification of Disease codes C15 or C16) between 1 January 2010 and 31 December 2019. Participant characteristics were similar to those of patients diagnosed with oesophagogastric cancer in England between 2018 and 2020 [23]. Cases were first matched with a maximum of up to 20 controls (n = 189,673), who did not have oesophagogastric cancer codes and were randomly selected from CPRD GOLD, on year of birth, sex, and general practice in order to generate a patient-level multimorbidity burden variable. Patient-level multimorbidity burden was defined as the overall impact of a range of conditions present before the cancer diagnosis, and estimated using the Cambridge Multimorbidity Score’s general outcome weighting [24]. Participants not meeting Cambridge Multimorbidity Score criteria were assumed to have no multimorbidity burden. Four multimorbidity burden groups (no, low, medium or high) were derived, the last three from Cambridge Multimorbidity Score tertiles.

Final casecontrol matching was 1:1 on year of birth, sex, general practice and multimorbidity burden group. Where multiple controls matched to a case, one was selected at random without replacement (Fig. 1).

2.3. Outcome and covariates

Patient-level consultation rate was the number of consultation-days per aggregation period. A 28-day aggregation period approximated month before diagnosis (see section 2.5.6 Extra analyses for aggregation period variation). A consultation was defined as any GP visit coded in CPRD as a face-to-face or telephone consultation (Table A1, Appendix 1). A consultation-day was one when the participant had at least one such CPRD consultation code.

2.4. Dataset construction

We created a panel dataset with unique identifiers for individual participants and general practices, and variables identifying sex, age, case–control status, matched case–control pairs, and morbidity burden
A dummy variable represented the discrete time-period counting up to diagnosis, which took a value of 0 at 2 years before diagnosis, and was incremented by 1 for each aggregation period until the diagnosis date. For a 28-day aggregation period, the time-period variable ranged from 0 to 23, giving 24 rows per patient. A count variable quantified the patient-level number of consultation-days in each time-period (see Fig. 2 for simulated data), which formed the basis for the dependent variables modelled. Where controls were included in the models, the same time-period was used to calculate the controls’ consultation frequency as for their matched case. Other covariates were created for the methods described below.

2.5. Statistical analyses

2.5.1. Direct maximum likelihood method

We derive a method for estimating the inflection point (i.e. the time before diagnosis when the consultation rate increases above the baseline trend) with 95% confidence intervals, using mixed-effects, negative binomial time-series regression analyses similar to methods employed by our team in recent studies [25,26]. This method required 24 unique inflection-point variables, to test whether each aggregation period included the inflection point. These discrete time variables were set to 0 for controls. For cases, they were derived from the time-period variable by subtracting an amount equal to the number of the period being tested, and had a minimum value of 0. For example, the inflection-point variable for testing time-period 2 took values of 0 for time-periods 0, 1, and 2, after which it was incremented by 1 to a maximum of 21 in time-period 23 (i.e. the period of diagnosis). (See Mendeley Data link 10.17632/3mj526hgzx.3 for Stata code to create these variables and an example of the dataset construction [27]).

Analyses were stratified by multimorbidity burden group, with 24 mixed-effects, negative binomial time-series regression models run per group. Models employed a random intercept for matched pair, and modelled the log of the expected number of consultation-days in 28-day aggregation periods. The covariates were time-period, case-control status, and a single inflection-point variable representing the time-period being tested as containing the inflection point. The coefficient for time-period quantified the secular trend in consultation rate. Using an interaction term between case-control status and the time-period being tested as containing the inflection-point. This interaction captured any differential change in the rate of consultations between cases and controls around the inflection point. The model with the highest maximum likelihood estimate was assumed to provide the best fit to the data. The time-period used in that model was chosen as the period most likely to contain the inflection point (see Mendeley Data link 10.17632/3mj526hgzx.3 for the Stata syntax for the models).

The model selection process was bootstrapped (n = 50, with sampling clustered by matched pair) to obtain 95% confidence intervals on the period containing the inflection point. We also quantified the difference in inflection point (95%CI) between multimorbidity burden groups (reference group, no multimorbidity burden).

2.5.2. Comparison method A: case-control comparison over time, controlled for baseline rate differences between cases and controls

This method identified the earliest point before diagnosis at which the consultation rate is significantly greater for cases than controls, allowing for secular trends in consultation rate [28]. Mixed-effects, time-series negative binomial regression models, stratified by multimorbidity burden, employed a random intercept for matched pair, and used the clustered sandwich estimator to relax the requirement for independence of observations within practices. The outcome was number of consultations, and explanatory variables were case-control status and 24 interaction terms between case-control status and time-period. The reference time-period was the furthest from diagnosis, i.e. period 0. The interaction terms report how much the effect of having undiagnosed cancer on consultation rate differs by time, controlling for differences in the baseline incidence rate between cases and controls [29]. We selected the inflection point as the earliest time-period before diagnosis that the interaction term became consistently (two or more consecutive time-periods) significant (p < 0.0001).

2.5.3. Comparison method B: month-by-month case control comparison

This method compared the number of consultations between cases and controls in each discrete aggregation period before diagnosis [8]. For a 28-day aggregation period, 96 separate models were run: one for each time-period and multimorbidity burden level. We used three-level mixed-effects, negative binomial regression models, employing random intercepts for matched pair nested within general practice. The outcome was number of consultations, and the single covariate was case-control.
status. We selected the inflection point as the earliest time-period that the mean consultation rate was consistently (two or more consecutive time-periods) different between cases and controls ($p < 0.0001$).

2.5.4. Comparison methods C and D: comparison against baseline and comparison against previous month

These methods analysed data from cases only [8]. We modelled the log of the expected number of consultation-days in the 28-day aggregation period as a function of discrete time before diagnosis. Models, stratified by multimorbidity burden, were adjusted for age and sex. Two methods identified the inflection point:

Method C identified the earliest time-period where the number of consultations was greater than the baseline value at 2 years before diagnosis ($p < 0.0001$).

Method D identified the first time-period when the number of consultations exceeded that in the previous one, by performing pairwise comparisons of the predicted marginal consultation rates across all 24 time-periods. Bonferroni correction reduced the risk of type 1 errors.

2.5.5. Converting time-period to days before diagnosis

The inflection point is reported as days before diagnosis by:

1. Identifying the time-period in terms of time before diagnosis
2. Multiplying by aggregation period duration.
3. Adding half an aggregation period to reflect the middle of the period.

For example, using a 28-day aggregation period and 24 time-periods, of which time-period 19 is identified as most likely to contain the inflection point:

\[ \text{Time-period before diagnosis} = 24 - 19 = 5. \]
\[ \text{Days before diagnosis} = 5 \times 28 + 14 = 154. \]

For the maximum likelihood method, the 95% confidence intervals were also converted to days before diagnosis using these steps.

2.5.6. Extra analyses

To explore for potential bias, we repeated all methods using 5%, 10%, 20% or 50% of the original sample size. Random subsamples of matched pairs were drawn from the main dataset without replacement. We examined the effect of varying the aggregation period to 7, 14, or 21 days. Fresh panel datasets with new time-period and inflection-point variables were created.

2.6. Ethics approval

Ethics approval was granted for all observational research using anonymised CPRD data by the National Research Ethics Service (NRES) [15]. The Independent Scientific Advisory Committee approved the study protocol (20_124) on 23 June 2020.

3. Results

The final cohort numbered 15,410 participants (66.4% male) (Table 1). Mean age increased with rising multimorbidity burden, and the percentage who were male decreased.

At 24 months before diagnosis, consultation-days per 28-day aggregation period were similar for cases and controls within burden group (Fig. 3). Consultation rate increased with multimorbidity burden (units are consultation-days per person per 28-day aggregation period). It was 0.21 (range: 0–8; SD: 0.61) for cases and 0.21 (range 0–10, SD 0.69) for controls at burden level 0, rising to 1.02 (range 0–19; SD 1.38) for cases and 0.98 (range: 0–18; SD 1.32) for controls at burden level 3.

3.1. Inflection points across the different methods, 28-day aggregation period

The direct maximum likelihood method estimated the inflection points to be 154 (95% CI 131.9–176.2), 126 (103.0–149.0), 126 (115.1–136.9) and 126 (108.5–143.5) days before diagnosis.

---

Table 1

<table>
<thead>
<tr>
<th>Burden group</th>
<th>N (% male)</th>
<th>Mean age (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>2082 (70.4)</td>
<td>63.0 (10.1)</td>
</tr>
<tr>
<td>Low</td>
<td>3786 (67.4)</td>
<td>69.3 (10.4)</td>
</tr>
<tr>
<td>Medium</td>
<td>3856 (66.2)</td>
<td>72.3 (10.0)</td>
</tr>
<tr>
<td>High</td>
<td>5686 (64.5)</td>
<td>76.6 (8.89)</td>
</tr>
</tbody>
</table>

* The Low, Medium, and High burden groups were derived using Cambridge Multimorbidity Score tertiles [32] (see Section 2.2).

---

Fig. 3. Raw data plot of consultation-days per 28-day aggregation period for cases and controls by burden group in the 2 years before the case is diagnosed with oesophagogastric cancer.
respectively, for burden levels 0, 1, 2, and 3 (Fig. 4a, Table 2). There was
moderate evidence that the inflection point for burden group 0 occurred
28 days (95% CI 4.3–51.7, p = 0.02) earlier than for burden group 2.

Inflection points estimated by Method A were 28 days closer to
diagnosis than those estimated by the direct maximum likelihood
method for all burden levels except level 3 (Table 2, Fig. 4a, c).

Mean consultation rate differed between cases and controls (Method
B) at a time consistent with the inflection point identified by the direct
maximum likelihood method for burden groups 0 and 1. For burden
groups 2 and 3, it occurred earlier (154 days before diagnosis – outside
the 95% CI estimated by the maximum likelihood method) (Table 2,
Fig. 4a, e).

For all burden levels, the consultation rate by cases exceeded that in
the 24th month before diagnosis (Method C) at a time consistently
earlier than reported by the direct maximum likelihood method
(Table 2, Fig. 4a, e).

The predicted marginal consultation rate for cases changed (Method
D) at a time consistent with the maximum likelihood method’s estimate

Fig. 4. Estimation of inflection point (days before diagnosis), by burden
group (group 0: red circles; group 1: blue crosses; group 2: green squares;
group 3: black circles), for aggregation periods (left panels) of 7, 14, 21 and
28 days, and for 5, 10, 20, 50 % and 100 % sample size (right panels). a, b
Maximum likelihood method; c, d Method A: Case–control comparison,
controlled for baseline rate differences between cases and controls; e, f
Method B: Case–control comparison; g, h Method C: Comparison with base-
line; i, j Method D: Comparison with previous month.
size. For example, a decrease to 98 days before diagnosis for burden level 3, and an increase to 154 days for burden level 1 for 5% of the total sample. For comparison method A, the inflection point estimate moved closer to the diagnosis date with sample sizes at or below 50% of the original sample (Table 3, Fig. 4d).

Estimates of when mean consultation rate differed between cases and controls (Method B) and of when cases consulted more than in the 24th month before diagnosis (Method C) tended to move closer to the diagnosis date with reducing sample size (Table 3, Fig. 4f, h).

Method D was unable to estimate the time when the predicted marginal consultation rate was statistically significantly different from the month before when sample size was reduced to 10% and 5%.

3.3. Varying aggregation period

For the maximum likelihood method, the confidence interval width remained similar across reducing aggregation periods. For all methods, the inflection point estimation moved closer to the diagnosis date with shorter aggregation periods, notably at or less than 14 days (Table 2, Fig. 4a, c, e, g, i). The change in inflection point varied by method, being smallest for the maximum likelihood method (up to 24 days) and largest for comparison method D (115 days).

4. Discussion

4.1. Summary of findings

We have developed a method for robustly estimating when primary-care consultation rates rise above the norm before a cancer diagnosis. This is a population-based measure of diagnostic timeliness. We demonstrated that existing alternative methods to identify changes in consultation rates can introduce substantial bias that depends on sample size and aggregation period. The new method was less prone to this bias than other methods. We found moderate evidence that this inflection point varied with multimorbidity burden. It occurred at 154 days before diagnosis for people with no multimorbidity, and at 126 days before diagnosis for patients with the greatest multimorbidity burden. Our current research will further explore the clinical implications of differences in inflection point by multimorbidity burden.

4.2. Strengths and limitations

This methodology was developed using CPRD GOLD, a large database of anonymised patient records widely used for primary-care and epidemiology studies [15]. Established methods identified cases [30]. Primary-care consultations are coded in the CPRD, overcoming the problems of missing data inherent to analyses of time intervals based on symptom records [31]. Confounding was minimised by matching on year of birth, sex, general practice and multimorbidity burden. We estimated multimorbidity burden using The Cambridge Multimorbidity Score, which outperforms the Charlson comorbidity index when predicting primary care consultations, unplanned hospitalisation, and mortality [32,33]. The Cambridge Multimorbidity Score is based on Quality and Outcomes Framework diagnoses, which general practitioners are incentivised to record, reducing the chance of missing data. This study did not validate the cancer diagnoses with linked Cancer Registry data. The concordance between the two data sources suggests a low rate of case misidentification, although the CPRD diagnosis date was a median of 12 days after the Registry date, which has potential to affect estimates of the inflection point [34,35]. However, the results found using the Maximum likelihood method were similar to a review suggesting that change in health care use was observable within 6 months before a diagnosis of oesophagogastric cancers [8].

Table 2

<table>
<thead>
<tr>
<th>Method</th>
<th>Multi-morbidity Burden level</th>
<th>Inflection point estimate (days before diagnosis) for aggregation periods of:</th>
<th>28</th>
<th>21</th>
<th>14</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Days</td>
<td>Days</td>
<td>Days</td>
<td>Days</td>
</tr>
<tr>
<td>Direct maximum</td>
<td>0</td>
<td>154</td>
<td>137</td>
<td>133</td>
<td>123</td>
<td></td>
</tr>
<tr>
<td>likelihood</td>
<td>1</td>
<td>126</td>
<td>137</td>
<td>119</td>
<td>116</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>126</td>
<td>116</td>
<td>119</td>
<td>116</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>126</td>
<td>116</td>
<td>105</td>
<td>102</td>
<td></td>
</tr>
<tr>
<td>Method A</td>
<td>0</td>
<td>126</td>
<td>116</td>
<td>105</td>
<td>88</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>98</td>
<td>95</td>
<td>91</td>
<td>67</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>98</td>
<td>95</td>
<td>105</td>
<td>95</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>126</td>
<td>116</td>
<td>91</td>
<td>67</td>
<td></td>
</tr>
<tr>
<td>Method B</td>
<td>0</td>
<td>154</td>
<td>137</td>
<td>147</td>
<td>109</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>126</td>
<td>116</td>
<td>119</td>
<td>102</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>154</td>
<td>116</td>
<td>105</td>
<td>102</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>154</td>
<td>137</td>
<td>133</td>
<td>116</td>
<td></td>
</tr>
<tr>
<td>Method C</td>
<td>0</td>
<td>210</td>
<td>179</td>
<td>175</td>
<td>151</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>154</td>
<td>137</td>
<td>119</td>
<td>123</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>266</td>
<td>200</td>
<td>203</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>266</td>
<td>263</td>
<td>273</td>
<td>165</td>
<td></td>
</tr>
<tr>
<td>Method D</td>
<td>0</td>
<td>126</td>
<td>116</td>
<td>77</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>126</td>
<td>116</td>
<td>21</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>126</td>
<td>116</td>
<td>63</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>98</td>
<td>95</td>
<td>21</td>
<td>11</td>
<td></td>
</tr>
</tbody>
</table>

of inflection point for burden levels 1 and 2. For burden levels 0 and 3, this point occurred closer to diagnosis than estimated by the maximum likelihood method (Table 2, Fig. 4a, i).

3.2. Varying sample size

For the maximum likelihood method, reducing the sample size below 50% widened the 95% confidence intervals (Fig. 4b). However, there was no notable trend in the point estimates of inflection points with reducing sample size. The greatest variation for other burden levels occurred when the sample was reduced to 20% or more of its original size. For example, a decrease to 98 days before diagnosis for burden level 3, and an increase to 154 days for burden level 1 for 5% of the total sample.

Table 3

<table>
<thead>
<tr>
<th>Method</th>
<th>Multi-morbidity Burden level</th>
<th>Percentage of original sample size included:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Percentage of original sample size included:</td>
</tr>
<tr>
<td>Direct maximum</td>
<td>0</td>
<td>154</td>
</tr>
<tr>
<td>likelihood</td>
<td>1</td>
<td>154</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>126</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>98</td>
</tr>
<tr>
<td>Method A</td>
<td>0</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>42</td>
</tr>
<tr>
<td>Method B</td>
<td>0</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>70</td>
</tr>
<tr>
<td>Method C</td>
<td>0</td>
<td>126</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>154</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>70</td>
</tr>
<tr>
<td>Method D</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>14</td>
</tr>
</tbody>
</table>
4.3. Comparison of methods

In making any recommendation for a methodological change, it is important to consider what one’s analytical method is intended to do. In this paper, the method is designed to address flaws in current methods for assessing cancer diagnostic system change. If an intervention aiming to expedite cancer diagnosis in symptomatic cancer is successful, it is reasonable to infer that the time between first presentation of cancer symptoms to healthcare and diagnosis will have reduced. At an individual level, this period is called the diagnostic interval, and has historically been the main measure for such assessments. However, identifying the first ‘milestone’ on this process – the first presentation to healthcare – is fraught with difficulty, especially in patients with additional morbidities. Furthermore, such multimorbid patients are now the norm. Our use of an increase in consultation frequency (when compared to controls) is a reasonable proxy for the first presentation to healthcare, albeit only on a population basis.

If this argument is accepted, then our new Maximum Likelihood method has several advantages over existing methods. As it uses maximum likelihood estimation to identify the inflection point, it is not dependent on direct statistically significant comparisons. It also allows: calculation of confidence intervals; testing of differences between groups (in this example, morbidity burden levels), and it accounts for secular trends in baseline consultation rate. Although it is possible to adapt the maximum likelihood method to be used on a case-only dataset [25], without controls background trends are only inferred from the pre-inflection point period. It remains an open research question as to the degree to which this influences findings. Besides the maximum likelihood method, method A also takes into account a secular trend by controlling for differences in the baseline incidence rate between cases and controls, but its results are likely to be affected by temporary increases in consultation frequency because background trends are not modelled linearly. Additionally, and potentially most importantly, the maximum likelihood method is not prone to biases introduced by shorter aggregation periods and smaller sample sizes. Such biases risk erroneous conclusions being drawn if sample sizes vary between groups.

However, the maximum likelihood method is complex to use, and would need amending to account for any clustering within general practices. It also uses considerable computer resources, and takes longer to perform (about a day depending on the complexity of the model).

Even so, the advantages seem to outweigh disadvantages, though this is less important when a large sample is available. In this paper, we have applied the method to consultation rates, although it could be applied to any countable occurrences, such as prescriptions or tests.

5. Conclusions

The new method uses mixed-effects, negative binomial time series regression analyses to estimate the inflection point with 95% confidence intervals, enabling a consistent estimation of the timeliness of cancer diagnosis at a population level. The method is less prone to bias than existing methods. Due to its complexity, other methods, such as Method A, may be considered for large studies with 28-days aggregation periods.
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