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A B S T R A C T   

Sensors are an increasingly widespread tool for monitoring utility usage (e.g., electricity) and environmental data 
(e.g., temperature). In large-scale projects, it is often impractical and sometimes impossible to place sensors at all 
sites of interest, for example due to limited sensor numbers or access. We test whether cluster analysis can be 
used to address this problem. We create clusters of potential sensor sites using factors that may influence sensor 
measurements. The clusters provide groups of sites that are similar to each other, and that differ between groups. 
Sampling a few sites from each group provides a subset that captures the diversity of sites. We test the approach 
with two types of sensors: utility usage (gas and water) and outdoor environment. Using a separate analysis for 
each sensor type, we create clusters using characteristics from up to 298 potential sites. We sample across these 
clusters to provide representative coverage for sensor installations. We verify the approach using data from the 
sensors installed as a result of the sampling, as well as using other sensor measures from all available sites over 
one year. Results show that sensor data vary across clusters, and vary with the factors used to create the clusters, 
thereby providing evidence that this cluster-based approach captures differences across sensor sites. This novel 
methodology provides representative sampling across potential sensor sites. It is generalisable to other sensor 
types and to any situation in which influencing factors at potential sites are known. We also discuss recom-
mendations for future sensor-based large-scale projects.   

1. Introduction 

Remote and automatic collection of data has become increasingly 
viable with the development of the Internet of Things [1,2], smart me-
ters [3,4] and sensor networks [5,6]. Availability of such data opens up 
new avenues of research for multiple domains in analysing, monitoring 
or forecasting from measurements of water usage [7], gas usage [8,9], 
electricity usage [10–12] and usage profiles [3,4,13–15], occupancy 
monitoring [16–18], energy efficiency across different build types or 
occupant behaviours [19–21], temperature [22,23], humidity [24], air 
quality [25–30], effects of ventilation [31–33], water quality and tem-
perature in lakes and streams [34,35], drinking water quality [36], and 
monitoring of health and environment in housing association homes 
[37–39]. 

In parallel with this enhanced access to data, there has been an 
increasing practical drive for energy savings [40,41], renewable energy 

utilisation [42], healthy home environments [43], and smart control of 
domestic systems [44,45]. Establishing the influences on these factors 
requires research into energy usage, water usage and environmental 
conditions in domestic settings, which relies on feasible monitoring and 
effective sensor placement. 

The purpose of the current study is to address a core long-standing 
problem for monitoring sensors. The problem is selecting representa-
tive and optimised locations for placing sensors [46,47] when it is not 
possible to place sensors in all potential locations, for example, due to 
limited numbers of sensors or difficulties with installation. Suboptimal 
placement of sensors can result in collecting data across similar situa-
tions, thereby providing potentially redundant information. Sensors 
could instead be more usefully deployed across a variety of sites [48], 
and by targeting locations through representative sampling. 

Research on optimum placement of sensors is often necessarily spe-
cific to the type of sensor and the application [e.g., water contamination: 
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[49], fluid flow: [50]], with placement design requiring solutions for 
specific spaces and sensors [51]. For indoor air quality or temperature, 
fluid dynamic modelling of pollutant or heat diffusion can highlight 
locations that would be most useful to monitor [52], with methods 
typically adapted to reduce the computational complexity [46,51,53], 
or incorporate influences from occupants and the building [54]. For 
studies on households, previous research has placed sensors in a subset 
of homes and assessed representativeness of the subset using census 
data, in order to provide a subset of sensor data alongside a full survey 
dataset [55]. 

Selection of sensor locations is often aimed at maximising coverage 
of a two- or three-dimensional known physical space. In these circum-
stances mathematical and spatial analysis techniques can be used to 
provide complete or optimised coverage, for example, for gas detection 
[56], security monitoring [47], and environmental sensors [57]. How-
ever, sensor placement is not always driven by spatial location, but by 
other potential influences, for example, in the current study, household 
characteristics and road distance. 

Methods for optimising sensor placement include minimising un-
certainty in the data estimates [58], evolutionary algorithms and neural 
networks [59], with machine learning as a promising emerging 
approach [60]. However, given specific applications and tailored 
methods, the techniques are not often readily accessible to those 
requiring sensor monitoring, and cannot guarantee a generalisable so-
lution for users such as building owners [61]. 

Futhermore, the optimal placement of sensors might not necessarily 
comprise uniform coverage of a known feature space, rather the 
coverage needs to reflect the values and weightings of features of the 
potential locations themselves. For example, in the current study, the 
purpose is to deploy limited sensors across a representative sample from 
our participants’ homes and their locations. We therefore wish to use a 
data-driven approach to ensure we capture the similarities and variety 
specifically within our cohort. 

In the current study we use cluster analysis in a novel methodology 
for selecting a representative sample of homes for sensor installation. 
Cluster analysis is an established technique for grouping individuals 
according to similar feature values [62], whilst also representing variety 
across groups. The benefits of this approach for sensor placement are 
that it is (1) generalisable to new settings and applications; (2) it is 
data-driven, so that the groups are defined by the set of potential sensor 
locations rather than being influenced by feature combinations that may 
not exist; (3) groups are based on known features that are expected to 
influence the monitored data. 

Clustering methods have been widely applied within the field of 
sensors and monitoring, including selecting locations for sensor place-
ment. However, unlike our study, clustering was performed on sensor 
data, rather than only using factors believed to influence those sensor 
data (i.e., in the current study, household and local environment char-
acteristics). In one study, clusters based on sensor data were further 
refined with spatial clustering, as detailed below [61]. 

For utility use, clustering has been used to group together similar 
electricity demand or usage patterns in terms of magnitude and timing 
in order to determine categories of power station loads [ [63], and in 
conjunction with renewable energy availability: [64–66]] and house-
hold usage profiles [67–71]. Clustering of gas and water usage data, has 
been used to identify usage profiles for categorisation or prediction [7, 
72–79], and clusters of energy usage across different building systems 
have revealed different user behaviour patterns [80]. 

Clustering by electricity usage has also been used to examine the 
household characteristics within each cluster [3,4], and supports find-
ings that energy usage is influenced by characteristics such as household 
size and the time spent at home [81,82]. 

For environmental measures, clustering has been used to determine 
patterns in temperature and humidity data [83] and comfort levels 
across clusters [24], to cluster climate data [84–86], and establish 
emergent geographical patterns [87]. Clustering of air pollution data 

groups monitoring stations or cities with similar readings, which can 
inform network development [88–90] and appropriate pollution 
reduction methods [91]. Air quality data has also provided a base for 
testing methods for clustering of time-series data [92,93]. 

Specifically applied to optimising sensor placement, clustering has 
also been primarily based on the sensor measurements. For the detection 
of water leaks, estimated pressure changes across the water distribution 
network were clustered into different types, and the most informative 
locations from each type were selected for pressure monitoring [94]. 

For environmental sensors (temperature, humidity and luminance), 
sensors were also clustered into groups based on the sensor data [61]. 
Separate cluster analyses for different areas of the building allowed for 
the influence of air conditioning. Clusters were refined using spatial 
clustering results. Strategies were provided and used to place a limited 
number of sensors for monitoring an office environment. Sensor 
coverage was validated by comparison with data from a full set of sen-
sors [61]. 

The purpose of the current study is to apply cluster analysis in a novel 
methodology for representative sampling from potential sensor sites. We 
apply this method to sampling across domestic properties in order to 
inform the placement of gas, water and environmental sensors. In 
contrast to previous work, cluster analysis is performed using household 
and environment characteristics, as opposed to sensor data, to create 
clusters of similar homes. The method is tested with two specific sensor 
types, but is generalisable to any situation in which influencing factors 
at potential locations are known. This methodology addresses a resource 
limitation problem when sensors are limited in number and need to be 
placed to maximise coverage of the potential dataset. Groups are defined 
by the features of the potential sensor locations, such that they represent 
the similarities and diversity within the cohort to be sampled. Sensors 
are placed into some homes in each cluster to provide a representative 
sample across all types of home. The resulting clusters and chosen sensor 
placements are verified using one year of utility usage data and envi-
ronmental measurements collected at 3–30 min intervals across a 
maximum of 280 homes. 

2. Overview 

In the next section we describe the broader project to provide the 
context for the current aim of representatively sampling potential sensor 
sites (Section 3). There are four main steps to this study. The first is 
conduct cluster analyses to provide groups of similar homes from which 
to sample across (Section 4). Secondly, the most appropriate cluster 
solution is chosen for each application (utility sensors and environ-
mental sensors) (Section 5). Thirdly, sensors of each type are installed 
using the chosen cluster solutions to inform installation sites (Section 6). 
Finally, we use the sensor data collected to assess whether this clustering 
approach achieved its purpose of representative sampling of potential 
sensor sites (Section 7). Fig. 1 provides an overview of the four steps, 
including the datasets used and the number of homes or sensors avail-
able at each relevant step. 

3. Study context and data collection 

3.1. The Smartline project 

Over 300 households were recruited to take part in Smartline, from 
domestic properties that are managed by Coastline Housing, a housing 
association in Cornwall, South West UK. The overarching aim of the 
Smartline project is to investigate opportunities for technology to sup-
port healthier and happier living in homes and communities [95–101]. 
To our knowledge, Smartline is the largest domestic project of its kind to 
date, although non-domestic projects are ongoing [102]. 
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3.2. Smartline data 

Survey, sensor and housing data were collected from the partici-
pating homes, following informed written consent. The large dataset is a 
unique combination of cross-sectional and time-series data, including 
household characteristics and behaviours, environmental readings, and 
utility usages. 

3.3. Surveys 

Face-to-face surveys were conducted with 329 participants in 
September 2017 to November 2018. In the broader Smartline project, 
survey data were collected to provide information about the home, the 
household, occupant behaviours, community interactions, health and 
wellbeing. 

3.4. Sensors 

On the Smartline project, utility usage sensors and indoor environ-
mental sensors were installed in up to 280 homes from October 2017 
onwards. The broader purpose of the sensors, within Smartline, was to 
provide information on the indoor environment and utility usage, to be 
considered in relation to occupant health and wellbeing. Environmental 
sensors external to the home were also installed to provide a context 
when considering the indoor environment. 

Utility readings comprised electricity, gas and water usage for the. 
They were each installed on the utility supply meter to provide overall 
measures of usage for whole property. Readings were recorded every 
3–7.5 min. Indoor and external environmental measures comprised air 

temperature, relative humidity (RH), volatile organic compounds 
(VOCs), equivalent CO2 (eCO2) and particulate matter up to size 2.5 μm 
(PM2.5), together with PM10 for the external environmental sensors. 
Measurements were taken every 3–5 min in the living room and 
bedroom, and every 30 min for the external sensors. 

All sensors were manufactured by Invisible Systems Ltd. and 
installed by Blue Flame (Cornwall) Ltd. from October 2017 onwards. 
Table 1 in the provides sensor details. Given the proximity of homes 
taking part in this study, the sensor gateway in one home can be close 
enough to transmit readings from sensors in other homes, such that 
multiple readings can be captured within the update interval. The up-
date interval of 7.5 min is standard for these sensors, providing 8 
readings per hour. A shorter interval was chosen for sensors when bat-
tery life or mains power allowed (see Table 1). An update rate of 30 min 
was chosen for external sensors based on estimations for the battery to 
last for two years. 

3.5. Current study 

Smartline electricity and indoor environmental sensors were avail-
able for installation in 280 homes. However, there were limited numbers 
of water, gas and external environmental sensors. The aim of the current 
study was to select sites for the placement of these sensors in order to 
capture a representative range of homes and environments across the 
Smartline cohort area. 

In this study, survey responses are used as factors for the cluster 
analyses in order to create groups of similar homes to be sampled across. 
The same survey factors are also used as predictors in regression ana-
lyses to verify the cluster solutions. More details are provided about the 
measures used as factors and predictors in relevant sections below. A 
reference table for terminology is presented in Table 5. 

Data from sensors are used to verify whether the cluster analysis 
approach was successful in informing representative placement of sen-
sors that were limited in number. The purpose of analysing these data is 
not to draw conclusions about the measures themselves, but is to verify 
the clustering method. 

4. Clustering methods 

This section presents the cluster analysis methods, using known 
factors to create groups of similar homes, from which sensor sites can be 
sampled. 

Two sets of cluster analyses were conducted on factors representing 
characteristics of the potential sensor sites. The purpose of each was to 
determine a set of homes to provide a representative sample for the 
placement of utility usage sensors and external environmental sensors, 
one type per analysis. After assigning homes into clusters, we sampled 
from each cluster to provide a subset of homes that captured the range of 
characteristics across all homes. 

The first analysis was for the placement of sensors monitoring water 
and gas usage (m3). The second analysis was for the placement of 
external environmental sensors for temperature (◦C), relative humidity 
(RH, %), volatile organic compounds (VOCs, parts-per-billion), equiva-
lent CO2 (eCO2, parts-per-million), and particulate matter of sizes 2.5 
μm and 10 μm (PM2.5 and PM10, μg/m3). 

The process for each analysis was the same except different sets of 
factors were included for the clustering. Because of changes in partici-
pating households, availability of data for cluster factors, availability of 
additional sensors, and practical limitations in installing utility sensors, 
two stages were conducted for each analysis. 

For the utility sensors, the first stage was conducted on 248 homes in 
November 2017 for the placement of up to 50 water and 50 gas sensors. 
The second stage was conducted on 298 homes in October 2019. Be-
tween the first and second stages 81 households withdrew from the 
project and 131 joined. In addition, more suitable data became available 
for the cluster factors, as described below. Installations were restricted 

Fig. 1. Overview of the study, showing the sequence of steps, the contributing 
datasets and the numbers of homes or sensors. 
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to 22 water and 41 gas sensors (see Section 6), so the second-stage 
clustering also allowed a more appropriate number of clusters to be 
chosen. 

For the external sensors, the first stage was conducted on 291 homes 
in November 2017 for the placement of 30 sensors. In February 2019, an 
additional 30 sensors became available. However, at this time, 103 
households from the first stage had left the project, while 95 households 
had joined. To determine sites for the placing the additional sensors, we 
conducted a second stage to repeat the analysis on the updated cohort of 
283 homes. 

4.1. Factors 

Factors considered relevant for affecting water and gas use were as 
follows. Previous research has shown that these factors can affect water 
usage [103,104] and gas usage [105,106].  

1. Property-type (flat or house).  
2. Property-size (number of bedrooms or rooms).  
3. Property-age (years).  
4. The time spent inside the home (two factors in the first-stage 

analysis). 

Number of occupants per age-group.  

5 0–12 years.  
6 13–17 years.  
7 18–65 years.  
8. 66+ years. 

Property-size was represented by number of bedrooms in the first- 
stage analysis and by number of rooms in the second stage. Time 
spent occupying the home was represented by numbers of occupants in 
part-time and full-time employment in the first stage, and by survey 
responses about the number of hours typically spent inside the home in 
the second stage. 

The factors considered relevant for affecting external air measure-
ments were as follows.  

1. Latitude.  
2. Longitude.  
3. Digital Terrain Model data [DTM; 107] as a measure of elevation 

above sea level.  
4. The difference between Digital Surface Model data [DSM; 108, 

109]1and DTM data as a measure of surrounding cover (e.g., trees, 
buildings).  

5. The distance from the nearest A-road. 

It seems unlikely that there will be sufficient variation in latitude and 
longitude within the area project location to reflect global climate dif-
ferences. However, latitude and longitude were used in order to capture 
the relative location of the property within the local context. Variation 
in latitude and longitude are likely to reflect other underlying groupings 
or variables that are unknown in advance, such as differences in sur-
roundings that affect wind speed or local microclimates. Latitude and 
longitude therefore allow sensors to be distributed over the project area 
and capture differences in local surroundings. We also included other 
factors that may be more likely to directly affect influences on envi-
ronmental measures. Previous research has shown influences of eleva-
tion on temperature and, in part, on wind speed [111],2 whilst 
surrounding cover or shelter is also likely to affect temperature and 
humidity by mediating wind speed. Finally, distance to the nearest main 
road can affect air quality [112]. 

Table 1 
Sensor information for each type of utility usage and air measurement.  

Sensor data type Sensor model Sensor technology Sampling interval Measurement accuracy or operation notes 

Electricity ISL067 Smart RF Mk2 
single-phase wireless 
meter (ref: QC0142) 

Split core current transformer providing energy 
and current measurements using the output low 
AC voltage (0–0.33V AC). 

Readings recorded 
every 3 min. 

±10% 

Gas Pulse transmitter (ref: 
QC0145b) 

The sensor takes the pulse output from the utility 
meter installed in the home, and operates with 
either rotary or electronic pulse meters. 

Count of the number 
of pulses generated 
per 7.5 min. 

In line with equipment it is connected to. 

Water Pulse transmitter (ref: 
QC0145c) 

The sensor takes the pulse output from the utility 
meter installed in the home, and operates with 
either rotary or electronic pulse meters. 

Count of the number 
of pulses generated 
per 7.5 min. 

In line with equipment it is connected to. 

Indoor temperature 
and relative 
humidity (RH) 

Ultra-RF for 
temperature and 
relative humidity (ref: 
QC0160) 

A band-gap temperature sensor and capacitive 
RH sensor. 

Readings recorded 
every 3–5 min. 
Update rate every 5 
min. 

±0.5 ◦C 

Indoor VOCs and 
eCO2 

LoRa VOC Transmitter A low-power digital gas sensor solution, which 
integrates a gas sensor solution for detecting low 
levels of VOCs. Sensor also provides eCO2 level 
derived from the VOC levels. 

Readings recorded 
every 3–5 min. 
Update rate every 5 
min. 

VOCs detected: Alcohols, Aldehydes, Ketones, 
Organic Acids, Amines, Aliphatic and Aromatic 
Hydrocarbons 

Indoor PM2.5 LoRa PM2.5 - PM10 
Transmitter 

A laser-based sensor, using the light scattering 
method to detect and count particles in the 
concentration range of 0 μg/m3 to 1,000 μg/m3. 

Readings recorded 
every 3–5 min. 
Update rate every 5 
min. 

0 μg/m3 to 100 μg/m3: ±15 μg/m3 
100 μg/m3 to 1000 μg/m3: ±15% 

Outdoor 
environment 

Invisible Systems 
External AQ Monitor 

As the indoor temperature, relative humidity, 
VOCs and PM2.5 sensors. The sensor also 
provides measures of PM10 using the same 
technology as for PM2.5. 

Readings recorded 
every 30 min. 

±0.3 ◦C 

Gateway Boxed ISL058 gateway   RF transmitters connect to sensors and send data to 
the infrastructure internet connected Gateway on 
site. The Gateway stores and transfers the data to 
the Realtime Online cloud server over a secure 
mobile cellular connection.  

1 DTM and DSM data freely obtained from the Natural Environment Research 
Council (Centre for Ecology & Hydrology; British Antarctic Survey; British 
Geological Survey), converted from ASC to CSV format using PyLidar [110].  

2 The findings were made with larger and higher elevations than in the 
current study. 
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4.2. Determining factor values 

The factors for the utility-sensor placement analysis (property-type, 
bedrooms, property-age, part- and full-time employed counts, and age- 
group counts) were determined using Coastline Housing data in the 
first stage. In the second stage, rooms (previously bedrooms), time at 
home (previously employment counts) and age-group counts were 
replaced by participant survey responses. 

Latitude, longitude, Easting and Northing of the properties were 
determined from the postal code [113]. The DTM and DSM values were 
calculated as the mean average of the 1-m resolution data across a 9 m ×
9 m square surrounding the property’s Easting and Northing. Distance to 
the nearest A-road was measured in metres for each latitude and 
longitude pair using the distance tool on Google Maps [114]. 

4.3. Pre-processing 

Factors in a cluster analysis can carry different weightings in influ-
encing the clustering calculations due to differences in variance and 
magnitudes of the factor values. Transformation into z-scores stan-
dardises values to the same mean and standard deviation, and are 
calculated by subtracting the mean of the values and dividing by the 
standard deviation. All factors were transformed into z-scores to ensure 
similar variances and therefore similar weights in the cluster analysis. 
For utility-sensor factors, given small numbers and high skew in some 
counts of people, and to maintain relative magnitudes across those count 
data, we used the standard deviation and mean across all people-count 
factors to calculate z-scores. 

4.4. Correlations 

In cluster analysis, correlations between factors can be problematic if 
the factors are representing the same underlying characteristic. A 
characteristic captured by multiple factors contributes more influence 
on the cluster process than characteristics that are only captured by one 
factor. The correlation between each pair of factors was therefore 
checked. We calculated correlations using values from all homes 
available. 

Figs. 2 and 3 present the correlation coefficients, and show high 
correlations between some factors for both the utility-sensor and the 
external-sensor analyses. However, while some of the bases for the 
factors overlap, it was decided that each of the factors also brings its own 
quality. For example, number of full-time employed correlates with the 

number aged 18–65, but the first provides information about daytime 
occupancy while the second gives the number of adults, both of which 
may influence utility usage for different reasons. 

4.5. K-means clustering 

We employed a k-means clustering technique, in which the distance 
between potential sensor sites and the cluster centre (i.e., centroid) is 
minimised by iteratively updating the membership of the clusters ac-
cording to the closest centroid then recalculating the centroid location as 
the mean of the cluster members [62,115]. 

K-means was chosen above other clustering methods due to the nu-
merical nature of the factors, and its applicability to this dataset [98]. In 
this study, other benefits of using k-means are to provide a generic and 
accessible approach for application in other settings. It is probably the 
most widely used clustering approach, with extensive documentation, 
tutorials and tools for implementation, and is applicable to any set of 
numerical factors. 

Fig. 2a. Utility-sensor factors, first stage. Pearson correlation coefficients (and 
p-values) between pairs of utility-sensor factors used in the first stage with 248 
homes. The coefficient scale is from − 1 (blue) to +1 (red). (For interpretation of 
the references to colour in this figure legend, the reader is referred to the Web 
version of this article.) 

Fig. 2b. Utility-sensor factors, second stage. Pearson correlation coefficients 
(and p-values) between pairs of utility-sensor factors used in the second stage 
with 298 homes. The coefficient scale is from − 1 (blue) to +1 (red). (For 
interpretation of the references to colour in this figure legend, the reader is 
referred to the Web version of this article.) 

Fig. 3a. External-sensor factors, first stage. Pearson correlation coefficients 
(and p-values) between pairs of external-sensor factors used in the first stage 
with 291 homes. The coefficient scale is from − 1 (blue) to +1 (red). (For 
interpretation of the references to colour in this figure legend, the reader is 
referred to the Web version of this article.) 

T. Menneer et al.                                                                                                                                                                                                                                



Building and Environment 231 (2023) 110032

6

Latitude and longitude data represent fewer than half of the factors 
in one of the applications we are testing. However, it is worth noting that 
k-means clustering is sometimes avoided for latitude and longitude data. 
Distortion can occur due to changes in the distance between longitudes 
with the curvature of the earth, and locations can be overrepresented or 
underrepresented due to random selection of starting centroids from the 
dataset [116]. However, in our study, earth curvature is minimal, and it 
is advantageous to capture data-driven weightings to ensure represen-
tative coverage of our participant homes and locations, rather than 
obtain uniform coverage of a predefined space. 

The method was implemented in Python [version 3.6; [117, 
118]]3using the k-means module [Scikit-learn version 0.19.1; [124]] 
with the triangle inequality option for speed efficiency [125]. 

The k-means algorithm was set to create 50 models with different 
initial seeds for centroid locations and return the model with the lowest 
resulting inertia, which is the sum of squared distances between the 
homes and the centroid within each cluster. Each model converged 
when the relative change in the inertia was less than 0.0001 between 
iterations. Models were created for 5 to 25 clusters to determine the 
number of clusters (k) that provides the most appropriate solution. The 
whole process was conducted ten times (hereafter called run 1 to 10) and 
selection of the final solution was guided by consistency of solutions 
across different runs, which reflects less susceptibility to noise. 

For the two stages of the utility-sensor analysis, factors differed 
across the two. We therefore conducted two separate cluster analyses, 
providing two independent cluster solutions. Locations of sensors, which 
were placed according to the first stage, were verified in the context of 
the second-stage clusters. 

Across the two stages of the external-sensor analysis, the factors 
remained consistent. We could have therefore added the new homes to 
the cluster solution from the first stage. However, we instead conducted 
the second-stage analysis on the complete set of 283 homes indepen-
dently of the first stage because some households had withdrawn. In 
addition, 30 additional sensors were still to be placed, so we verified the 
location of existing sensors, and compensated for any lack of cluster 
coverage by the placement of a new sensor. 

For both the utility-sensor and external-sensor analyses, the 

classification of homes by cluster were validated, and the overlap be-
tween first- and second-stage solutions was quantified to ascertain a 
consistent structure between the two stages. The supplementary mate-
rial provides details. 

5. Resulting clusters 

This section describes the results of the clustering analyses. Measures 
of fit are presented, which were used to select the most appropriate 
cluster solutions. 

5.1. Measures of fit: inertia and silhouette 

Two measures of fit were plotted across the different numbers of 
clusters. These plots were used to visually determine the point(s) at 
which a so-called elbow occurs, reflecting a change in the rate of change 
of measure. Figs. 4 and 5 provide plots for the run that was ultimately 
chosen as containing the solution for each analysis. 

The first measure used was the inertia, defined earlier [e.g., see 
Ref. [126]]. The second was the silhouette [127], which is an inverse 
measure of overlap of the clusters. It is calculated as the normalised 
difference between the mean distance between members within a cluster 
and the mean distance between those cluster members and the members 
in the nearest other cluster. 

5.2. Selecting a solution 

Plots for all ten runs revealed a change in rate for each measure at k 
= 9 and k = 6 for the first and second stages of the utility-sensor analysis 
respectively, and at k = 11 and k = 7 for the first and second stages of the 
external-sensor analysis respectively. In all cases, except the second 
stage of the utility-sensor analysis, the expected number of sensors 
supported a larger number of clusters than that identified. In addition, 
inertia and silhouette generally improve with more clusters. It was 
therefore decided to choose larger numbers of clusters than indicated by 
these initial solutions. 

For the first stage of the utility-sensor analysis, k = 16 was indicated 
by two of the ten runs, while other values of k > 9 were indicated by one 
run at most. Of those two runs, one solution gave a cluster with only two 
members, which was considered too small for our sampling purposes, so 
the other run was chosen. This run had the second largest silhouette and 
the fourth lowest inertia of all runs for k = 16. 

Fig. 3b. External-sensor factors, second stage. Pearson correlation coefficients 
(and p-values) between pairs of external-sensor factors used in the second stage 
with 283 homes. The coefficient scale is from − 1 (blue) to +1 (red). (For 
interpretation of the references to colour in this figure legend, the reader is 
referred to the Web version of this article.) 

Fig. 4a. Utility-sensor analysis inertia (upper panel) and silhouette (lower 
panel) as a function of the number of clusters for the first stage. 

3 with NumPy 1.13.3 [119,120], SciPy 0.19.1 [121], Pandas 0.20.3 [122], 
and Matplotlib 2.1.0 [123]. 
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Fewer sensors were placed than originally planned (22 for water and 
41 for gas). Therefore, in the second-stage analysis, k = 6 was chosen to 
allow at least two sensors per cluster. Four runs gave the lowest inertia, 
and the third highest silhouette. All four provided identical cluster 
membership. 

For the first stage of the external-sensor analysis, all runs indicated 
visual elbows in the rate of change for inertia at k = 17 and for silhouette 
at k = 14 and k = 17. Given a maximum of 30 sensors available at this 
first stage, the solution with 14 clusters was chosen to allow for more 
sensors per cluster. All runs gave identical solutions for k = 14. 

For the second stage of the external-sensor analysis, 30 additional 
sensors were available, providing a maximum of 60 sensors. We there-
fore decided to use 15 or more clusters. Elbows were indicated at k = 15 
in inertia for three runs and in silhouette for five runs, with little con-
sistency for values of k > 15. One run indicated k = 15 in the elbow for 
both inertia and silhouette, and the provided lowest inertia and highest 
silhouette across all runs. This cluster solution was therefore chosen to 
make recommendations for placing the additional sensors. 

6. Sensor placements 

Given the clustering solutions selected, homes within each cluster 
were ordered by Euclidian distance from their cluster centroid to pro-
vide recommendations for the placing of sensors at representative sites. 
However, there were installation restrictions for many of the sites that 
were recommended following the first-stage cluster analyses, as detailed 
below. In addition, some households withdrew from the project between 
the cluster analyses and the installation of the sensors. In all cases, if a 
recommended site was not available, the next site in terms of distance 
from the centroid was instead recommended. 

Figs. 6 and 7 show the clusters, with each cluster represented by a 
different colour. Each dot represents one home, with a line connecting to 
its cluster centroid. Open circles indicate the sites suggested for sensor 
placement, and open squares represent sites at which sensors were 
placed. Given nine (first-stage) or eight (second-stage) factors for the 
utility-sensor cluster analysis and five factors for the environmental 
sensors, only two factors are plotted for visual clarity. In Fig. 6, principal 
components of the cluster factors are used [Scikit-learn PCA; [128]]. 
However, Euclidian distance of homes from the centroid was determined 
using all cluster factors. In Fig. 7, to ensure anonymity and to increase 
visual clarity, jitter is applied to individual homes. 

Based on the first-stage clustering of the utility sensors, the recom-
mended choice was for two sites close to the centroid and one site distant 
from the centroid, giving 16 clusters * 3 sites = 48 sensors. 

Installation of gas sensors was restricted by some homes having a gas 
meter that does not produce a pulse output, making it unsuitable for the 
pulse sensor to be used. Installation of water sensors was also restricted 
due to some participants preferring to avoid the installation disruption 
(e.g., having a hole cut into the back of the kitchen cupboard). Of the 48 
recommended homes, no gas homes were suitable, and 5 water were 
installed as planned. When a home was not available, the next home in 
terms of distance from the centroid was instead approached for install. 

22 water sensors and 41 gas sensors were successfully installed. 
However, 11 of the gas sensors were placed in homes not in the first- 
stage clustering due to being recently recruited participants. For both 
water and gas, there were clusters without any sensors placed due to the 
installation restrictions. See first-stage clusters without open squares in 
Fig. 6 (water cluster numbers 6, 10, 13, 14, 15; gas cluster numbers 0, 6, 
8, 13, 14, 15). 

For second-stage clusters, some households with sensors installed 
following the first stage had withdrawn from the project or had missing 

Fig. 4b. Utility-sensor analysis inertia (upper panel) and silhouette (lower 
panel) as a function of the number of clusters for the second stage. 

Fig. 5a. External-sensor analysis inertia (upper panel) and silhouette (lower 
panel) as a function of the number of clusters for the first stage. 

Fig. 5b. External-sensor analysis inertia (upper panel) and silhouette (lower 
panel) as a function of the number of clusters for the second stage. 
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survey data, leaving 21 homes with water sensors and 32 with gas 
sensors. Given all sensors had already been installed following the first- 
stage analysis, no recommendations were made following the second 
stage. 

Across the final six clusters, there were 1–5 water sensors per cluster, 
with four clusters having at least four sensors. The water-sensor home 
that was closest to the cluster centroid was positioned as follows. In two 
clusters, it was at the closest home to the centroid, and in three it was 

Fig. 6. Utility-sensor clusters for the first (right panels) and second (left panels) stages, for water (upper panels) and gas (middle panels), and coefficient weight for 
“1st” and “2nd” principal components (PC) for each cluster factor (lower panels). See text for details. 
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tenth closest at most. In one cluster (number 3), with 49 unique mem-
bers and four water sensors, it was at the 36th home from the centroid. 
There were 2–14 gas sensors per cluster. In four clusters, a gas sensor 
was within eight homes of the centroid, and in the remaining two 
clusters (numbers 2 and 4) it was 27th. 

For the first stage of the external sensors, the recommended choice 
was for one site close to the centroid and one distant from the centroid, 
giving 14 clusters * 2 sites = 28 sensors. The installation of external 
sensors was restricted by requiring a suitable mount for the sensor. Of 
the 28 recommended sites, 7 had sensors installed. As for gas and water, 
when a site was not available, the next site in terms of distance from the 
centroid was instead considered. Of the 30 sensors planned, 27 sensors 
were successfully installed including three installed at sites not in the 
first-stage cluster analysis. 

Recommendations for second-stage placements were made under 
constraints from the 27 sensors that had already been placed. Two of the 
15 clusters contained no existing external sensors, and five had only one. 
Distribution of the additional 30 sensors was recommended across the 
clusters to give 2–6 sensors per cluster. Twenty-eight additional sensors 
were successfully placed, achieving 2–6 sensors per cluster, and 55 
sensors altogether. Of the 55 sites recommended, sensors were placed at 
53, with two of the homes each having two sensors at different orien-
tations. Four clusters had only two sensors. Three of these clusters 
contained at most eight sites. In the other, all sites in the cluster were 
located on adjacent roads. In 14 of the 15 clusters, an external sensor 
was positioned at the closest distance to the cluster centroid, and in the 
remaining cluster it was placed at the second closest distance. 

7. Clustering verification 

In this section, we verify the appropriateness of the clustering 
methodology to provide a representative sample of sensor sites from the 
full set of potential sites. If the clusters created are successful in 
capturing a range of sensor sites, then we would expect the resulting 
sensor data to vary across clusters, and vary with the factors used to 
define the clusters. Such variation would suggest that the clusters are 
meaningful with respect to the sensor data being collected. 

Overall, we wanted to test for differences in sensor data between 
clusters. Water, gas and external sensors were deliberately distributed 
across clusters, resulting in limited numbers per cluster, and providing 
limited statistical power for the effects of cluster. However, other related 
measures across all homes can be used to test for an effect of cluster. 
First, we test for relationships between measures that could be related, 
for example between internal and external temperature, and between 

electricity and gas usage. Second, we test for differences between clus-
ters for these related measures, which should occur if the clusters are 
meaningful for these types of measures. Thirdly, we test for relationships 
between the cluster factors and the data from water, gas and external 
sensors. 

For each sensor, readings were used from 1st November 2018 to 31st 

October 2019, taking the mean hourly usage for utilities and the mean 
average reading for environmental measures. To allow for any differ-
ences in the interval between the readings, all readings were interpo-
lated to a resolution of 1 min before means were calculated. For utilities, 
the usage was summed for each hour before calculating the mean hourly 
usage. Sensors were excluded if readings did not span the date-range, 
and outliers were also excluded. For utilities, values were excluded 
that were more than 12 standard deviations from the mean and dates 
were excluded if zero usage was recorded. Nine gas sensors were 
excluded for a mean hourly usage below 0.01 m3 or for zero usage on 
25% of days or more. 32 electricity sensors were excluded for a mean 
hourly usage below 0.08 kWh or for a visually abrupt change in usage 
during the date-range. 

Most external sensors did not capture data during the full year. 
Therefore, to maximise the number of valid external sensors, we used 
two restricted date-ranges: Winter, from 1st December 2018 to 28th 

February 2019, and summer, from 1st May 2019 to 31st July 2019. 
Table 2 provides the final numbers of sensors for each type. Table 3 
provides descriptive statistics for the factors used for the cluster analysis. 

7.1. Correlations between related sensor measurements 

The factors used for the utility-sensor cluster analysis should also 
influence electricity usage. We therefore tested for correlations between 

Fig. 7. External-sensor clusters for the first (left panel) and second (right panel) stages. See text for details.  

Table 2 
Number of sensors with complete data for each sensor type.   

N 

Bedroom temperature and RH 237 
Living room temperature and RH 231 
VOC 150 
eCO2 150 
PM2.5 180 
Electricity 110 
Water 19 
Gas 13 
External temperature, RH, VOC, eCO2, PM2.5, PM10 winter 15 
External temperature, RH, VOC, eCO2, PM2.5, PM10 summer 24  
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water and gas usages and electricity usage in homes with the relevant 
utility sensors in place. Fig. 8 shows significant positive relationships 
between utility usages. 

For the external sensors, the external air could influence the air in-
ternal to the home. We tested for correlations between external-internal 
pairs of measures using only those homes at which external sensors were 
installed. Relative humidity is dependent on air temperature because it 
determines the maximum amount of water that air can hold. To compare 
external and internal humidity, we therefore compared absolute hu-
midity as well as RH. Absolute humidity was calculated for each reading 
from temperature (T) and RH sensors as [129]: 

6.112 ∗ e17.67∗T
243.5+T ∗ RH ∗ 2.1674
273.15 + T 

There were no significant correlations between external and indoor 
measures. See Fig. 9. 

There are significant correlations between the electricity and other 
utility usages, and there is reason to expect that the factors used for the 
water and gas cluster analysis could also affect electricity. There were no 
correlations between the internal and external environmental measures. 
However, the lack of significant relationships could reflect the 
complexity of the indoor environment, as discussed in the Discussion 
section below. 

7.2. Relationships between clusters and sensor data 

In this section, we wish to test whether sensor readings vary across 
clusters. To have sufficient statistical power we used the measures that 
have large numbers of sensors in each cluster, namely the electricity and 
the indoor environmental measures. 

Each household was assigned to the cluster with the nearest centroid 
for each of the utility-sensor clustering and the external-sensor clus-
tering, both using the second-stage clusters. 

For the utility-sensor clusters, an effect of cluster for the electricity 
usage would suggest that the correlated water and gas measures also 
vary across cluster. 

For the external-sensor clusters we test for an effect of cluster for 
each internal environmental measure. Despite no significant correla-
tions between the indoor and external environmental measures, an ef-
fect of cluster would suggest that the factors used for the external-sensor 
clustering do influence environmental conditions. 

Data were analysed using a one-way k-level (number of clusters) 
ANOVA for each dependent measure. When Bartlett’s test for equal 
variances was violated (p < 0.05), a Kruskal-Wallis test was performed 
instead. 

For the utility-sensor clusters, there was a significant effect of cluster 
for electricity usage, N = 110, χ2(5) = 29.979, p < 0.001. For the 

Table 3 
Descriptive statistics for each clustering factor for homes with water, gas, and 
external sensors.   

Water (N ¼ 19) Gas (N ¼ 13) 
Clustering 

factor 
Mean (SD) Min, max Mean (SD) Min, max 

Type (0 = flat) 0.53 (0.51) 0, 1 0.38 (0.51) 0, 1 
Rooms (count) 6.26 (1.28) 4, 9 5.31 (1.18) 4, 8 
Age (years) 41.21 (25.99) 6, 68 37.08 (25.13) 6, 66 
Time (hours) 19.55 (3.02) 13, 24 20.79 (2.58) 15, 24 
0-12 (count) 0.21 (0.54) 0, 2 0.00 (0.00) 0, 0 
13-17 (count) 0.11 (0.32) 0, 1 0.00 (0.00) 0, 0 
18-65 (count) 1.00 (0.94) 0, 3 0.38 (0.51) 0, 1 
66+ (count) 0.52 (0.70) 0, 2 1.00 (0.58) 0, 2     

External sensors winter (N 
¼ 15) 

External sensors summer (N 
¼ 24) 

Clustering 
factor 

Mean (SD) Min, max Mean (SD) Min, max 

Latitude (◦) 50.227 
(0.015) 

50.209, 
50.250 

50.227 
(0.014) 

50.210, 
50.250 

Longitude (◦) − 5.264 
(0.035) 

− 5.309, 
− 5.224 

− 5.266 
(0.033) 

− 5.309, 
− 5.220 

Elevation 
(metres) 

104.915 
(20.219) 

81.654, 
153.103 

106.308 
(19.349) 

79.476, 
158.651 

Cover (metres) 4.781 (2.987) 0.036, 
13.429 

3.935 (3.235) 0.002, 
13.429 

A-road 
(metres) 

451.1 (397.1) 16, 1680 374.4 (332.4) 16, 1680  

Fig. 8. Utility usages. Pearson correlation coefficients (and p-values) between 
water, gas and electricity usages. The coefficient scale is from − 1 (blue) to +1 
(red). (For interpretation of the references to colour in this figure legend, the 
reader is referred to the Web version of this article.) 

Fig. 9. Environmental measures. Pearson correlation coefficients (and p- 
values) between external and internal values during winter and summer. The 
coefficient scale is from − 1 (blue) to +1 (red). (For interpretation of the ref-
erences to colour in this figure legend, the reader is referred to the Web version 
of this article.) 

Table 4 
F for ANOVA and χ2 for Kruskal-Wallis (and p-values), for the effect of external- 
sensor cluster for each of the internal-sensor measures.  

Temperature living room N = 231 χ2(14) 23.828 (0.048) 

RH living room N = 231 F(14, 216) 2.72 (0.001) 
Temperature bedroom N = 237 F(14, 222) 1.51 (0.110) 
RH bedroom N = 237 F(14, 222) 1.83 (0.035) 
VOC N = 150 F(14, 135) 1.07 (0.386) 
eCO2 N = 150 F(14, 135) 1.09 (0.372) 
PM2.5 N = 180 χ2(14) 20.769 (0.108)  
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external-sensor clusters, effects of cluster are provided in Table 4. There 
were significant effects of cluster for temperature in the living room and 
RH in both rooms. 

The analyses have revealed effects of cluster, but interpretation of 
influences on the differences is limited given that the cluster factors are 
not represented in the analysis. Linear regressions were therefore con-
ducted to establish which cluster factors were predictors of the sensor 
readings. Regressions were only conducted for those measures that 
revealed an effect of cluster. Variance inflation factors for all predictor 
variables in all regressions were below 4, except latitude (13.3–13.7) 
and longitude (10.0–10.2). The plots of residuals against fitted values 
showed no evidence of heteroscedasticity for all regression models. 

The utility-sensor cluster factors significantly predicted the elec-
tricity usage overall (F(8, 101) = 12.29, p < 0.001). Electricity usage 
increased with all age-group counts (coefficients = 0.070 to 0.115, ps ≤
0.002), and there was a trend towards property-age being a significant 
predictor (coefficient = 0.001, p = 0.070). There were no other signif-
icant predictors (all p > 0.156). 

The external-sensor cluster factors were used as predictors in three 
separate regressions to predict temperature in the living room and RH in 
each room,. The models for RH in the bedroom was not significantly 
different from the null model with no predictors (F(5, 231) = 1.45, p =
0.207). The regression models for temperature and RH from the living 
room exhibited a significant overall relationship between the predictors 
and the outcome (both F(5, 225) ≥ 2.76, p < 0.020). Temperature 
showed a strong trend towards increasing further south (latitude coef-
ficient = − 54.113, p = 0.055) and increased with cover (coefficient =
0.104, p = 0.025). RH increased further north (latitude coefficient =
225.270, p = 0.025) and further west (longitude coefficient = − 95.977, 
p = 0.023), and decreased with cover (coefficient = − 0.369, p = 0.025). 

7.3. Relationships between cluster factors and utility-sensor and external- 
sensor data 

In this final verification, we test for variation of the sensor data with 
the factors used for clustering. We used the cluster factors in regressions 
as predictors for the measures from the sensors that were placed as a 
result of the clustering process. Sensors were purposely distributed 
across clusters to capture data from a range of homes. An ANOVA was 
not therefore appropriate given small numbers per cluster (after outlier 
removal: 0 to 6). Separate regressions were performed for homes with 
water sensors, homes with gas sensors, and the external sensors. 

For homes with gas sensors, there were no occupants in the 0–12 and 
13–17 age-groups, and the variation inflation factors were high for age- 
group 66+ (13.0), property-age (34.2) and number of rooms (12.5), we 
therefore removed property-age from the predictors and summed the 
number of occupants into a single measure. 

Variance inflation factors for all predictor variables in all regressions 
were below 4, except for latitude (15.67 or 15.84) and longitude (8.54). 
The plots of residuals against fitted values showed no evidence of het-
eroscedasticity for all regression models. 

Water usage was successfully predicted by the model, while the gas 
usage model only revealed a trend towards significance over the null 
model with no predictors (F(8, 10) = 7.51 p = 0.002 and F(4, 8) = 2.99 
p = 0.087 respectively). 

Fig. 10 provides the regression coefficients and p-values.4 Water 
usage increased with the numbers of 13–17 and 66+ year-olds, and the 
strongest predictor for gas usage was number of rooms. There were also 
multiple trends towards significant predictors for water. Effects of fac-
tors differed between utilities, suggesting that usages of all utilities are 
not necessarily affected by the same factors. 

For the external sensors, each home was assigned the readings from 

the nearest external sensor. Only homes that had a unique set of cluster 
factor values were included in the analysis, giving 38 homes for winter 
and 50 for summer. All measures were successfully predicted by the 
respective model in both winter and summer, except VOCs in winter, 
which was not significant, and summer particulate matter, which 
showed trends towards significance. Figs. 11–13 provide the Fs, 
regression coefficients and p-values. 

In winter, temperature increased further south, further east and with 
distance from an A-road, and decreased with elevation. In summer, 
temperature also decreased with elevation. RH in winter showed pat-
terns opposite to temperature, increasing further north and further west, 
and with elevation. In summer, there was a trend towards an increase in 
RH with elevation. 

In summer, VOCs increased further west, and decreased with sur-
rounding cover and with distance from an A-road. In winter, eCO2 
increased further west and with elevation,. In summer, eCO2 also 
decreased with distance from an A-road. Particulate matter (PM) 
increased further north in both winter and summer, and further west in 
winter. PM levels increased with elevation in both winter and summer. 
PM decreased with distance from an A-road, although these relation-
ships only revealed a trend towards significance in summer. These re-
sults demonstrate that the external measures have relationships with the 
factors used to define the clusters. 

8. Discussion 

We present a methodology to achieve representative sampling for 
placement of a limited number of sensors. The methodology used cluster 
analysis to segment potential sensor sites into similar groups, and then 
selected sites from across those groups to provide a representative 
sample over the variety of potential sites. Meaningfulness of the clusters 
with respect to the sensors was verified using the sensor data collected. 
These verification results provide evidence that the clusters exhibit 
differences across sensor data, and that the cluster factors selected for 
clustering the potential sensor sites have relationships with relevant 
sensor measurements. 

The aim of this study was to develop, implement and test the cluster- 
based methodology. While not a direct aim of the study, it is first 
interesting to discuss and interpret the relationships found in the veri-
fication analyses. We then outline the pitfalls revealed by our study. The 
overall aim of the study is then considered, and finally future examples 
for use of the sensor data are presented. 

We tested for correlations between the different types of sensor data. 
For utility usage, significant correlations were observed between elec-
tricity and water usages and between electricity and gas usages. These 
relationships are to be expected given that water and gas usage are 

Fig. 10. Coefficients (and p-values5) for the predictors of water (N = 19) and 
gas (N = 13) usage. 

4 Graphs in Figs. 10–13 were created using CoefPlot [130].  
5 Significance + p < 0.10, *p < 0.05, **p < 0.01, ***p < 0.001. 
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influenced by similar factors as those found to influence electricity usage 
[131]. 

No significant correlations between indoor and external air measures 
were observed. The lack of relationships is perhaps not surprising given 
that the indoor environment results from complex interaction of the 
built environment (e.g., building thermal properties, permeability, solar 
exposure, insulation levels) and human behaviours (occupancy, heating, 
ventilation)6 [e.g., Ref. [132]]. We might have expected stronger re-
lationships during the summer, reflecting more window-opening 
behaviour in response to warm weather. However, during the winter, 
it seems more likely that the indoor environment would arise from in-
ternal sources due to lack of ventilation and use of heating.6 In addition, 
correlations between the indoor and outdoor environments can be lag-
ged, such that internal changes follow external changes, with external 
air quality levels and window-opening behaviours mediating that rela-
tionship [133]. Such dependencies may have been missed in the current 
analyses given correlations were assessed using mean average values 
rather than between individual streams of sensor data. 

Our verification analyses revealed significant relationships between 
the factors used to create the clusters and the sensor data. We found that 
water usage is related to the number of teenagers in the home [104], 
while gas usage is weakly related to number of rooms [106]. The re-
lationships we observed are in line with previous work showing re-
lationships between energy usage and household size, but not with time 
spent at home [81]. These relationships between the cluster factors and 
sensor readings demonstrate that the factors are meaningful with respect 
to water and gas usage, and provide evidence that the clustering 
methodology for sampling achieved its purpose. 

For the external sensors, latitude and longitude were included to 
distribute sensors across the locality and capture local variation in 
environmental influences that were unknown (e.g., microclimates). The 
analyses showed significant relationships between some external envi-
ronmental measures and latitude or longitude, despite other potentially 
stronger influences from the surrounding environment (e.g., sensor 
orientation). 

Increased elevation was associated with decreased external temper-
ature and increased RH, eCO2, and particulate matter, with stronger 
patterns in winter than summer. Cover showed no significant relation-
ships with any external environmental measure, except decreased VOCs 
in the summer. Increased distance from a main road was associated with 
decreases in VOCs and particulate matter, in line with previous findings 
[112]. 

Despite the lack of correlations between indoor and external envi-
ronmental measures, three indoor measures did exhibit differences 
across the clusters, and the factors used to create the clusters did show 
significant relationships with the external sensor data. These results are 
consistent with meaningful factors and clusterings for informing the 
deployment of the external sensors. 

The process highlights two main pitfalls and subsequent recom-
mendations for sampling using cluster analysis. First, the installation of 
utility sensors was limited such that some recommendations could not 
be implemented, resulting in some clusters with no sensors installed. 
This sparsity was resolved by repetition of the cluster analysis. However, 
we recommend that the cluster analysis is constrained such that each 
cluster includes a minimum number of sites that are known in advance 
to be suitable for sensor installation. Alternatively the technical feasi-
bility of installing a sensor at each location could be assessed, and 
clusters created to include a range of different levels of feasibility. 

Second, the participant base underwent changes between the cluster 
analyses and the sensor data analysis. Such changes are to be expected, 

Fig. 11. Coefficients (and p-values5) for the predictors of temperature and RH in winter (N = 38) and summer (N = 50).  

6 We thank an anonymous reviewer for raising these points. 
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given that time is required to allow sensor data to be collected. However, 
the impact could be attenuated in a variety of ways, depending on 
suitability for the project. The number of clusters could be decreased, 
such that the loss of participants has a reduced impact on each cluster. 
The entire set of potential participants could be known and clustered in 
advance to ensure that participants of all types are represented, such 
that new recruits can be assigned to existing clusters. Time could be 
allowed for stabilisation of the participant base. For example, some of 
our participants withdrew when the survey was conducted, at the 
beginning of the project. Allowing such a milestone to pass before per-
forming the cluster analysis would have reduced the number of homes 
subsequently lost. 

The main aim of this study was to provide a simple (non-specialist) 
and generalisable solution to the deployment of sensors when numbers 
are limited. This resource limitation presents a problem for selecting 
representative sites at which to place sensors [46,47], whilst also 
avoiding redundancy in resource deployment [48]. As reviewed earlier, 
previous approaches to selecting locations for a limited number of sen-
sors are usually specific to the type of sensor or setting, and can involve 
application-specific techniques. Clustering approaches use sensor data 
to provide similar groupings [61,94], which requires collecting or esti-
mating the data before recommendations can be made. While the 
specificity of approaches are beneficial for some applications, general-
isability and accessibility for future users can be limited [61]. Our novel 
methodology offers the following benefits. 

Cluster analysis is an accessible approach that can readily imple-
mented, facilitated by freely available software packages, and online 
tutorials and resources. It results in groups of similar items, which can 
then be sampled in a targeted and strategic manner to provide repre-
sentation across the diverse range of potential sensor sites. 

In this study, we present two applications of this clustering method. 
The factors we chose to cluster potential sensor locations in the current 

research were specific to households and the outdoor environment. 
However, the method does not rely on using these factors, rather they 
reflect information that we had available in advance that might affect 
sensor readings. Other applications may have different potentially 
influencing factors. For example, the relevant factors differ between our 
two example applications (utilities and environment). In other appli-
cations these factors could be replaced by any potential explanatory 
variables (e.g., Fig. 14). 

This methodology is therefore applicable to any type of sensor as 
long as at least some of the factors influencing sensor measurements are 
known. This data-driven approach allows creation of similar groups of 
possible locations that together cover the sensor space, allowing tar-
geted yet unbiased selection of representative locations. 

Biased sampling could be accounted for after data collection. How-
ever, sufficient variation within the sample would still be required to be 
able characterise the bias. For example, if all homes selected had four 
rooms, then the effect of number of rooms on the data could not be 
estimated without strong assumptions, so extrapolation to homes with a 
different numbers of rooms would not be possible. 

Furthermore, cluster analysis for representative sampling can be 
applied to other domains than sensor placement. For example, large 
cohorts of participants can be categorised into archetypes or personas 
that capture the core characteristics of the cohort without pre-
conceptions or bias in categorisation, given a bottom-up data-driven 
approach [98]. Such personas can then be used to sample from the 
cohort for more detailed investigation, such as in-depth qualitative in-
terviews, while being confident that different ranges of multidimen-
sional characteristics are being represented [e.g., Ref. [134]]. 

Beyond this methodology, and in line with the aims of the broader 
project, ongoing and future studies will use the data collected from these 
sensors to investigate relationships between energy usage, indoor and 
external environments, including temperatures and air quality. There 

Fig. 12. Coefficients (and p-values5) for the predictors of VOCs and eCO2 in winter (N = 38) and summer (N = 50).  
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are many research questions that could be addressed with these data. For 
example, differences between indoor and external temperature data 
could be used to assess thermal performance, and in conjunction with 
energy usage could be used to assess energy efficiency. Separately, 

changes over time in relative humidity or air quality could be assessed in 
response to environmental interventions (e.g., positive pressure units). 
The sensor dataset will also be published for future researchers. 

9. Conclusion 

The aim of this study was to test the use of cluster analysis to provide 
a representative sample of sensor sites when sensors cannot be installed 
at all available sites. Clusters were successfully created for two types of 
sensors in separate analyses. Sites for sensor installation were then 
sampled from each cluster according to the distance of the site from the 
cluster centre, in order to capture typical and atypical members of each 
cluster group. Results of analyses to verify the clusterings showed that 
clusters did capture differences across sensor data, and that the cluster 
factors selected for segmenting and sampling the potential sensor sites 
had relationships with relevant sensor measurements. These results 
suggest that the clusters were meaningful, and successfully captured a 
range of homes and sensor sites. In conclusion, when sensor deployment 
is limited, for example, by sensor numbers or access issues, this cluster- 
based methodology can provide a representative subset of sensor sites by 
sampling across clusters in order to capture the variety across potential 
sites. 

10. Terminology 

Please see Table 5. 
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