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Abstract 

The mechanisms of cellular ageing underpin the pathologies of many age-related 

diseases, but are not yet fully understood. Cellular senescence and mRNA 

splicing factor dysregulation are particularly interesting as recent evidence 

suggests they may be druggable targets. Compounds that are already prescribed 

for other diseases may be “senotherapeutic” with the ability to affect cellular 

senescence. Methods for improving existing models and techniques for 

assessing senescence were developed, including the improvement of human in 

vitro tissue culture models, techniques for medium-throughput senescence 

screening and a tool for analysis of fluorescence imaging of nuclear staining 

(FINS). Diseases of premature ageing, progeroid syndromes, represent an 

important avenue of research for treating disease and for basic ageing science. 

mRNA splicing factor dysregulation was found to occur in progeroid cells, 

providing more evidence supporting it as a hallmark of cellular ageing. Progeroid 

cells were affected by trametinib treatment, a drug known to reverse some 

aspects of senescence in normal circumstances, but the more severe 

phenotypes were not rescued. This suggested that senomorphic compounds can 

only rescue less senescent cell cultures. As many compounds have never been 

investigated for senotherapeutic ability, a medium-throughput screen studied 240 

drugs for altered gene expression of the senescence marker, CDKN2A. 32 

compounds were screened further for senescence-associated beta 

galactosidase (SAB) activity (the “gold standard” measure of senescence). 

Compounds that either decreased or induced senescence were identified for 

further validation. Bioinformatic association of structure and function identified a 
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potential common molecular substructure within compounds that decreased 

CDKN2A gene expression. Some synthetic female hormones affected 

senescence in the screen, so were used in further experiments to measure 

senescence and aspects of the senescence phenotype in male and female 

treated cells. Such treatment affected senescence in male cells and some 

senescence characteristics in both sexes, suggesting a sex-specific senomorphic 

effect and that sex differences in the context of ageing and cellular senescence 

may be important. This thesis contributes several new methods for studying 

human-relevant models of cellular ageing, evidence of the basic mechanisms of 

cellular ageing, potential candidates for the treatment of age-related disease, and 

identifies sex as being an important factor in the response of cells to 

senotherapeutic treatment. Senotherapeutic compounds that can target the 

underlying mechanisms of cellular ageing could treat many different diseases. 
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Ageing 

 

Why research ageing and age-related disease? 

 

People are now living longer than they ever have before. This brings with it new 

challenges in healthcare research due to the additional burden posed by an 

increased lifespan and an increase in age-related diseases. This burden is 

exacerbated by the fact that people tend to spend a longer time in a period of ill 

health towards the end of their lives with less compression of morbidity 1,2. To 

help combat this, research into age-related disease can improve the length of 

time that a person is living without disease, their “healthspan” 3. 

 

A baby girl born in the UK today can expect a life expectancy of 92.6 years with 

reasonable chances of surviving past 100 years 4. In 1991, there were 9.1 million 

people aged 65 years or over, representing 15.8% of the UK’s population. 

25 years later, in 2016, there were 11.8 million in this age category which 

represents 18% of the total population of the UK. Fifty years after these estimates, 

in 2066, the proportion of older people is projected to increase to approximately 

26% of the population (20.4 million people) 5. 

 

The vast majority of UK health care expenditure is for persons in the older age 

categories 4. For example, 41% of adult hospital admissions in the UK in 2018 

were for people over age 65 6. Given the projected increases in population, this 

trend is set to continue. The reason for this disparity in healthcare spending by 

age group is because, as we age, our risk of age-related disease increases. Many 
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diseases are age-related and, as a whole, age-related disease makes up the bulk 

of healthcare spending. Many common diseases are age-related, such as type 

two diabetes, dementia, osteoarthritis and cardiovascular disease, to name a few 

6,7. Naturally these diseases disproportionately affect the older population, for 

example, it is thought that one in six people over the age of 80 have dementia 

6,8,9. It is clear that age-related disease will become more problematic as the 

population continues to age. Aside from research into individual disease 

pathologies, one approach to combat this problem is to target medical research 

into ageing itself. It is well evidenced that there are many cellular and molecular 

mechanisms which are altered during ageing and underpin the root causes and/or 

exacerbation of many age-related diseases 10. 

 

Ageing as a disease or disease process 

 

Ageing is generally defined as being a universal, intrinsic, progressive and 

deleterious process that encapsulates the change in an organism over time. For 

example, in humans, we might expect to feel frailer, lose mobility, and find 

remembering things more difficult, as well as suffering from some form of 

age-related disease, e.g. age-related macular degeneration. There is much 

debate about whether or not ageing should be classed as a disease per se, as it 

fulfils many criteria for a disease, but also meets criteria for being a process that 

underpins diseases 11,12. Ultimately, this classification is only relevant in the 

context of its use, for instance, it may be useful to categorise ageing as a disease 

when making provisions for healthcare or medical research, but it would not be 

appropriate to diagnose a patient with ageing as a disease. Ageing is a process 
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that happens at the organismal scale by definition, however there is a molecular 

basis for the process 3. 

 

The molecular basis of ageing 

 

Theories of ageing 

 

There are many theories as to how and why organisms age, and inevitably many 

theories overlap with each other. It is likely that ageing as a process includes 

elements from all theories 13. Generally the theories attempt either to explain why 

ageing happens (evolutionary ageing theories), or the mechanisms that drive 

ageing as a process (programmed ageing or damage accumulation theories). 

Evolutionary ageing theories include antagonistic pleiotropy and the disposable 

soma theory 14. Antagonistic pleiotropy is the idea that a trait is evolutionarily 

selected for in early life due to it increasing the odds of an organism surviving to 

successfully reproduce, despite it offering deleterious effects after the age of 

reproduction. The trait persists because any negative selective pressure comes 

after the age at which the trait would have already been passed onto offspring. 

The disposable soma theory builds on the concept of antagonistic pleiotropy to 

suggest that, as life tends to have limited resources, an organism’s genetics will 

push towards reproduction and the survival of the gene rather than maintaining 

the body (or soma) of the organism 14. Many other concepts interleave with these 

basic theories, such as the idea that cellular senescence (a hallmark of ageing) 

is an evolutionary trade off that offers protection against cancers 15. 
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Programmed ageing theories suggest that ageing is programmed into our DNA. 

There is evidence that epigenetic patterns correlate with age, i.e. the Horvath 

clock 16,17. The reproductive-cell cycle theory links ageing and the sex hormones 

that control reproduction via a programmed mechanism (as DNA can determine 

biological sex). The theory suggests that reproduction comes at the cost of ageing 

in a form of antagonistic pleiotropy 18. Damage accumulation theories suggest 

that the negative effects of ageing are due to the build-up over time of damage 

caused by specific inducers like free radicals or DNA damage-inducing 

compounds, or through the increased chance of random DNA replication errors 

over an extended period of time 13,19,20. The theories of ageing, despite their 

differences, broadly share common molecular processes termed the “Hallmarks 

of Ageing”. 

 

Hallmarks of ageing 

 

There are now fourteen widely accepted “Hallmarks of Ageing”, illustrated as 

symbols in Figure 1 21. The hallmarks of ageing were first described in a landmark 

paper by López-Otín et al. that drew on previous works regarding hallmarks of 

cancer 22,23. The hallmarks are all interrelated, but each hallmark must fulfil three 

criteria. Firstly, the hallmark must happen during normal ageing. Secondly, 

ageing should be accelerated when the hallmark is experimentally aggravated. 

Finally, ageing should slow when the hallmark is experimentally ameliorated. One 

would also expect to see hallmarks present across multiple species. 
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López-Otín et al. categorised their hallmarks into three categories: primary 

hallmarks (that characterise ageing per se), antagonistic hallmarks (where it is 

thought that the process initially provides a benefit but in a chronic situation can 

become the opposite), and integrative hallmarks (which are the higher level of 

hallmark and are generally caused by the other hallmarks). Many review articles 

discuss the evidence for each hallmark in great detail, so here I will simply discuss 

the basic concepts of each individual hallmark, followed by a brief illustration of 

some of the evidence that shows it fulfils the criteria for being termed a hallmark 

of ageing 21–29. The hallmarks are ordered by their aforementioned categories. 

 

Figure 1: The 14 “Hallmarks of Ageing”. The hallmarks of ageing include genome instability, telomere 
attrition, epigenetic alterations, dysregulated RNA splicing, cellular senescence, loss of protein homeostasis, 
mitochondrial dysfunction, altered mechanical properties, compromised autophagy, inflammation, stem cell 
exhaustion, altered intercellular communication, dysregulated nutrient sensing, and microbiome disturbance 
21. 

 

López-Otín et al.‘s initial primary hallmarks were genome instability, epigenetic 

changes, a loss of protein homeostasis and attrition of the telomeres. Then, the 

antagonistic hallmarks included cellular senescence, a dysregulation in nutrient 

sensing and mitochondrial dysfunction. The final integrative hallmarks were 

alterations in intercellular communication and an exhaustion of the supply of stem 

cells needed to replenish tissues. In 2022, following a conference in Copenhagen, 
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a revised list of fourteen hallmarks was published. Five new hallmarks were 

added: splicing dysregulation, compromised autophagy, altered mechanical 

properties, inflammation and disturbance in the microbiome 21. 

 

Genome instability 

 

Instability of the genome is probably the most obvious of the hallmarks of ageing, 

considering DNA’s role in biology and that a theory of ageing speculates that 

accumulation of DNA damage is the cause of ageing. As a hallmark, this process 

encapsulates any form of damage to the genome or increase in instability. It 

therefore includes mutations (substitutions, insertions, deletions, inversions) in 

the nucleotide sequence, DNA damage accumulation from lesions (caused by 

exogenous or endogenous factors, e.g. UV radiation, reactive oxygen species 

(ROS) etc.) and impairment of the DNA damage repair pathways (e.g. base 

excision repair, non-homologous end joining, and mismatch repair etc.) 19.  The 

mitochondrial genome can be affected as well as the nuclear genome. Changes 

in the location of DNA within the cell and the genome’s organisation are also 

associated with ageing and/or senescence. For example, the presence of 

cytoplasmic chromatin fragments and altered chromosome positioning during 

interphase have both been linked with senescence 30,31. The key evidence for 

genomic instability as a hallmark of ageing comes from observations that 

mutations accumulate in aged organisms including humans 32. Further evidence 

comes from a unique source: diseases that cause a premature ageing phenotype, 

termed progeroid diseases. These syndromes mostly occur as a result of defects 

in genes associated with DNA repair or via closely linked mechanisms, e.g. 
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laminopathies decrease the defence of the nucleus against DNA 

damage-inducing agents resulting in more DNA damage accumulation 33. Baker 

et al.’s BubR1 mouse studies are an animal model of progeria disease and show 

that when genomic instability is manipulated it can increase ageing when 

aggravated and decrease ageing when ameliorated. Mice that underexpress 

BubR1, a cell cycle checkpoint that checks for correct chromosomal segregation, 

subsequently exhibit shorter lifespan as well as earlier onset of age-related issues 

such as sarcopenia, cardiac arrhythmia and dermal thinning. When BubR1 is 

overexpressed, the mice show a longer, healthier lifespan and later onset of 

age-related phenotypes 34. 

 

Telomere attrition 

 

Although DNA damage is recognised under the hallmark of genome instability, 

the chromosomal end regions, the telomeres, are particularly susceptible to 

age-related decline 35. Most somatic cells will lose a certain number of base pairs 

from the telomeric end of the chromosome with every cell division. This is the 

molecular basis for the proposed “Hayflick” limit. Hayflick and Moorhead 

discovered in the early days of in vitro cell culture that most primary cells have a 

limited number of mitotic divisions that can occur before cell death or senescence 

36. The later theory of replicative senescence builds on this and suggests that 

telomeric attrition is the primary reason for a cell entering a replicative senescent 

state 37. The shelterin complex, formed of six protein subunits, protects the ends 

of chromosomes from being recognised as DNA breaks by DNA repair proteins 

38. As a result of this protection, any damage to telomeres is very persistent and 
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will normally induce senescence or apoptosis 39. There is sufficient evidence that 

telomeric attrition is a hallmark in its own right. Telomeric shortening is observed 

in humans and other species during normal ageing 40. Shorter telomeres are 

linked to earlier ageing 41. The experimentally induced impairment of shelterin 

components accelerates ageing 42. The telomeres can be lengthened by the 

telomerase protein, a DNA polymerase. Telomerase is not universally expressed; 

most mammalian adult cells do not express it in normal circumstances. 

Telomerase-deficient mice are prematurely aged, but their ageing phenotype is 

rescued with the reactivation of telomerase 43. 

 

Epigenetic changes 

 

Complex epigenetic patterns of DNA modifications, post-translational histone 

modifications and chromatin remodelling are present at all stages of life and can 

affect the transcription of genes by altering the binding sites of regulatory factors. 

However, there are certain epigenetic changes that are associated with age, such 

as particular histone acetylation/methylation patterns. A collection of DNA 

methylation changes are identified as being associated with ageing, and together 

contribute to a measure of ageing: Horvath’s “epigenetic clock” 17. Age is also 

associated with a reduction in global heterochromatin, an increase in 

senescence-associated heterochromatin foci (SAHFs), re-localisation of 

chromatin modifiers, nucleosome remodelling and loss, and an increased 

activation of transposons and non-coding RNAs 44. These epigenetic alterations 

are present across multiple species 44. Sirtuins are a class of protein that act as 

nicotinamide adenine dinucleotide (NAD+)-dependent deacetylases, and early 
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studies linked the sirtuin genes with lifespan in the context of dietary restriction 

45,46. The sirtuins have been targeted experimentally using genetic engineering to 

increase or decrease gene expression, as well as the use of sirtuin-targeting 

compounds like resveratrol 47–49. Similarly, other epigenetic mechanisms have 

been targeted experimentally and provide further evidence supporting epigenetic 

changes as a hallmark of ageing. For example, the experimental inhibition of 

histone demethylases increases ageing in flies, and experimental restoration of 

altered histone acetylation of H4K12 leads to recovery of cognitive abilities in 

aged mice 50,51. 

 

Dysregulation of alternative splicing 

 

The dysregulation of alternative splicing is one of the newer hallmarks of ageing, 

but it no less fulfils the criteria as a hallmark of ageing. Most of the primary 

hallmarks of ageing are involved in the heavily regulated processes of gene 

expression and subsequent protein production. Alternative splicing is the process 

that an immature transcript of mRNA (pre-mRNA) undergoes in order to remove 

introns (non-coding regions of a gene). Exons may also be spliced differently to 

give different transcripts which can then result in different protein isoforms. 

Splicing is governed by splicing factors, and these splicing factors are also 

regulated by the same process 27,52. Splicing is noted as being defective in 

several diseases of ageing such as cardiac myopathy and Alzheimer’s disease, 

however its first direct link with ageing per se was identified from work on 

transcriptomics 53–55. Sequencing RNA transcripts revealed differences in the 

splicing patterns of young and old blood and changes in the gene expression of 
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splicing factors across several cohorts and several species 56–60. Although 

splicing factor dysregulation has been shown to affect multiple species, it has not 

yet been investigated in the context of the diseases of premature ageing 

(progeroid diseases). Evidence for the mechanistic basis of how RNA splicing 

dysregulation affects ageing mainly comes from in vitro studies. Knockdowns of 

splicing factor genes SRSF2 and HNRNPD render endothelial cells unresponsive 

to compounds that reduce senescence (such as hydrogen sulphide donors) 61. 

Similarly, targeted knockdown of the downstream targets of splicing factors, 

FOXO1 and ETV6, showed that splicing factor dysregulation attenuates 

senescence phenotypes 62. Small molecules such as resveratrol, trametinib and 

mitochondria-targeted hydrogen sulphide donors are capable of restoring splicing 

factor gene expression in senescent cell cultures back to the levels observed in 

earlier passage cells 61,63. 

 

Cellular senescence 

 

Cellular senescence in particular interfaces with many of the other hallmarks. For 

instance, it has been mentioned above in the evidence supporting splicing factor 

dysregulation as a hallmark of ageing. It is a process defined by Terzi et al. as a 

state of irreversible, cell cycle arrest 64. Cells in a senescent state are thought to 

be in either of the G1 or G2 phases of the cell cycle, unlike quiescent cells which 

are in the G0 phase of the cell cycle. Quiescent cells are functional, can respond 

to mitogenic signals and re-enter the cell cycle easily, but senescent cells are 

different because they don’t respond to normal mitogenic signals and don’t 

function as normal 65. This means that senescent cells place a burden on a tissue 
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due to their use of resources in the absence of proper cell function. However, 

recent studies now show that the senescent phenotype can be somewhat 

reversible 63,66. 

 

Generally, senescence is induced as a result of replication (via telomeric attrition), 

a cellular stressor (such as UV-induced DNA damage), or an oncogene (such as 

via the p53 pathway), but other triggers are also proposed (as discussed later in 

this thesis) 37,67,68. Senescent cells exhibit several characteristic traits in vitro: an 

enlarged irregular morphology (“fried egg shape” morphology), secretion of 

senescence-associated secretory phenotype (SASP) factors, dysregulated 

splicing factors, increased senescence-associated beta galactosidase (SAB) 

activity, reduced proliferation, increased levels of DNA damage, increased levels 

of SAHFs, increased levels of DNA segments with chromatin alterations 

reinforcing senescence (DNA-SCARS), altered apoptosis (due to activation of 

senescent cell anti-apoptotic pathways (SCAPs), and increased gene expression 

of proteins such as p16, p21 and p53 69–71. An increase in senescence is linked 

with normal ageing and with many age-related diseases, such as Alzheimer’s 

disease, Parkinson’s disease and atherosclerosis 72,73. Senescence can be 

induced by conditional expression of the p16Ink4a locus (a locus within the 

CDKN2A gene). When senescence is induced in mice via this locus, the mice 

exhibit a clear ageing phenotype with a decreased lifespan and increases in 

characteristics such as skin wrinkling, fur loss, reduction in subcutaneous fat and 

cataracts 74,75. The strongest experimental evidence for the inclusion of cellular 

senescence as a hallmark of ageing comes from the in vivo mouse studies by 

Baker et al. who showed that restoring p16 function in these prematurely aged 
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p16-deficient mice could restore the normal ageing phenotype with a 27% 

increase in lifespan and clear improvements in fur density and mobility, and 

decreased incidence of tumorigenesis 66,75. 

 

The loss of proteostasis 

 

Proteostasis is the careful balance of the correct levels of correctly functioning 

proteins to meet the requirements of a cell. It involves the coordination of the 

stabilisation of correctly folded proteins (including chaperone-mediated folding), 

the regulation of protein degradation (by the proteasome/lysosomes) and other 

quality control mechanisms regarding protein production 76,77. In the initial nine 

hallmarks of ageing, the loss of proteostasis covered how autophagy was 

affected by ageing, but now enough evidence exists to identify compromised 

autophagy as a hallmark in its own right 21. The loss of proteostasis as ageing 

occurs is evidenced by the accumulation of unfolded, misfolded or aggregated 

proteins and their associated diseases, such as Alzheimer’s and Parkinson’s 

diseases 78. The two main proteolytic systems, autophagy-lysosomal and 

ubiquitin-proteosomal, both decline with age 79,80. Evidence regarding the former 

system will be discussed in the section on the hallmark of compromised 

autophagy. In Caenorhabditis elegans (C. elegans), the increase in expression 

of ubiquitin-proteosome system components extends lifespan, and experimental 

aggravation (via repression of chaperome proteins that aggregate proteins) can 

decrease lifespan 81–83. Deubiquitylase inhibitors can increase clearance of waste 

proteins in vitro in human cells and extend lifespan in yeast 84,85. 
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Mitochondrial dysfunction 

 

Mitochondria are the cellular organelles responsible for the production of 

chemical energy in the form of adenosine triphosphate (ATP) via the oxidative 

phosphorylation cascade, but their ability to respond to the energy demands of 

the cell are compromised as people age 86. Although mitochondrial dysfunction 

has long been suspected to influence ageing, there is still much discussion as to 

its mechanisms. Mitochondrial dysfunction is thought to be caused by several 

mechanisms, such as a reduction in the biogenesis of mitochondria, instability of 

the mitochondrial genome, oxidation of mitochondrial proteins (caused by the free 

radicals and reactive oxygen species (ROS) that accumulate with the energy 

conversion process), alterations in the response to unfolded proteins and 

subsequent changes to the populations of haematopoietic stem cells, and 

impaired mitophagy (similar to autophagy but at the level of the mitochondrial 

organelle rather than the cell) 26,87. Experimentally, mutations in mitochondrial 

DNA (mtDNA) have been shown to contribute to premature aging in a mouse 

knockout of mitochondria DNA polymerase γ (POLG) which lacks proper 

proofreading responses and so accumulates mtDNA mutations 88. More recently, 

a study using a form of mitochondria-targeted Coenzyme Q10 was able to show 

restoration of aspects of mitochondrial function in old haematopoietic stem 

cells 89. 

 

The mitochondria in older people are larger, less efficient and are associated with 

increased production of free radicals and oxidative damage 90. ROS are thought 

to form due to leakage from the mitochondrial electron transport chain and can 
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cause oxidative stress. Oxidative stress can cause mutations in DNA, so it was 

thought that mtDNA suffered from more oxidative stress due to the proximity of 

ROS, and this became cyclical with the instability of mtDNA exacerbating the 

production of ROS. Paradoxically, rises in ROS appeared to increase lifespan in 

model organisms. Similarly unexpected were observations that genetic disruption 

of mitochondrial function actually leads to lifespan increases in several model 

organisms 26. This has lead to the conceptualisation of mitochondrial hormesis or 

mitohormesis. This is the suggestion that a small perturbation that would be 

expected to have a deleterious effect actually results in an overall beneficial effect 

when the cell responds to the small challenge 22,26. 

 

Altered mechanical properties 

 

A cell's shape and motility are governed by the constant remodelling of 

intracellular scaffolding and the extracellular matrix (ECM) proteins. Cell 

morphology is also one of the key determinants of the senescence phenotype 70. 

Changes in the way these structural proteins function to provide motility and 

mechanical support to the cell are now considered a hallmark of ageing 21. It may 

come as no surprise that our skin loses tensile strength with wrinkles appearing 

as we age. This is due to impairment of ECM proteins, such as collagen and 

elastin, and taking oral supplements of collagen can reduce wrinkles and increase 

the laying of the ECM in skin 91. Experimentally aggravating mechanical 

dysfunction can worsen symptoms of ageing, for example, mice that are 

engineered to be deficient in lumican, a small leucine-rich proteoglycan, exhibit 

early ageing and increased susceptibility to cardiac fibrosis 92. Nuclear structural 
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proteins can also be affected in ageing and senescence, e.g. the loss of Lamin 

B1, a structural protein in the nuclear lamina, is associated with several types of 

senescence 93. Further experimental evidence comes from the progeroid 

syndrome, Hutchinson-Gilford Progeroid Syndrome (HGPS). HGPS is usually 

caused by the activation of a cryptic splice site in the LMNA gene. Instead of the 

cells producing the Lamin A protein (an integral nuclear lamina protein), they 

produce a dysfunctional toxic protein called progerin with a retained farnesyl 

group, which ultimately serves to induce a widespread premature ageing 

phenotype. Inhibition of a farnesyltransferase can reverse the phenotype in vitro, 

and more recently in vivo human clinical trials of lonafarnib (a farnesyltransferase 

inhibitor) show promise with a lower mortality rate of patients with HGPS 94,95. 

 

Compromised autophagy 

 

Originally encapsulated by the loss of proteostasis, compromised autophagy has 

fulfilled the criteria to become a hallmark. Unlike the antagonistic hallmark of the 

loss of proteostasis, compromised autophagy is proposed as an integrative 

hallmark 21. Autophagy is the delivery/recycling process of cellular proteins and 

molecules in a specialised organelle, the lysosome. Autophagy can be mediated 

in several different ways: macroautophagy produces a double-membraned 

autophagosome to deliver molecules to the lysosome for degradation; 

microautophagy is thought to be the encapsulation of molecules directly from the 

cytoplasm using the membrane of the lysosome itself; chaperone-mediated 

autophagy uses chaperone proteins to aid translocation of a substrate into the 

lysosome; and RN/DNautophagy delivers nucleic acids into the lysosome via a 
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nucleic acid transporter protein 96. The autophagy-lysosome system declines with 

age 79. A conditional knockout of chaperone-mediated autophagy in the livers of 

transgenic mice compromises the ability of the mice to maintain metabolism and 

gives a reduction in peripheral adiposity, both of which are associated with ageing 

97,98. There are more studies investigating improving autophagy in ageing-related 

outcomes. For example, the age-related decline in autophagy can be rescued 

with compounds such as spermidine or in transgenic organisms targeting 

autophagy receptors, and results in improvement in longevity and age-related 

outcomes 99–101. 

 

Inflammation 

 

As the body ages, its ability to respond appropriately to infection, via the innate 

and adaptive immune responses and their associated inflammatory response, is 

impaired. As a result, ageing is often associated with chronically low levels of 

inflammation and inflammatory markers, so much so that Francheschi et al.’s 

portmanteau of “inflammageing” is often discussed 102. Many cytokines produced 

by the body show shifts that are associated with ageing, such as increases in IL1, 

IL6, IL8, IL10, IL12 and TNFα, and decreases in IL2 and IFNγ 103. Many of these 

cytokines are also part of the SASP. The SASP is mentioned in the context of 

cellular senescence above and is discussed further for its role in altered 

intercellular communication below. As one might therefore expect, there is much 

overlap in the experimental evidence between inflammation and both these 

hallmarks, as well as others such as disturbances in the microbiome. For 

example, mice that are raised in germ-free conditions are protected from 
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inflammation associated with ageing and have a longer average lifespan, but 

when they are housed with conventionally raised old mice (and therefore are 

exposed to a microbiome associated with age) they show increased levels of 

pro-inflammatory cytokines 104. Further evidence for inflammation as a hallmark 

can come from progeroid models. Nuclear factor kappa-light-chain-enhancer of 

activated B cells (NF-κB) regulates many inflammatory markers. NF-κB is 

activated as ageing occurs and its experimental inhibition can improve symptoms 

associated with ageing in a mouse model of XFE progeria (a form of the progeria, 

xeroderma pigmentosum, which is caused by mutations in Ercc1, a DNA repair 

endonuclease) 105. 

 

Exhaustion of stem cell supply 

 

Stem cells in adults are cells that have retained some degree of pluripotency, 

multipotency or oligopotency after their differentiation from the totipotent stem 

cells of the developing embryo, that is to say that they have retained their ability 

to differentiate 106. Stem cells remain largely quiescent in the G0 phase of the cell 

cycle, but can re-enter the cell cycle to be able to proliferate and differentiate 

when needed 29. The banks of stem cells that exist in an adult are essential for 

tissue maintenance, as they serve to provide new cells that can replace 

dysfunctional/apoptotic cells of different lineages, such as haematopoietic or 

mesenchymal stem cells, but over time these stem cell pools become depleted. 

This is particularly noticeable in the pool of haematopoietic stem cells with their 

ability to replace immune cells waning over time 103,107. Norddahl et al. show that 

inducing mitochondrial DNA mutations can drive haematopoietic cells to 
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prematurely age 108. Florian et al. demonstrate the importance of stem cell 

exhaustion in a set of experiments that causally link the RhoGTPase Cdc42 and 

a lack of polar distribution of microtubules (which is associated with an aged pool 

of haematopoietic stem cells); they show that increasing the activity of Cdc42 

induces ageing in young cells and inhibiting it can rescue this phenotype 109. 

Other experiments link the expression of autophagy proteins and stem cell ageing 

with compounds such as spermidine and rapamycin which are able to reactivate 

autophagy in muscle stem cells 110. 

 

Altered cell-cell communication 

 

The hallmark of altered intercellular communication originally encompassed four 

major pathways of cell-cell communication: the neuroendocrine pathway, 

“inflammageing”, immunosenescence and bystander effects 22. “Inflammageing” 

is discussed separately above as inflammation has now been proposed as one 

of the new hallmarks 21. The neuroendocrine system concerns signalling 

pathways like the insulin and the insulin-like growth factor 1 (IGF-1) signalling 

pathway (IIS), and the steroid sex hormone signalling pathways. There is much 

experimental evidence for the roles of these pathways in ageing and both of them 

have been extensively studied in the regulation of lifespan across many model 

organisms: C. elegans, D. melanogaster and M. musculus 111. Experimental 

interventions such as caloric restriction increase longevity, and experiments in 

C. elegans that use gene interference studies show how the experimental 

amelioration or aggravation of genes in these pathways can cause increases or 

decreases in lifespan 111,112. 



43 

 

 

Immunosenescence is the term used to describe the aged immune system and 

how its ageing affects the health of other tissues. “Inflammageing” and 

immunosenescence are quite intrinsically linked and are often discussed in 

parallel: both concern the way the body responds to infection or damage, but 

“inflammageing” covers how inflammation accumulates with age whereas 

immunosenescence is how the immune system becomes impaired and how its 

inability to function normally affects other cells 113. Nevertheless, much of the 

evidence overlaps for how these two concepts are important to ageing. For 

example, there are changes in inflammatory markers as we age and there is also 

general impairment of both innate and adaptive immune responses as we age 103. 

Some experimental evidence comes from parabiotic experiments: pairing the 

circulatory and immune systems of young and old mice has shown improvements 

in age-related outcomes for the older mouse and the opposite effect for the 

younger mouse 114. In humans, there is experimental evidence that the 

application of hyperbaric oxygen therapy, which is used to help treat the 

symptoms of many age-related diseases, can decrease the levels of senescent 

immune cells 115. 

 

Bystander effects are the paracrine signals caused by a senescent cell, namely 

the senescence-associated secretome or SASP as mentioned earlier in the 

information on cellular senescence 116. SASP is induced by persistent DNA 

damage, dysfunctional mitochondria and other aspects of the senescence 

phenotype often as a result of the production of cytoplasmic chromatin fragments 

which activate pathways such as the cGAS-STING pathway 31,117,118. A 
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senescent cell will often signal to other nearby cells via the SASP that they too 

should become senescent and secrete SASP factors. In certain circumstances, 

such as in tumorigenesis or wound healing, this process is beneficial to the 

organism, but, in many cases, it causes cells to become senescent and 

dysfunctional unnecessarily 119. The SASP is a dynamic collection of chemokines 

and cytokines associated with ageing, such as the interleukins (including the 

inflammatory markers mentioned by name in the section on inflammation as a 

hallmark of ageing), matrix metalloproteinases, TNFα and TNFβ 119. However, 

more candidate SASP proteins are being discovered and identified as being 

age-associated 120. The SASP is a very diverse set of chemicals, but it is possible 

to target individual SASP factors experimentally to determine their importance in 

ageing. For example, IL10 knockout mice are frailer than wild-type mice and 

exhibit cardiovascular dysfunction 121. Similarly, inhibition of IL6 activity using the 

drug tocilizumab in a progeroid mouse model improves several aspects of their 

premature ageing phenotype 122. 

 

Nutrient sensing dysregulation 

 

Cells must sense and adapt to changing macronutrient levels through nutrient 

sensing pathways. Many age-related diseases have problems with nutrient 

sensing pathways and metabolic decline, e.g. type two diabetes 112. It is 

suggested that there are four main nutrient sensing pathways linked with 

dysregulation in ageing: 1. The IIS pathway (mentioned above within the hallmark 

of altered cell-cell communication), 2. The mammalian target of rapamycin 

(mTOR) pathway, 3. Sirtuin signalling (mentioned in the context of the hallmark 
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of epigenetic changes), and 4. the AMP kinase (AMPK) pathway. All four 

pathways are interrelated: the mTOR pathway is activated by the IIS pathway (via 

PI3K and Akt signalling) and inhibited by AMPK which is regulated by sirtuin 

signalling 22. Also of note within these pathways are the FOXO proteins, a family 

of forkhead box transcription factors, that regulate cell fate pathways 123. 

Collectively the pathways interact via phosphorylation cascade signalling and 

altered gene transcription that ultimately serve to adjust cell fate in response to 

scarcity or abundance of nutrients. Many dietary restriction experiments show 

increases in lifespan of model organisms 112. In humans, many low calorie or 

restrictive diets, such as intermittent fasting, the Mediterranean diet and the 

Okinawan diet, are associated with a longer average lifespan, improved health 

and improvements in other age-related outcomes 124. The reverse is true with 

obesity and poor diet linked to a shorter lifespan and worsened outcomes of 

age-related disease 125. Investigating individual components of the pathways 

reveals a similar story, that these pathways are intrinsically linked with ageing. 

For example, centenarians have lower levels of circulating IGF-1, and targeting 

mTOR with rapamycin shows a reduction in lifespan in mice and other model 

organisms 126,127. 

 

Microbiome disturbances 

 

Many of the pathways by which cells communicate and interact with their 

microenvironment are affected by ageing, and this extends to the way that the 

plethora of bacteria (roughly a trillion organisms inhabit just one gram of luminal 

material in the gut) that constitute the human microbiome cause effects on the 
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rest of the body 128. In particular the microbiome of the gut is thought to be 

important in ageing with differences in the composition of microbiota correlating 

with ageing and frailty 129,130. The gut microbiome has many species of bacteria, 

and changes in the proportions of bacteria from many genera, e.g. Bacteroides, 

Roseburia, Faecalibacterium, Prevotella, Proteobacteria, Alistipes, Akkermansia 

and Paracteroides, have all been implicated in ageing and poorer age-related 

outcomes 130–132. In a mouse model, the inoculation of a young mouse with gut 

microbiota from an old mouse induced inflammation associated with ageing 132. 

Therapeutic reduction of the levels of tumour necrosis factors (TNF) in old mice 

rescued the age-associated changes to their microbiome, and genetically 

engineered TNF-deficient mice do not have the normal age-associated changes 

in microbiome composition nor any changes in age-associated inflammation 104. 

 

Targeting molecular ageing 

 

With fourteen hallmarks to choose from (and indications that, in due course, more 

processes that meet the criteria of a hallmark of ageing will come to the fore), 

there are many potential avenues of investigation for therapies targeting 

molecular ageing 21. However, many novel therapies fail at translation into 

humans during the clinical trial pipeline: strikingly illustrated by the fact that an 

estimated 85% of new therapies in the pipeline fail to become FDA-approved in 

the USA 133. 

 

Reliance on animals in ageing research 
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There are several reasons why so few therapies make it all the way from early 

stage basic science research into success at efficacy trials in humans, but one 

key factor is the use of animals in research 134. There are several ways to reduce 

the reliance on animal models in drug discovery including drug repurposing 

(identifying new uses for compounds that are in use for an alternative 

disease/symptom and have already undergone clinical safety trials in humans). 

However, the problem with translation into humans also filters out from early 

stage in vitro research. In vitro cell culture models are essential for drug discovery 

research as they provide a quick and easy way to test hypotheses regarding how 

a drug might affect cellular processes. In vitro two-dimensional cell culture 

experiments are easier to conduct and quicker than most in vivo experiments, but 

do still have the risk of not translating into a clinically relevant therapy 135. Many 

new in vitro techniques, such as three-dimensional cell culture and co-culture 

models, are becoming more commonplace and are often more similar to the 

human microenvironment than traditional two-dimensional cell culture, yet the 

benefits of two-dimensional cell culture, e.g. the ease of use and accessibility, 

mean that two-dimensional cell culture experiments remain important for the early 

stages of drug discovery research 135. Regardless of the complexity of the model, 

many in vitro techniques use animal-derived products. Making in vitro studies 

more similar to the human microenvironment has been shown to enable the 

identification of nuanced species-specific cell processes that would otherwise 

have been missed 136. Small increases in the relevance of any in vitro cell culture 

model to the human microenvironment may improve the likelihood of any findings 

translating into a future clinical therapy.   
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Much research regarding the hallmarks of ageing was completed using animal 

models, however animals can age at very different rates to humans. The reasons 

for different rates of ageing across the animal kingdom can be due to size (as 

one might intuitively think), selective pressures, and differing reproductive 

behaviours 137,138. However, many animal species do not follow these patterns, 

e.g. the Greenland shark (Somniosus microcephalus) is extremely long-lived 

(estimates suggest a maximum lifespan of 500 years) and the naked mole-rat 

(Heterocephalus glaber) exhibits little to no signs of ageing 139. Although parallels 

can be drawn from closer relatives such as mice (Mus musculus), even closer 

evolutionary relatives can still show major differences in the way they age 

compared to humans, e.g. the common marmoset (Callithrix jacchus) is very 

short-lived for a primate (with an estimated maximum lifespan of 16 years) while 

a fat-tailed dwarf lemur (Cheirogaleus medius) is hibernatory affecting its ageing 

process 139,140. In addition to the differing signs of ageing, the naked mole-rat has 

negligible levels of senescence and maintains excellent splicing regulation in 

comparison to humans and other animals 60. Animals clearly exhibit differences 

in ageing per se as well as in the hallmarks of ageing, so when considering that 

the hope of early stage medical research is the eventual translation into therapies 

for humans, it is important before research begins to consider how any 

improvements could be made to increase its human-relevance, e.g. reducing 

animal biomaterial in the in vitro microenvironment. 

 

Targeting the hallmarks of ageing 
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Research is ongoing for many of the hallmarks, but our research team has 

specialised in cellular senescence and helped to drive the evidence in support of 

the dysregulation of alternative splicing as a novel hallmark. Cellular senescence 

is one hallmark that arguably could be defined as integrative as well as 

antagonistic because it interfaces with almost all of the hallmarks directly. 

Senescence can be indicated by many biomarkers and characteristics (explained 

in Figure 2 and also discussed in further detail later in this thesis), and many of 

these characteristics show links with the other hallmarks of ageing. The following 

brief set of examples of the links between senescence and each of the other 

hallmarks highlights just how linked cellular senescence is with them. Senescent 

cells typically have morphological changes which clearly links with the hallmark 

of altered mechanical properties 141. A rise in DNA damage biomarkers is linked 

with the hallmark of genomic instability 141. Telomeric attrition is thought to drive 

the state of replicative senescence 37. RNA splicing dysregulation is shown in 

senescent cell cultures 56,63. The appearance of SAHFs in senescence is linked 

with epigenetic changes to histone proteins 44. Increased lysozyme activity 

indicates an imbalance in proteostasis and compromised autophagy 70,141. The 

secretion of the SASP is linked with inflammation and altered cell-cell 

communication, both of which also feed into disturbances in the microbiome 71,104. 

Compounds that affect senescence also affect many nutrient sensing pathways, 

and compounds that target mitochondria can affect senescence 61,142. Given that 

cellular senescence is such an integral hallmark, it seems to be an ideal starting 

point for research into potential therapies. 

 



50 

 

Targeting senescence 

 

Cellular senescence can be targeted by certain compounds that decrease the 

proportion of senescent cells within a tissue: these compounds are termed 

“senotherapeutic”. There are two main ways in which the proportion of senescent 

cells within a tissue may be reduced. The first way is via compounds known as 

“senolytic” compounds that induce selective lysis of senescent cells, and the 

second is via compounds known as “senomorphic” compounds that change cells 

back from their senescent state into a more normal functional proliferative 

state 65,71,143. Senolytic compounds could be very useful to remove the burden of 

senescent cells without risking any senescent cells that are damaged being 

returned into the normal cell cycle. The restoration of a senescent cell to a 

functioning proliferative cell may seem more difficult to achieve without the risk of 

damaged cells re-entering the cell cycle, compared to the targeted ablation of the 

cells offered by senolytic compounds. However, there are many potential benefits 

offered by the senomorphic approach. For example, in certain tissues, using a 

senolytic may reduce the total number of cells too much, compromising the 

functioning cells in the tissue. The potential usefulness of the senomorphic 

approach becomes clearer when we consider that there are different types of 

senescence and that the senescence phenotype is heterogeneous. A 

senomorphic compound may not actually affect the more damaged cells. 
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Types of senescence and the heterogeneity of the senescence phenotype 

 

There are many biomarkers that indicate a cell is senescent, as discussed 

previously and illustrated here in Figure 2, but senescent cells do not necessarily 

display every characteristic. For example, cells that are engineered to 

overexpress p21 or p16Ink4a don’t secrete SASP despite lower levels of 

proliferation and other aspects of the senescence phenotype 144. Additionally, 

SAHFs are not present in every type of senescence and their presence in some 

types of senescence is dependent on the cell type 145. The phenotype is very 

heterogeneous, but it would be reasonable to expect that different types of 

senescence might have their own unique signatures. However, as yet, no unique 

signatures have emerged 68,141,146. 

 

Senescence can be induced by a variety of means which result in multiple types 

of senescence. Replicative senescence, oncogene-induced senescence, and 

stress-induced premature senescence are described earlier, but Sikora et al. 

argue for another three types of senescence (when categorised according to what 

caused the cells to become senescent) 68. These additional three are: secondary 

senescence, therapy-induced senescence and post-mitotic cell senescence. 

They describe secondary senescence as the induction of senescence following 

paracrine signals from other senescent cells. This is also commonly referred to 

as SASP-induced, and arguably falls under the bracket of stress-induced 

senescence. Similarly, it is arguable that therapy-induced senescence, e.g. when 

an anticancer drug induces senescence, is also a form of stress-induced 

senescence. Many progenitor cell types differentiate into a cell type that cannot 
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proliferate itself (post-mitotic), and these post-mitotic cells can show senescence 

in a similar manner to the way a normal proliferative cell might become 

senescent. It is disputable as to whether the cell’s differentiation status or other 

normal inducers of senescence is/are the primary cause of the observed post-

mitotic cell senescence phenotype. These different types of senescence can be 

associated with different aspects of the senescence phenotype, for example, 

polyploidisation is associated with anticancer treatment 68. However, no unique 

signature of senescence has yet been identified for either senescence in general 

or for any type of senescence 68,141. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Biomarkers to identify senescent cells. Senescent cells undergo a number of functional, 
morphological and biochemical changes. These include the development of senescence-associated beta 
galactosidase (SAB) positivity (senescence), secretion of the senescence associated secretory phenotype 
(SASP), loss of proliferation markers such as Ki67 or BrdU, gain of markers of DNA damage such as γH2AX, 
gain of p16 and p21 positivity (cell cycle arrest) and characteristic morphology changes (‘fried egg’ 
morphology, gain of heterochromatic foci). Please note this figure is replicated from Figure 1 in the article 
‘Targeting Alternative Splicing for Reversal of Cellular Senescence in the Context of Aesthetic Aging’ by 
Bramwell and Harries published in Plastic Surgery and Reconstruction in 2021. The original published article 

is attached in the appendix of this thesis. 
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Different stages of senescence have also been suggested, but again no stage 

defines a particular set of characteristics as yet. There are calls for definitions to 

aid in identifying a signature of senescence that discuss concepts like acute or 

chronic levels of senescence. Different stages of senescence are also 

mentioned, such as a pre-senescent stage in which the senescence phenotype 

is partially reversible, and/or a committed deep 

senescence/post-senescence/“gero stage” after which cells cannot be returned 

to their normal function using senomorphic compounds 68,141. It is widely accepted 

that the SASP is highly variable among senescent cells, but some researchers 

suggest that senomorphic compounds may only affect the type of senescence 

that is induced by the SASP, while others term this particular type of compound 

“senostatic” 117,143,147. 

 

The identification of the mechanisms that underlie senescence is an area of 

research worth considering for future studies. Much of the research that 

contributes to the evidence behind each hallmark of ageing uses models (often 

mouse models) of progeroid diseases (diseases that cause premature ageing). 

These diseases are particularly interesting with regard to identifying underlying 

mechanisms of senescence, because cells from people with these diseases have 

high levels of senescence and can be used as models of accelerated in vitro 

ageing 25. As previously discussed, senescence interfaces with and can be 

targeted via other hallmarks. In the context of the novel hallmark of ageing, 

alternative splicing dysregulation, no progeroid models have yet been examined, 

but it would be worthwhile doing so to see if alternative splicing is dysregulated 

in these diseases (as it is in normal replicative senescence). If alternative splicing 
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were to be affected in progeroid diseases, this would give further clues about the 

mechanisms of senescence and pose a subsequent question: how might 

senotherapeutic compounds affect this dysregulation and the senescence 

phenotype in progeroid diseases. 

 

Known senotherapeutic compounds 

 

Many senotherapeutic compounds have been identified, but the field is still 

relatively new with the first few senolytic compounds currently undergoing clinical 

trials 71,148. Most approaches remain in the experimental phase of research. 

Dasatinib and quercetin (in combination) are the furthest along with clinical trials 

for effects on two age-related diseases: diabetic kidney disease and idiopathic 

pulmonary fibrosis 149,150. In addition to dasatinib and quercetin, there are many 

candidate senolytic approaches and compounds emerging, such as fisetin, 

piperlongumine, and Bcl-2 and Hsp90 protein inhibitors 143,151. Similarly emerging 

are senomorphic approaches and compounds such as rapamycin, resveratrol, 

trametinib, mitochondria-targeted hydrogen sulphide donors, and compounds 

targeting signalling pathways such as Akt, MEK/ERK, JAK-STAT and 

ATM 143,151,152. Many compounds that affect pathways such as cell fate pathways 

may also offer senotherapeutic potential. For example, metformin is a diabetes 

drug, but it is thought to offer senotherapeutic benefit and is now being 

repurposed in a clinical trial to test its beneficial effects on ageing 153. 

 

Drug repurposing and in silico screening are efficient approaches to medical 

research 134. Drug screening studies can use either bioinformatic approaches 
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and/or can use in vitro methods 154–156. To our knowledge, no major in vitro drug 

repurposing studies have screened compounds for effects on senescence, 

representing untapped potential. As senescence is a heterogeneous phenotype, 

no single biomarker will be able to prove that a repurposed drug would offer 

senotherapeutic benefit: a combination of biomarkers is needed. Therefore, any 

initial screen will require optimisation of the process to identify the most 

appropriate biomarker(s) for use in a high or medium-throughput drug screen. 

Certain techniques for assaying the biomarkers in senescence rely on 

time-consuming manual image analysis, so this is a particular area for 

optimisation. Following the emergence of any candidate senotherapeutic drugs, 

the drugs would need to be investigated for effects on the remainder of the 

senescence phenotype. After cementing a drug as a potential senotherapeutic 

drug, many further validation studies would be needed before clinical benefit 

could be assessed. However, results from a screen of this nature could also be 

used to inform bioinformatic in silico screens. 

 

Bioinformatics approaches using artificial intelligence techniques, such as deep 

neural networking, and structure/ligand-based virtual design and screening, can 

be used for generalised drug discovery 155. Structural similarities may give 

compounds similar functions and so could give further future targets for drug 

development. A recent study from Olascoaga‑Del Angel et al. investigated 

structural motifs of senomorphic and senolytic compounds, identifying some 

common substructures, but ultimately found more structural similarities than 

differences between the two categories of senotherapeutic effects 152. Any newly 
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identified senotherapeutic compounds could be analysed in a similar manner for 

any functional associations of chemical substructures. 

 

As discussed earlier, investigating the effects of senotherapeutic drugs on the 

senescence phenotype in progeroid cells could be useful in identifying 

mechanisms of senescence. Whilst many senotherapeutic compounds could be 

used, one suitable senotherapeutic would be the MEK inhibitor, trametinib. 

Trametinib is a senomorphic compound that is more specific than other 

senomorphic compounds such as rapamycin or resveratrol, and it has been 

shown to affect senescence and rescue dysregulated splicing factor gene 

expression in primary human cells in previous work from our research group 63. 

Given their overlap, senescence and splicing factor dysregulation can be targeted 

by the same or similar method(s). 

 

Targeting splicing factor dysregulation 

 

With 95% of genes in humans alternatively spliced, control and regulation of 

alternative splicing is very important in normal cell function 157. Constitutive 

splicing is the process of excising introns from pre-mRNA to give a mature mRNA 

which is ready to export and translate into a polypeptide chain. Mature mRNA is 

translated into a polypeptide chain by the recruitment and polymerisation of 

amino acid residues using tRNAs. Polypeptide chains may be combined and/or 

further processed in order to form the fully mature protein.  
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Alternative splicing enables different transcripts to be formed from the same gene 

which enables the production of far more proteins than are directly coded for in 

the human genome 158. Figure 3 illustrates the concept of normal constitutive 

splicing and the alternative splicing of a cassette exon 70. The pattern of 

alternative splicing is tightly governed by the spliceosome and by factors that can 

act to increase or decrease the usage of a particular splice site. The spliceosome 

consists of nucleic acids and nucleoproteins that catalyse the excision of the 

sequence of RNA at a splice site flanked by a GU and an AG residue, with an A 

residue branch point site and a polypyrimidine tract 52. Cis and trans acting 

elements can enhance or silence splice site usage (intronic splicing enhancers 

(ISE), intronic splicing silencers (ISS), exonic splicing enhancers (ESE), and 

exonic splicing silencers (ESS) 158. Splicing factors such as serine/arginine rich 

splicing factors (SRSFs) and heterogeneous nuclear ribonucleoproteins 

(HNRNPs) usually serve to enhance or silence splice site usage respectively. 

These splicing factors can also regulate their own splicing and their gene 

expression is associated with age 56,159. Measuring the gene expression of these 

splicing factors is a good way to determine if alternative splicing is dysregulated 

in a cell. 
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Figure 3: Illustration of constitutive and alternative splicing. (Left) Constitutive splicing. Before it can be 
translated, a pre-mRNA must undergo capping (indicated with by the circle-enclosed “C”), spliced (indicated 
by the scissor graphic), and polyadenylated (indicated by (A)n). The result of this is a spliced and processed 
mRNA. Introns and untranslated regions are indicated by black lines, exons by light or dark blue boxes. 
(Right) Alternative splicing. This is the production of multiple mRNA isoforms from a single gene. 
Alternatively-expressed isoforms are independently processed as indicated (the addition of the 5’ cap, given 
here by a circle-enclosed “C,” splicing, indicated by the scissors and polyadenylation, shown by (A)n), but 
undergo differential removal of exons (blue boxes) to produce distinct mRNA species, which may be 
temporally or spatially regulated. Please note this figure is replicated from Figure 2 in the article ‘Targeting 
Alternative Splicing for Reversal of Cellular Senescence in the Context of Aesthetic Aging’ by Bramwell and 
Harries published in Plastic Surgery and Reconstruction in 2021. The original published article is attached 

in the appendix of this thesis. 

 

Splicing can be targeted specifically with splice-switching oligonucleotides, using 

microRNAs (miRNAs) to disrupt splicing, by inducing nonsense-mediated decay 

as well as via compounds that target ageing pathways and act to alter the gene 

expression of splicing factors 160–164. Recent work from our research group has 

shown that several small molecules can modulate both splicing factor gene 

expression and senescence in vitro using compounds such as homologues of 

resveratrol, mitochondria-targeted hydrogen sulphide donors, and ERK and Akt 

inhibitors (such as the aforementioned trametinib) 61,63,70. Small molecules are of 
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particular interest in the context of this work as they can target both cellular 

senescence and the dysregulation of splicing. 

 

Conclusion 

 

Ageing is a complex process that underpins many other diseases. The molecular 

basis of ageing gives many potential therapeutic targets, but cellular senescence 

and RNA splicing dysregulation are particularly promising. Our team’s research 

has focused on these two hallmarks using traditional methods, however these 

methods can be improved by ensuring the model is human-relevant, by 

identifying higher throughput screening methods, and by the creation of new 

image analysis tools. The novel hallmark of the dysregulation of alternative 

splicing is intrinsically linked with senescence: many senotherapeutic compounds 

affect splicing factor gene expression. Progeroid diseases are important to study 

in their own right for future therapies and for the mechanistic insight into the 

hallmarks of ageing that they can provide. Therefore, it could be useful to explore 

splicing factor gene expression and apply senotherapeutic compounds to cells 

from people with progeroid diseases. Senotherapeutic compounds can be used 

to improve senescence, but as the concept is relatively new, many compounds 

will not have been tested for effects on senescence. Screening compounds that 

are already prescribed for other therapies could quickly identify new compounds 

for further evaluation. Using screens of this nature can also inform bioinformatic 

analysis of any links between a molecular structure and its function as a 

senotherapeutic compound. Compounds identified as affecting senescence need 

to be fully characterised in terms of their effects on senescence, i.e. is the 
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compound senomorphic or senolytic? Targeting senescence could be worthwhile 

for the possibility of therapies to improve healthy ageing and aid in treating 

age-related diseases.  
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Research hypothesis 

 

We believe that cellular senescence is a fundamental process that 

underpins ageing and age-related disease, and that understanding the 

biological mechanisms of ageing could provide new targets and therapies 

for age-related disease. Many drugs could have previously undiscovered 

senotherapeutic effects and could be used to ameliorate some aspects of 

the senescence phenotype. Repurposed senotherapeutic compounds 

could become promising candidates for the treatment of age-related 

disease. 
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Aims and objectives of thesis 

 

Chapter 3: Development of methods for assessment of senescence in 

human-relevant cell culture. 

 

The overarching objective for this chapter was to improve the methods of 

measuring senescence in a human-relevant way so that they would be ready for 

use in the rest of the thesis data chapters. 

 

The specific aims for this chapter were: 

 

1. To improve the human-relevance of cell culture models by removing all 

animal-derived components from the culture process. 

2. To optimise a more suitable medium-throughput method for assessing 

senescence to enable a screen of potential senotherapeutic compounds 

in a later chapter. 

3. To help automate the counting of images of stained cells for further use. 

 

Chapter 4: Senescence, alternative splicing and effects of trametinib treatment in 

progeroid syndromes. 

 

The objective for this chapter was to investigate the mechanisms of senescence 

further by examining if splicing factor expression was altered in cells from people 
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with progeroid syndromes, and if a senotherapeutic compound could alter the 

senescence phenotype in these cells. 

 

The specific aims of this chapter were: 

 

1. To compare splicing factor expression in dermal fibroblasts from a control 

donor and three donors with progeroid syndromes. 

2. To apply a senomorphic compound, trametinib, and identify any changes 

in the senescence phenotype in the cells from donors with progeroid 

syndromes. 

 

Chapter 5: A medium-throughput screen of repurposed drugs for senotherapeutic 

activity and identification of structure-function associations. 

 

The objective of this chapter was to perform a screen using methods developed 

in chapter three for any senotherapeutic effects of repurposed drugs and to 

perform a bioinformatic analysis of structure-function from the screen results. 

 

The specific aims were: 

 

1. To perform a high to medium-throughput screen for effects on senescence 

from repurposed drugs. 

2. To use the screen results to inform further validation in chapter six. 

3. To use the screen results to inform in silico structure-function analysis of 

the compounds and identify any structure associated with senescence. 



64 

 

 

Chapter 6: Synthetic female hormones exert sex-specific effects on cellular 

senescence in human dermal fibroblasts. 

 

The overall objective for this chapter was to validate any senotherapeutic effects 

observed in the previous chapter’s drug screen. As several synthetic versions of 

sex hormones showed a senotherapeutic effect, the validation was completed in 

cells from male and female donors. 

 

The specific aims of this chapter were: 

 

1. To validate if three synthetic female hormones (diethylstilboestrol, ethynyl 

estradiol and levonorgestrel) had an effect on senescence in vitro. 

2. To identify the type of senotherapeutic effect (i.e. senomorphic or 

senolytic) and to characterise any changes to the senescence phenotype 

caused by the compounds. 

3. To identify if the sex of the donor of the cells affected the cells’ response 

to the three synthetic female hormones. 
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Chapter 2: Methods 
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This chapter details the general methods that I used in the acquisition, analysis 

and curation of data for this thesis. The data chapters are prepared in the format 

of journal articles, and so contain the specific details of the materials and methods 

used including reagent sources, cycling conditions etc. However, where possible, 

repetition has been omitted to meet submission requirements for this thesis. Here 

I give an overview of each technique, the rationale for its use in the context of this 

thesis, and any additional details needed. 

 

Tissue culture 

 

In vitro growth of cells permits many experiments that would be impossible to 

perform in vivo. In this thesis, several cell types are cultured to act as models for 

senescence. Chapter three describes the rationale and development of 

human-relevant tissue culture practices within our team. In this chapter, I cultured 

the human dermal fibroblasts (three normal fibroblast lines (nHDFs)) and human 

uterine fibroblasts in preparation for the use of the models in later chapters. 

Tissue culture conditions, standard passaging/freezing protocols and donor 

details are described in chapter three for these four cell types. The same male 

and female nHDFs were used in the other chapters following the same standard 

practices for passaging and freezing as detailed in chapter three. 

 

Primary dermal fibroblasts can be grown to replicative senescence by repeated 

passaging and extended time in culture. Cells are grown from an early passage 

and monitored for increases in senescence levels. Using knowledge from 

preliminary experimentation within our team (data not shown) for 
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senescence-associated beta galactosidase (SAB) activity staining at early and 

late passages, experiments could be designed with an appropriate baseline level 

of senescence to be able to detect changes. For experimentation, the cells were 

grown until they reached the desired passage number (informed by previous 

experiments) that would give adequate results for the research question at hand. 

For older passages, this roughly correlated with their population doubling (PD) 

time having routinely slowed to half its original speed, and morphological changes 

(described previously within the introduction) to have begun to occur. PD time 

can be a variable measure with primary cells that do not necessarily grow linearly 

in the same way as an immortalised cell line, however it is a useful measure for 

identifying general trends in cell growth. The PD time is used in chapter three for 

identifying if there is any difference in the speed of cell growth in different culture 

media. An estimate of the number of accumulated population doublings 

(cumulative population doublings, cPDL) is given in each chapter’s methods as 

this measure is more comparable and consistent between cell types/experiments. 

 

For experiments in chapter four, we selected human dermal fibroblasts from 

people with three different progeroid syndromes. These cells are useful as a 

disease model in their own right, and as a model of premature cellular 

senescence. The details of the cells and diseases are discussed further in 

chapter four. For these lines, the culture conditions and donor details are 

described in the methods of chapter four, and follow the same passaging and 

freezing protocols as described for the nHDFs in chapter three. 
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Measurement of cellular senescence 

 

At pH 6, lysosomal beta galactosidase activity is confined to senescent cells and 

is referred to as senescence-associated activity (SAB). SAB activity can be 

assayed using a staining method. Cells are fixed and a pH 6-buffered staining 

solution containing an X-gal substrate is applied. The yellow colour of X-gal is 

replaced by a blue coloured product as the substrate is used up by the SAB 

enzyme. Cells exhibiting blue staining are considered senescent 165. Measuring 

SAB activity in this way is considered the “gold standard” of measuring 

senescence 166,167. I use this method across the thesis by using a Senescence 

Cells Histochemical Staining kit from Merck. The kit provides a protocol in which 

cells are washed twice in DPBS, fixed for 15 minutes at 4°C, washed again in 

DPBS, and stained. The plate is incubated at 37°C for 24 hours protected from 

CO2 to enable the stain to develop appropriately. The acquisition of staining 

images and count data is described later in this chapter. In chapter three, a 

fluorescence-based assay for SAB is described as part of an attempt to optimise 

for use in a medium-throughput drug screen. The reasons it was not used are 

discussed in chapter three, and the alternative method of examining CDKN2A 

gene expression is described in the same section. Techniques for measuring 

gene expression are discussed later in this chapter. 

 

Measurement of protein biomarkers 
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Immunocytochemical staining of Ki67 and γH2AX 

 

The technique of immunofluorescent or immunocytochemical staining enables 

visualisation of antibody-tagged proteins under a fluorescence microscope. The 

process is described in full in chapters four and six. Cells are fixed on coverslips 

with 4% paraformaldehyde. The coverslips are washed in DPBS, blocked for any 

non-specific binding using a mix of proteins (usually in the form of cow’s milk, 

serum albumin or serum). After blocking, another wash is performed, followed by 

incubation with specific antibodies against the protein of interest. Multiple proteins 

can be tagged at once as long as each antibody is not produced by the same 

species. It should be noted that synthetic primary antibodies are produced without 

animals, but are named for the specific species in which the structure of the 

antibody was identified. I.e. a mouse antibody may be produced in a fully 

synthetic manner, but is still described as a “mouse antibody” because the 

structure is species-specific. After incubation with the primary antibodies, the 

coverslips are washed, and secondary antibodies applied. The secondary 

antibodies are conjugated with a fluorophore and specifically target the primary 

antibodies. For multiplex staining for multiple proteins, multiple primary and 

secondary antibodies are used, but care must be taken that the secondary 

antibodies do not target each other or each other’s targets. The fluorophores must 

also be chosen so that they do not both fluoresce at a similar range of 

wavelengths. A nuclear stain such as 4′,6-diamidino-2-phenylindole (DAPI) can 

be incubated alongside the secondary antibodies to aid visualisation and 

analysis. The coverslips are mounted to slides with Dako mounting medium for 
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imaging on a fluorescence microscope. The exact details of staining and imaging 

protocols and materials are recorded in each data chapter’s methods section. 

 

This method is used in the context of senescence as it can aid in the analysis of 

characteristics such as cellular proliferation and DNA damage. Ki67 is a nuclear 

protein that is associated with cellular proliferation due to its functions during the 

cell cycle: protection against the aggregation of heterochromatin during the G1 

stage of the cell cycle, and the later re-localisation to the nucleolus 166–170. It is 

not usually identified in cells that are in G0 stage (i.e. it is widely regarded not to 

be present in quiescent or senescent cells), but recent studies suggest a very low 

level of Ki67 expression is sometimes retained by quiescent cells 171,172. 

Nevertheless, measuring Ki67 is useful as it identifies changes in the levels of 

proliferation within a cell culture. γH2AX is a histone protein that becomes 

phosphorylated in the presence of double-stranded DNA breaks. It acts as a 

biomarker for the initiation of DNA damage repair, but is often considered a direct 

biomarker of DNA damage itself 173,174. This is useful to measure as it can indicate 

changes in DNA damage repair. 

 

Antibodies were sourced from Abcam: Rb anti-Ki67 (ab15580, ab16667), Ms anti-

γH2AX (ab26350), Alexa Fluor R 555 Goat pAb to Rb (ab150078, ab150086) and 

Alexa Fluor R 488 Goat pAb to Ms (ab150117). Fluorescence at 405 nm, 488 nm 

and 555 nm was captured for DAPI, γH2AX and Ki67 respectively using the Leica 

DM4 B Upright Microsope at 10 × magnification and its associated image capture 

software: Leica Application Suite X (LASX) 2019 3.7.1.21655v software (Leica 

Microsystems, Wetzlar, Germany). 
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Terminal deoxynucleotidyl transferase dUTP nick-end labelling (TUNEL) 

staining 

 

TUNEL staining is another method of detecting double-stranded DNA breaks 173. 

The assay is widely used for detecting fragmented DNA in cells undergoing 

apoptosis. It uses a modified dUTP (usually a fluorophore) to identify the 3’-OH 

section of the fragmented DNA. On the incorporation of the dUTP into the DNA, 

a reaction serves to make the fluorophore detectable on a fluorescence 

microscope. The Click-iT® TUNEL Alexa Fluor® Imaging Assay from 

ThermoFisher was performed according to manufacturer’s instructions and is 

detailed in chapter six’s methods section. This kit used a similar blocking and 

washing approach as the immunocytochemical staining protocol above, but uses 

the kit components in place of antibodies and Hoescht stain instead of DAPI. 

 

Analysis of staining 

 

Manual counting methods 

 

Chapter three discusses why many image analysis tools are not used in practice. 

In our team, multiple manual methods of counting cells from SAB activity staining 

and immunocytochemical staining (including TUNEL staining) experiments were 

used. We began to investigate the creation of custom image analysis tools and 

this is detailed in chapter three. In the meantime, image data for the other 
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chapters in this thesis had to be acquired via manual counting. For all staining in 

this thesis, five images per biological replicate were taken and counted. The exact 

method of analysis is detailed in each data chapter’s methods section. A Zeiss 

AxioCam ERC55 PrimoVert brightfield microscope was used to take images 

during general tissue culture and for the images for SAB activity staining. The 

Leica DM4 B Upright Microsope was used to take images of fluorescently stained 

cells. For SAB activity staining, the cell counter plugin tool on ImageJ 1.47v 

software was used to keep track of the count and the cells were manually 

identified as being either “stained” or “not stained”. The counter image was saved 

and the counts recorded in a spreadsheet. The Leica Application Suite X 2019 

3.7.1.21655v software is used to control the Leica DM4 B Upright Microsope, and 

has a similar counter annotation tool. For fluorescently stained images, I viewed 

each different channel to ensure the stain of interest was co-localised with the 

nuclear stain. I counted the cells using the annotation tool while I manually 

identified each cell as being “stained” for the protein(s)/dye of interest or “not 

stained”, and recorded the counts in a spreadsheet. This approach is of course 

subjective, but the creation of the image analysis tool will hopefully remedy this 

issue in the case of fluorescent nuclear staining. 

 

Fluorescence Imaging of Nuclear Stains (FINS) image analysis algorithm 

 

The development of the FINS algorithm is described in detail in chapter three. 

The algorithm is run using Matlab software version R2017b. The algorithm is able 

to count cells that have been stained for DAPI, Ki67 and γH2AX (using the 

immunocytochemical staining techniques described above) straight from .liff files 
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produced by the Leica Application Suite X 2019 3.7.1.21655v software. The FINS 

algorithm counts nuclei using DAPI and then only counts any signal for Ki67 and 

γH2AX that is co-localised to a nucleus. 

 

Measurement of gene expression 

 

RNA extraction 

 

To enable downstream analysis of gene expression, RNA must be extracted from 

cell cultures. It can be extracted from cells in several different ways. In chapter 

four and chapter six, I used the following method for RNA extraction: using TRI 

reagent and a phenol-chloroform extraction. TRI reagent contains guanidine 

isothiocyanate and phenol which causes phase separation of RNA, DNA and 

proteins, when chloroform is added. The RNA is contained within an aqueous 

phase from which it can be subsequently precipitated in isopropanol and washed 

in ethanol. 

 

The protocol is adapted from the TRI reagent manufacturer’s instructions to 

include adjustments, namely the addition of 10 mM MgCl2, to improve recovery 

of miRNAs should we have wished to investigate any miRNA expression 175. Cells 

were washed twice in DPBS (14190136, Gibco™) and removed from the culture 

plate by cell scraping in TRI Reagent Solution (AM9738, Invitrogen™) 

supplemented with 10 mM MgCl2 (AM9530G, Invitrogen™). A cell scraper is used 

to aid the detachment and lysis of the cells. The TRI mixture is removed and 

stored at -80°C until the day of extraction. The TRI mixture is thawed before the 
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addition of 10 µl of 10 mM MgCl2 per ml of TRI reagent. These extractions are all 

from cells, so the TRI fraction is spun at 13870 × g for 20 minutes at 4°C (all 

centrifugation steps are done at 4°C to reduce the risk of RNA degradation during 

extraction). For every 1 ml of TRI reagent, 200 µl of chloroform (C/4920/08, Fisher 

Chemical) is added and the tubes are shaken vigorously to mix. They are left at 

room temp for 5 minutes before being centrifuged at 21098 × g for 20 minutes. 

The clear fraction is carefully removed into a new tube. The old fraction is 

returned to long term storage to enable DNA or protein to be extracted at a later 

date if wanted. The volume of the aqueous clear colourless fraction (containing 

RNA) is matched with an equal volume of isopropanol (BP2618-1, Fisher 

Bioreagents). 1.2 µl of GlycoBlue™ Coprecipitant (AM9516, Invitrogen™) is 

added to aid in visualisation of the pellet. The mixture is left at room temperature 

for ten minutes before being spun at 21098 × g for ten minutes. The supernatant 

is pipetted off before 1 ml of 75% Ethanol (per ml of TRI reagent) is added. The 

pellet is floated using a vortex machine before being spun again at 21098 × g for 

30 minutes. This wash step is repeated using 500 µl of 75% Ethanol (per ml of 

TRI reagent used) and is extended to a 40-minute spin if the pellet is very small. 

After removal of the final wash supernatant, the pellet is left to air dry briefly for 

approximately 10 - 15 minutes before resuspension in either RNase free water or 

1 × TE buffer pH 8 (BP2473-500, Fisher Bioreagents). RNA quality and quantity 

are assessed using a Thermo Scientific™ Nanodrop 8000 Spectrophotometer 

(Thermo Fisher Scientific, Waltham, Massachusetts, USA). 

 

For the drug screen in chapter five, I used an RNA extraction kit because it was 

more suitable as a medium-throughput method than the classical 
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phenol-chloroform extraction. The kit uses a lysis buffer to lyse cells and stabilise 

RNA, then a silica-based membrane in each well binds the RNA. The plate is 

washed repeatedly while the RNA is confined to the membrane, until it is 

eventually eluted into a collection plate. Phenol-chloroform extractions tend to 

have higher yield and arguably better quality, but are unsuitable for more than 24 

simultaneous RNA extractions. Therefore, the PureLink™ Pro 96 RNA 

Purification Kit was used. This was used according to manufacturers’ instructions 

with elution into 45 µl of RNase free water. A small sample of wells was assessed 

for RNA quality and quantity on the Thermo Scientific™ Nanodrop 8000 

Spectrophotometer. 

 

Reverse transcription 

 

Once RNA is extracted for use in real time quantitative PCR (RTq-PCR), it must 

first be converted into complementary DNA (cDNA) using reverse transcriptase. 

For all reverse transcription assays in this thesis, I used Applied Biosystem’s 

High-Capacity cDNA Reverse Transcription Kit (4368813, Applied Biosystems™) 

in 20 µl reactions (according to their instructions) on a Veriti™ 96-Well Fast 

Thermal Cycler. Cycling conditions were: 25°C for 10 minutes, 37°C for 120 

minutes and 85°C for 5 minutes followed by a 4°C hold step. For all experiments 

except the senescence screen, RNA concentration was adjusted to be equal 

before the reverse transcription took place. The method for eventual analysis of 

RT-qPCR results controls for any concentration differences introduced at this 

stage, but it is best practice to equalise all RNA concentrations going into a 

reverse transcription reaction. For the senescence screen, measuring and 
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adjusting all samples would have meant risking RNA degradation during the time 

taken to do so. When sampled, the screen’s RNA concentrations fell within a 

narrow range. The range was low enough that typical instrument error in 

measuring the RNA concentration would probably give a similar range of true 

RNA concentrations even if the measured RNA concentrations were equalised. 

We therefore decided to use the RNA without adjusting for concentration 

differences for these reasons. 

 

Pre-amplification of cDNA 

 

RT-qPCR needs sufficiently concentrated cDNA to be able to detect differences 

in gene expression, but this cannot always be produced from a single reverse 

transcription reaction. One option is to perform several reverse transcription 

reactions, but this makes it difficult to compare gene expression across the entire 

dataset as extra controls are needed. Another option is to use a pre-amplification 

PCR reaction step. Pre-amplification is performed by running rounds of PCR on 

the cDNA using the same primers and probes that will be used in the RT-qPCR. 

This increases the concentration exponentially in a pre-amplified product and 

enables RT-qPCR to give results from low concentrations of cDNA. In chapter 

four, the progeroid cells treated with trametinib had low yield, so I used a 

pre-amplification step. In chapter six, we required expression analysis on many 

different genes, so a pre-amplification reaction was used to enable more genes 

to be analysed from the same reverse transcription reaction. For all 

pre-amplification reactions, TaqMan™ PreAmp Master Mix (4384266, Applied 

Biosystems™) and pooled TaqMan™ Gene Expression Assays (FAM) (4331182, 
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TaqMan®) (see Table 1) were used following manufacturer’s instructions on a 

Veriti™ 96-Well Fast Thermal Cycler. Cycling conditions were: 95°C for 10 

minutes, 14 cycles [of 95°C for 15 seconds, 60°C for 4 minutes], 99°C for 10 

minutes, followed by a 4°C hold step. 
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Table 1: List of Taqman Assay IDs. Taqman Assays were used to perform gene expression analysis of the 

following genes based on their functions. 

Gene name Taqman Assay ID Role 

BCL2 Hs04986394_s1 Ageing pathway/apoptosis marker 

ATM Hs00175892_m1 Ageing pathway/cell cycle 

CASP1 Hs00354836_m1 Apoptosis marker 

CASP3 Hs00234387_m1  Apoptosis marker 

CASP7 Hs00169152_m1 Apoptosis marker 

CASP8 Hs06630780_s1 Apoptosis marker 

CASP9 Hs00962278_m1 Apoptosis marker 

GUSB Hs00939627_m1 Housekeeping gene 

IDH3B Hs00199382_m1 Housekeeping gene 

PGK1 HS99999906_m1  Housekeeping gene 

PPIA Hs04194521_s1 Housekeeping gene 

UBC Hs01871556_s1 Housekeeping gene 

UBC Hs05002522_g1  Housekeeping gene 

LMNB1 Hs01059205_m1 Senescence marker/nuclear structure  

MYC Hs00153408_m1 Proto-oncogene/ageing pathway 

CXCL1 Hs00236937_m1 SASP marker 

CXCL10 Hs00171042_m1 SASP marker 

CXCL8 (IL-8) Hs00174103_m1 SASP marker 

IL-10 Hs00961622_m1 SASP marker 

IL12A Hs01073447_m1 SASP marker 

IL12B Hs01011518_m1 SASP marker 

IL-1B Hs01555410_m1 SASP marker 

IL-2 Hs00174114_m1 SASP marker 

IL-6 Hs00174131_m1 SASP marker 

INFy Hs00989291_m1 SASP marker 

LTA (TNFβ) Hs99999086_m1 SASP marker 

MMP1 Hs00899658_m1 SASP marker 

MMP3 Hs00968305_m1 SASP marker 

MMP9 Hs00957562_m1 SASP marker 

TNFα Hs00174128_m1 SASP marker 

CDKN1A Hs00355782_m1 Senescence marker/cell cycle 

CDKN2A Hs00923894_m1 Senescence marker/cell cycle 

NOVA1 Hs00359592_m1 Spliceosome component 

AKAP17A Hs00946624_m1 Splicing factor 

HNRNPA0 Hs00246543_s1 Splicing factor 

HNRNPA1 Hs01656228_s1 Splicing factor 

HNRNPA2B1 Hs00242600_m1 Splicing factor 

HNRNPD Hs01086912_m1 Splicing factor 

HNRNPH3 Hs01032113_g1 Splicing factor 

HNRNPK Hs00829140_s1 Splicing factor 

HNRNPM Hs00246018_m1 Splicing factor 
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HNRNPUL2 Hs00859848_m1 Splicing factor 

PNISR Hs00369090_m1 Splicing factor 

SRSF1 Hs00199471_m1 Splicing factor 

SRSF2 Hs00427515_g1 Splicing factor 

SRSF3 Hs00751507_s1 Splicing factor 

SRSF6 Hs00607200_g1 Splicing factor 

SRSF7 Hs00196708_m1 Splicing factor 

TRA2B Hs00907493_m1 Splicing factor 

 

RT-qPCR 

 

RT-qPCR enables relative gene expression to be measured by the use of gene 

expression assays. For all chapters, TaqMan™ Gene Expression Assays (FAM) 

were used. Table 1 shows the genes assayed in this thesis, their assay IDs, and 

the corresponding function of the gene in the context of this thesis. Gene 

expression assays use short oligonucleotides that are specific to the 5’ and 3’ 

sections of the gene that it is assaying (primers) as well as another short 

oligonucleotide with an attached fluorophore (probe) that fluoresces when it binds 

specifically to the section of cDNA within that gene. Taq polymerase enables 

extension of the template cDNA only when in proximity of the primers, meaning 

only the particular gene is amplified per round of PCR. Measurement of 

fluorescence after each cycle of PCR enables detection of cDNA from the gene 

of interest. A fluorescent dye at a consistent concentration in the reaction 

mastermix enables normalisation to baseline levels of fluorescence for each well. 

Given that the cDNA was originally formed from the RNA, the cDNA of the gene 

of interest will be present in differing amounts depending on the level of gene 

expression in the cells. The number of cycles of PCR that it takes for the level of 

fluorescence to meet a threshold (CT) therefore offers a way to quantify in 
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real-time the level of gene expression through comparison of the CT values. This 

is discussed further in the following section on RT-qPCR analysis. 

 

For all RT-qPCR experiments, 5 µl reactions on 384-well plates were used on the 

Quantstudio 12K platform from Applied Biosystems™. 1 µl of template and 2.5 µl 

of Applied Biosystems’™ TaqMan™ Universal Mastermix II were used in 

combination with the aforementioned gene expression assays (concentrations of 

which corresponded to 900 nM primer and 250 nM probe). Three technical 

replicates were performed for every cDNA sample and were mixed prior to 

loading the plate in order to reduce technical variability. Cycling conditions are: 

50°C for 2 minutes, 95°C for 10 minutes, followed by 40-50 cycles of 95°C for 15 

seconds and 60°C for 1 minute. Fluorescence intensity was captured at the end 

of each cycle. Ramp speeds were 1.6°C per second for all transitions. 

 

Analysis of RT-qPCR data 

 

CT values provide a measurement from which relative gene expression may be 

calculated using a comparative CT technique 176. The Quantstudio 12K platform 

software automatically assigns a threshold, but it can be adjusted manually (if 

appropriate) to ensure the threshold crosses all of the fluorescence intensity 

curves in their exponential phase. After ensuring an appropriate threshold, the 

median and standard deviation of the CT values for the three technical replicates 

were calculated. When the standard deviation exceeded 0.5 cycles, a maximum 

of one technical replicate was removed to reduce the effects of outliers. After this 

data cleaning step, the median CT value was normalised to the expression of 



81 

 

housekeeping genes. Several endogenous housekeeping genes (listed in Table 

1) were used for the normalisation. The proposed housekeeping genes, the 

genes of interest and statistics based on the housekeeping genes (mean, 

geomean and median) were assessed for stability using the online RefFinder 

tool 177. The most stable metric across the dataset was then used for normalising 

all of the genes. For example, the geomean for the housekeeping genes of a 

biological sample would be subtracted from the gene of interest for that biological 

sample. An average is taken of the resulting ΔCT values for an appropriate control 

group for each gene of interest. The average ΔCT of the control group is 

subtracted from each gene of interest resulting in the ΔΔCT value. 2-ΔΔCT is used 

to calculate a ratio for comparison. The natural log of the data can be taken to aid 

with any skew, this is noted in the methods sections of each chapter. Each 

biological group is used for further statistical analysis and interpretation of results. 

Several quality control steps are also included throughout the analysis to mitigate 

for any potential error introduced via data handling. This technique is used in 

chapters four, five and six before the data can be analysed statistically. 

 

Bioinformatic analysis of structure-function 

 

The development of a bioinformatic structure-function association test is well 

described in the methods section of chapter five. SMILES (simplified molecular 

input line entry system) is a way of storing structural information of a chemical 

within an alphanumeric code. It must be converted into another similar format, 

SDF (structure-data file), before it can be used in this particular bioinformatic 

pipeline. This bioinformatics pipeline uses the ChemmineR and fmcsR packages 
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in Rstudio to compare a compound’s structure with that of another 178–180. A series 

of comparisons between each compound in a group will result in a matrix of 

Tanimoto coefficients. The Tanimoto coefficient is a measure of how similar a 

structure is to another. The contents of a Tanimoto coefficient matrix can be 

compared against the contents of another matrix in order to compare the overall 

structural similarity within each group with the other. The data in each matrix is 

taken forward for statistical analysis (discussed below and detailed in the 

methods of chapter five). 

 

Statistical analysis and image production 

 

Information on software versions and source are provided in each data chapter. 

IBM SPSS, Graphpad prism and Matlab software were used to compute statistics 

where appropriate as detailed in each chapter’s methods. Statistical test choice 

depended on the data format, proposed comparisons and the hypothesis. 

Generally, a student’s t test was used to compare two means, and an ANOVA 

with a post hoc test was used to compare multiple means. The risk of type one 

error can be mitigated by controlling for multiple comparisons, however the risk 

of a type two error can increase. Where appropriate, we corrected for multiple 

comparisons when our results weren’t informed by preliminary results. Where the 

risk of a type two error was great, and the risk of a type one error would be 

mitigated by further studies and validation, we opted not to correct for multiple 

testing. 
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Graphs were produced using Graphpad Prism, with the exception of graphs for 

the section regarding the FINS algorithm, which were created using Matlab 

software version R2017b, and in the senescence chapter regarding the drug 

panel design, which were created using Microsoft Office Excel. Diagrams were 

mostly produced using Microsoft Office Powerpoint. Although, where appropriate, 

diagrams were drawn freehand and/or adjusted using GNU Image Manipulation 

software. 
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Chapter 3: Development of 
methods for assessment of 

senescence in human-relevant cell 
culture
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Many experimental methods require optimisation before their use. Previous work 

in our laboratory has worked up several methods for modelling ageing in vitro and 

for assessing senescence characteristics. These include tissue culture 

techniques, the use of a staining kit for senescence-associated beta 

galactosidase (SAB) activity, fluorescence staining for Ki67, γH2AX, and TUNEL, 

as well as PCR-based assays for a wide range of genes 56,60,70,181. Several of 

these methods have inherent flaws as discussed below. 

 

In the course of my research, the first aim was to ensure the human-relevance of 

the model by making all methods animal component-free. Here, I present a draft 

of a journal article prepared for submission to Cytotechnology in collaboration 

with my co-authors. The contributions of all co-authors are described within the 

article structure, however, for its inclusion in my thesis, I provide further detail 

here on my exact involvement. I had oversight of the article’s structure, oversight 

of the experimental designs for all cell types, conducted the laboratory 

experiments for the fibroblast cell lines (nHDF types A-C and HUFs), conducted 

the presentation and analysis of the fibroblast cells, aided in the presentation and 

analysis of all other cells’ data, oversaw the project management, and wrote the 

majority of the manuscript. 

 

As a staining method itself, the traditional SAB assay was suited to small-scale 

experiments. I present a short report within this chapter on the trial of an 

alternative method for analysing SAB. 
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The methods used by our team for counting stained cells were very 

time-consuming, inefficient and varied between individual researchers. I 

recognised an issue with easy access to any automation of counting within our 

team and began working with a team collaborator and image analysis expert, Dr 

Jack Spencer, to come up with a simple solution. We briefly investigated the 

options available for image analysis of SAB-stained cells, however we were 

unable to identify any initial direction for this particular avenue of research within 

the time-constraints of this thesis. 

 

We were more successful at developing methods for the other type of staining 

method used in our group. We were able to create and optimise an automated 

image analysis program for immunocytochemically-stained cells imaged on a 

fluorescence microscope. In this chapter, I present a draft journal article prepared 

for submission to IEEE Transactions on Medical Imaging in collaboration with my 

co-authors. Within the bounds of the article, the contributions of the co-authors 

are discussed, but I will elaborate here on my personal contribution for the 

purposes of the article’s inclusion in my thesis. I outlined the problem, 

conceptualised and managed the project, conducted the majority of the 

experimental laboratory work that fed into the data for the program’s optimisation 

and testing, had oversight of the experimental approaches used to analyse and 

test the program, aided in the presentation of data, wrote sections of the 

manuscript pertaining to the laboratory methods, and the biological applications 

of the program, and revised the manuscript critically. Sadly, the program was not 

finalised early enough to be able to use it to analyse image data for the other 

chapters of this thesis. 
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Abstract 

 

Clinical trial failure rates are substantially influenced by poor translation between 

pre-clinical human in vitro, non-human in vivo, and human clinical research. 

Difficulties are often faced when transitioning away from animals into human in 

vivo clinical trials, and there is much reliance in basic science research on 

traditional methods which often use animal-based products in in vitro models. 

Improving the human-relevance of early models may help, especially when 

targeting more nuanced species-specific cell processes. Foetal bovine serum 

(FBS) is the most commonly used media supplement in cell culture, but it can 

introduce issues with human-relevance. We aimed to derive a process that may 

inform the transition of any human cell type into animal free culture conditions. 

We successfully eliminated animal-derived biomaterial from primary fibroblast, 

endothelial, and mononuclear cell culture. Serum-free alternatives were 

considered for the culture of fibroblasts and mononuclear cells. However, 

synthetic supplements, as with traditional growth factors and basal media, are not 

a one-size-fits-all approach. Human serum tends to be more physiologically 

relevant to human biology than FBS but suffers from issues regarding supply and 

batch-to-batch variation. Xeno-free alternatives provide an attractive replacement 

opportunity due to their consistency, but we found that the synthetic supplement 

was not always enough to support effective cell culture. We discuss 

considerations and how the individual requirements of each cell type may vary 

when transitioning from established culture media. We provide a suggested 

process for researchers to transition primary cells into a more physiologically 

relevant, translatable culture environment. 



89 

 

 

Keywords: 

Animal-free, human serum, foetal bovine serum (FBS), cell culture, bovine 

pituitary extract (BPE), xeno-free, humanise, humanisation,  



90 

 

Introduction 

 

Animal and human diseases are often not synonymous. The underpinning 

biology of disease may also differ between animals and humans, making it 

difficult to translate findings into humans from medical research models that 

involve animals, animal cells or models that are exposed to animal-derived 

biomaterials 133,182–184. For example, in respiratory medical research, 

“non-humanised” models are almost exclusively used and have poor translational 

efficiency, with compounds having only a 15% chance of success when entering 

clinical trials 185. More generally, this issue contributes to the low number of drugs 

(10-20%) that successfully pass through all stages of clinical trials and receive 

marketing approval 186. The issue of translatability is exemplified by the murine 

models which are frequently used to inform on human disease. Not only do 

genetics, physiology, and immunology vary between murine models and humans, 

but many diseases are also not naturally exhibited in mice at all 182,187. Due to this 

disparity, a variety of methods are used to induce human-like disease in murine 

models including genetic modification and exposure to biological or chemical 

agents 188–190. However, due to varying pathogeneses, there may be substantial 

disparity between the onset, presentation, treatment, and resolution of disease in 

pre-clinical animal models and clinical disease. This leaves significant room for 

failure when moving from pre-clinical to clinical trials. 

 

While the translational issues of animal in vivo and animal in vitro models are 

often highlighted, any issues resulting from the presence of animal-derived 

biomaterial in a cell culture model can often be dismissed as one of the inherent 
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limitations of tissue culture models. However, there is evidence to support that 

tissue culture methods may be improved by the reduction and replacement of 

animal-derived biomaterials 136,191. Altering established cell culture practices to 

remove animal-derived biomaterials may seem like much effort for little gain, 

especially with technologies emerging that may potentially outcompete basic 

two-dimensional cell culture, such as organoids and organ-on-a-chip models. 

However, cell culture models are still used daily and will continue to be used 

long-term in many areas of basic research. If a model can be improved quickly 

and easily, then this may help to bridge the gap in translation before emerging 

technologies can change the paradigm. 

 

Since the first cells were successfully cultured, balanced salt solutions have been 

used to enable their survival, and animal proteins, including sera, or fractions 

thereof, have enabled their further maintenance and expansion 192. Cell culture 

media was initially developed for amphibious and avian animal cells in the late 

19th century, only moving onto mammalian cells in the early 20th century. In 1951, 

owing to the isolation of the HeLa cell line from the cervical carcinoma of Henrietta 

Lacks, human cells could be consistently cultured for the first time 193. Due to the 

widespread availability of this first immortalised human cell line, it was possible 

to further explore, optimise, and better define culture media. 

 

Whilst basal media has become better defined and is often now entirely synthetic, 

serum is still a common nutrient source in basic cell culture. This is as a result of 

its rich, but variable, cocktail of hormones, growth factors, amino acids, vitamins, 

salts, carbohydrates, lipids and proteins that are conducive to cellular 
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metabolism, viability and proliferation 194. Foetal bovine serum (FBS, also known 

as foetal calf serum or FCS) is commonly used for its accessibility and success 

in supporting a wide range of cell types. Due to the variation of individual animals, 

batch-to-batch variation of FBS is a well acknowledged issue 195–197. 

Batch-testing and maintaining batch consistency mitigates this issue within 

individual experiments for the most part; however, reproducibility on a wider scale 

is often still hindered 196. Additionally, the use of FBS poses concerns surrounding 

viral contaminants and supply availability 198. 

 

The problem is more pronounced when growing “difficult-to-culture” cell types or 

when investigating nuanced and highly species-specific processes. As well as for 

improving reproducibility, there is a call for entirely synthetic media for the culture 

of more specialised cell types. For example, depending on their origin, primary 

cells can be highly variable in their growth rates, and an imbalance of growth 

factors could alter cellular proliferation, viability and phenotype. Serum-free or 

low serum media is often used for such cell types. However, in the absence of 

sera, animal-derived constituents such as bovine pituitary extract (BPE) are often 

used instead to encourage proliferation. These media are frequently proprietary 

and costly due to their specialised nature. Additionally, whilst BPE is less variable 

than FBS, its active components are not well-reported. When considering 

alternatives to FBS for the purposes of improving the human-relevance of a 

model, we must also consider if its replacement is susceptible to the same 

problem. 
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“Xeno-free” alternatives are reliant upon sufficient characterisation of the 

mitogenic components in traditional sera, in order to identify and include the 

necessary components required to support the cells. Depending on the origin of 

the cells, different growth factors are required, not only to promote mitogenic 

activity, but also to maintain cellular phenotype. In addition to FBS or BPE, 

specialised culture media will typically contain a cocktail of growth factors that are 

specific to the maintenance of a particular cell type. Due to the growing market of 

recombinant growth factors, it is now very possible to replace growth factors with 

animal-free alternatives. Purchasing lyophilised or “carrier-free” growth factors is 

often necessary as, when purchased in solution, even recombinant human 

growth factors are still commonly stabilised with bovine serum albumin (BSA), 

unless specifically stated otherwise 199. 

 

Whether for translatability, reproducibility or ethical purposes, there are many 

reasons why it may be desirable to omit FBS and BPE from cell culture entirely. 

Products derived from human sera may be suitable to permit the growth of human 

cells in culture, but synthetic serum alternatives may be a better solution 200. 

Databases such as the FCS-free database and Cellosaurus can provide 

resources on cell lines and media 201,202. Geraghty et al. list a selection of vendors 

for serum-free and xeno-free media 184. Vendors such as Merck and Fisher 

Scientific often have information on alternative cell culture supplements. Several 

approaches exist for transitioning a cell culture model into serum-free media, 

however the decision-making process involved in choice of medium can often be 

unclear. Resources, such as those mentioned above, often have guidance on 
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methods for switching from one medium to another, but they often lack effective 

advice on the selection of an initial approach and troubleshooting. 

 

Whilst physiological relevance in research is strongly desirable, the very nature 

of in vitro research brings inherent limitations. Cells normally exist in a complex 

network in a three-dimensional structure within a tissue. Their in vivo growth rate 

may be slower than in vitro, and their cell size and shape may also change when 

put into an in vitro model. In many cases, a cell culture model must be able to 

support enough expansion for experiments, but a growth rate that was the same 

in vitro as in vivo would likely be too slow for a useful model. The 

microenvironment surrounding a cell can cause changes in its size and shape as 

can the species of origin. It follows that different culture media, particularly when 

changing from a media containing animal-derived biomaterial, might cause cells 

to change the speed of their growth and/or their shape or size. Whether the 

alterations to cell properties in a model becomes an issue depends on the 

downstream use of the model. Bioreactors, hydrogels and mechanical stress 

systems have enabled cells to be subjected to gas exchange, space and 

mechanical pressures that are more akin to the in vivo environment 203,204. It is 

the cell type and the desired outcome measures that determine the utility of these 

technologies. Cost and availability are other factors that may influence the ability 

to culture cells under physiologically relevant conditions. However, it may be 

argued that tradition is the main reason that the use of animal-derived 

biomaterials is seen as a “gold standard” in human cell-culture, but moving away 

from this practice may provide a very simple, yet often overlooked step towards 

physiological relevance, and hence the translatability of cell culture. 
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With this in mind, we aimed to determine whether it was possible to “humanise” 

the cell culture process by transitioning multiple human primary cell types from 

traditional media into animal component-free cell culture conditions. We 

demonstrate the suitability of animal-free alternatives to support normal human 

dermal fibroblasts (nHDF), human uterine fibroblasts (HUF), retinal endothelial 

cells (RECs), and peripheral blood mononuclear cells (PBMCs) by producing a 

side-by-side comparison of the cell size and proliferative capacity of cells cultured 

in their original and trial animal component-free (ACF) media. We acknowledge 

that there is not a one-size-fits-all approach and discuss the current limitations of 

the field including the effectiveness and availability of ACF alternatives. We also 

discuss elements of the “humanisation” process that must be considered by any 

researcher looking to use ACF alternatives in the future. As such, we derived a 

flowchart that encompasses the decision-making and troubleshooting process 

that informed the transition of multiple cell types in order to share these 

experiences with the wider research community and demonstrate the possibility 

of animal-free cell culture. 
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Methods 

 

The overall process for the “humanisation” of a new cell type is illustrated in 

Figure 4. It shows a flowchart that falls into five main steps: reviewing literature, 

planning, preparing stocks, transitioning and validating. The first step is to 

assess if the recommended medium is ACF by reviewing product information 

and contacting suppliers. If it is not ACF, then associated literature and 

information must be reviewed in order to make a plan to trial an alternative. 

Following planning, stocks of cells must be prepared according to the vendors’ 

recommendations in case the new ACF medium does not support the cells 

appropriately. After a suitable amount of cells are grown, the transition 

experiment may take place as a side-by-side comparison. We used three 

passages of cells to enable statistical analysis of population doubling (PD) time 

and other measures. Monitoring cells using a microscope is important at this 

stage; cells may show visual signs of struggling in the new medium, such as 

morphological changes, signs of apoptosis etc. Depending on the outcome of 

this experiment, the transition step may be repeated to enable troubleshooting 

of the process. The application of the model determines the criteria that the new 

medium must meet in order to be used further. Therefore, the final step is to 

validate according to these planned criteria, e.g. comparison of proliferation, 

longevity in vitro, morphology, and/or retention of specific cell biomarkers.  
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Figure 4: A flowchart outlining the process of transitioning human cells from a recommended media 
containing animal-derived components to an animal component-free (ACF) media. 

 

Assessment of the ACF status of current methods 

 

In this study, we confirmed that the recommended medium was not already ACF 

for any cell type studied here. We confirmed this by looking at the product 

information available online and/or via personal correspondence with company 

representatives. In this study, we were able to obtain confirmation of ACF status 

for all basal media, but we were unable to access information on which particular 

component(s) contained animal-derived biomaterial(s) for every medium 

investigated. 
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After assessing that a medium was not ACF and that the vendors did not have a 

recommended ACF alternative, we searched literature databases (NCBI 

PubMed, FCS-free Database, Cellosaurus etc.) as well as looking at information 

on alternative vendors’ websites to assess suitability of any other medium on 

sale. Following this search, we decided on initial approaches for each cell type 

and proceeded to experimental testing. 

 

General tissue culture 

 

Four main cell types were used in this study: normal human dermal fibroblasts 

(nHDFs), human uterine fibroblasts (HUFs), retinal endothelial cells (RECs), and 

peripheral blood mononuclear cells (PBMCs). All cells were raised using the 

vendor’s recommended medium and instructions to ensure the cells were 

covered by any manufacturer’s guarantee. Cells were passaged as per the 

recommended conditions until a frozen stock could be created. 

 

On occasion, a quick preliminary first-pass assessment of growth was conducted: 

the ACF medium was applied to cells for a few days while checking for 

morphological changes in properties such as shape, cell size and cytoplasmic 

content using a light microscope (Zeiss AxioCam ERC55 PrimoVert). This 

enabled a quick and easy assessment of any obvious stress and cell death 

responses. This experiment took advantage of a situation when cells cultured for 

the main stock were being grown ready for the main side-by-side comparison, but 

a small amount of excess cells were available and could be used for other 

experimentation. For most cell types, we had enough cells to run the side-by-side 



99 

 

comparison without this preliminary step. If this preliminary experiment showed 

promise, we continued to run the side-by-side comparison of media types as 

planned. If it did not, then we looked back at our research and changed our plan 

accordingly. 

 

For adherent cells, we looked at cell PD time and cell size over the course of 

three passages. Figure 5 illustrates this experimental design. A T25 flask of cells 

was grown in non-ACF media before being split equally into two T25 flasks. A 

“trial” ACF medium was applied to one flask, while the other flask was kept 

growing in the “control” non-ACF medium. The two flasks were grown in parallel 

and were passaged three times using 50% of cells at each split. Cells were 

counted to enable the calculation of PD time and assessed for cell size at every 

passage (including the initial split). 
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Figure 5: A flowchart outlining a basic side-by-side comparison experiment of adherent cells in an animal 
component-free (ACF) “trial” medium and a non-ACF “control” medium. Cells are counted and measured for 

cell size before cells are placed into each new flask. 
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Dermal fibroblasts 

 

Normal human dermal fibroblasts (nHDFs) from three different donors were 

sourced from Promocell, Heidelberg, with ethical approval at source (catalogue 

number C-12302). nHDF A cells were taken from the thigh of a male donor (lot 

number unavailable). nHDF B cells were from a 28-year-old Caucasian female 

donor’s breast (lot number 467Z026.3). nHDF C cells were from a 36-year-old 

Caucasian male donor’s abdomen (lot number 445Z026.3). 

 

nHDF A cells’ cumulative population doublings (cPDL) at the time of this 

experiment was unknown as they had been cultured previously without record of 

population doublings. The cPDL at the beginning of this experiment was 17.50 

for nHDF B cells and approximately 33.71 for the nHDF C cells. 

 

The control medium for nHDF A cells was Promocell Fibroblast medium 

(Promocell, Germany) supplemented with 2% foetal bovine serum (FBS, 

10270106, Gibco™) and 1% 10,000 units/ml penicillin - 10,000 µg/ml 

streptomycin (15140122, Gibco™). The control medium for both nHDF B and 

nHDF C cells was Dulbecco’s Modified Eagle Medium (DMEM) 1 g/l glucose + 

phenol red (31885023, Gibco™), 10% FBS (10270106, Gibco™) and 

1% 10,000 units/ml penicillin - 10,000 µg/ml streptomycin (15140122, Gibco™). 

 

The trial medium for both nHDF A and nHDF B cells was DMEM 1 g/l glucose + 

phenol red (31885023, Gibco™), 10% human serum (HS, H3667, Sigma Aldrich) 

and 1% 10,000 units/ml penicillin - 10,000 µg/ml streptomycin (15140122, 
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Gibco™). The trial medium for nHDF C cells was DMEM 1 g/l glucose + phenol 

red (31885023, Gibco™), 10% GroPro Cell Culture Growth Supplement 

(SER-HPL-GROPRO, ZenBio) and 1% 10,000 units/ml penicillin - 10,000 µg/ml 

streptomycin (15140122, Gibco™). 

 

For passaging, nHDF cells were washed twice in Dulbecco’s phosphate buffered 

saline (DPBS) (14190136, Gibco™) before detachment with TryPLE™ Express 

(12604013, Gibco™). The TryPLE™ Express activity was neutralised using 

either the control or trial medium. Cells were spun at 700 × g, the supernatant 

was removed and cells were resuspended in the appropriate media. If needed, 

following resuspension, cells were frozen in media with 10% dimethylsulfoxide 

(DMSO) (J66650.AD, Thermo Scientific Alfa Aesar) and 70% serum. FBS 

(10270106, Gibco™) was used for freezing of control and initial stocks, whereas 

human serum (H3667, Sigma Aldrich) was used for freezing of trial stocks and 

for lines after their successful transfer to ACF media. 

 

Uterine fibroblasts 

 

Human uterine fibroblasts (HUFs) were commercially sourced from Promocell, 

Heidelberg, with ethical approval granted at source (catalogue number C-12385). 

Cells were derived from the myometrium of an 85-year-old Caucasian female. 

Cells were at 14.96 cPDLs at the beginning of the experiment for which we 

present data in this study. The control medium was DMEM 1 g/l glucose + phenol 

red (31885023, Gibco™), 10% FBS (10270106, Gibco™) and 1% 10,000 units/ml 

penicillin - 10,000 µg/ml streptomycin (15140122, Gibco™). The trial medium was 
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DMEM 1 g/l glucose + phenol red (31885023, Gibco™), 10% HS (H3667, Sigma 

Aldrich) and 1% 10,000 units/ml penicillin - 10,000 µg/ml streptomycin 

(15140122, Gibco™). HUFs were passaged and frozen following the same 

protocol and reagents as for the nHDF cells. 

 

Mononuclear cells 

 

Peripheral blood mononuclear cells (PBMCs) were obtained from donors with 

University of Exeter CMH Ethics Approval (CMH Ethics ID Number 511048). 

PBMCs were extracted from blood samples using Sepmate-50 IVD separation 

technology as per the manufacturer’s instructions (Stemcell Technologies, 

Vancouver). Cells were cryogenically preserved after extraction. When thawed, 

cells were suspended in control or trial media. All media contained RPMI-1640 

medium (21875034, Gibco™) with 1% 10,000 units/ml penicillin - 10,000 µg/ml 

streptomycin (15140122, Gibco™). The media was supplemented by either 

10% FBS (10270106, Gibco™), 10% HS (H3667, Sigma Aldrich) or 10% GroPro 

Cell Culture Growth Supplement (SER-HPL-GROPRO, ZenBio). Cells were spun 

at 240 × g before resuspension in fresh media. Cells were seeded into a 24-well 

plate at a cell density of 1 × 106 cells/ml. The diverse repertoire of lymphocytes 

and other PBMCs in this cell type is not used for long term growth due to the 

naturally short-term viability. As passaging cells only needs to be carried out 

when media is nutritionally depleted or when cells exceed maximal seeding 

density within the culture vessel, passaging was not performed during this study. 

Cells were sampled for cell size and number periodically during the experiment. 
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Retinal endothelial cells 

 

Human primary retinal microvascular endothelial cells (RECs) were purchased 

from Cell Biologics (IL, USA) with ethical approval granted at source (catalogue 

number H-6065, lot number 122118U), no donor information was available. Cells 

were initially raised in complete human endothelial cell medium (H1168, Cell 

Biologics) as recommended by the cell manufacturer, which consisted of a basal 

medium, 5% FBS, and unstated concentrations of L-Glutamine, vascular 

endothelial growth factor (VEGF), fibroblast growth factor (FGF), heparin, 

epidermal growth factor (EGF), hydrocortisone, and an antibiotic/antimycotic. 

This media contained animal components, and from this point was solely used 

as the control medium in the subsequent humanisation process. 

 

Endothelial cell medium, MV2 (C-22221, Promocell, Heidelberg) was used as the 

basal medium for the ACF trial medium, as it was confirmed to be animal-free by 

the supplier. However, the associated supplement mix (C-39226, Promocell, 

Heidelberg, containing 5% FBS, 5 ng/ml EGF, 10 ng/ml bFGF, 0.5 ng/ml VEGF, 

20 ng/ml IGF, 0.2 µg/ml hydrocortisone and 1 ug/ml ascorbic acid) was not ACF 

due to the inclusion of FBS and growth factors reconstituted in BSA. RECs were 

trialled in completed MV2 medium and, as successful, this served as a good 

starting point for humanisation. 

 

Whilst MV2 basal media and the concentrations of the supplementary growth 

factors were indicated as suitable for the culture of RECs, alternative animal-free 

growth factors had to be sourced. The role of each growth factor was considered 
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when selecting the key components to support RECs. To inform this, multiple 

commercially available endothelial cell media were compared to determine which 

growth factors are frequently used and therefore likely necessary for their 

successful culture as shown in Table 2. ACF growth factors (EGF, FGF, 

hydrocortisone and serum) that were incorporated into most endothelial cell 

media were automatically included in the trial medium. The trial medium used 

Promocell MV2 endothelial growth basal medium supplemented with the 

aforementioned growth factors. Initially, the growth factors (insulin-like growth 

factor (IGF) and heparin) were also included as they were present in the 

supplements of both the recommended medium and MV2. Cellular proliferation 

and morphology were observed over multiple passages. On this occasion, there 

was no visible difference in REC morphology or growth between the media 

containing IGF and heparin and the media without them. Therefore, these 

components were excluded from the final trial medium. 

 

The final ACF REC trial media consisted of MV2 endothelial growth basal medium 

(C-22221, Promocell) supplemented with 5% HS (H3667, Sigma Aldrich), 5 ng/ml 

EGF (236-EG-200, Bio-techne), 10 ng/ml bFGF (HZ-1285, Proteintech), 

0.5 ng/ml VEGF (HZ-1038, Proteintech), 0.2 µg/ml Hydrocortisone 

(1918-FN-02M, Bio-Techne), and 1 µg/ml ascorbic acid (105021000, Acros 

Organics). 
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Table 2: Presence of growth factors (Yes/No) in commercial media supplements for retinal endothelial cell 

(REC) culture. 

 

Growth factor 
Cell Biologics 

(Human 
endothelial cell) 

R&D Systems 
(Endothelial 
cell growth) 

Lonza 
(Endothelial 
cell growth 
medium-2) 

Thermofisher 
(Primary 

microvascular 
endothelial) 

Promocell MV 
(Endothelial 

growth 
medium) 

Promocell 
MV2 

(Endothelial 
growth 

medium) 

EGF Y Y Y Y Y Y 

FGF Y Y Y Y N Y 

IGF N Y Y N N Y 

Heparin Y Y Y Y Y N 

Hydrocortisone Y Y Y Y Y Y 

VEGF Y Y Y N N Y 

Ascorbic acid N Y Y N Y Y 

Dibutyryl cyclic 
AMP 

N N N Y N N 

Endothelial cell 
growth 

supplement 
N N N N Y N 

 

 

RECs were raised in control medium and then expanded for three passages prior 

to experimentation. Cells were estimated to be at approximately 13 cPDLs at the 

beginning of this study. Throughout, cell culture flasks were coated with human 

fibronectin (1918-FN-02M, Bio-Techne) as an alternative to gelatin, to promote 

attachment. For passaging, REC cells were washed once in DPBS (14190136, 

Gibco™) before detachment with TryPLE™ Express (12604013, Gibco™). The 

TryPLE™ Express activity was neutralised using PBS containing 10% FBS or HS 

depending on whether the cells were in media containing FBS or HS. Cells were 
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spun at 500  g for 5 minutes, the supernatant was removed, and cells were 

resuspended in the appropriate media. Cells were frozen in 40% media with 10% 

DMSO (J66650.AD, Thermo Scientific Alfa Aesar) and 50% serum. FBS 

(10270106, Gibco™) was used for freezing of control and initial stocks, whereas 

human serum (H3667, Sigma Aldrich) was used for freezing of trial stocks and 

for RECs after their successful transfer to ACF media. 

 

Cell counting and assessment of cell size 

 

Unless otherwise stated, for experiments in this study we used a DeNovix 

CellDrop™ machine with Acridine Orange - Propidium Iodide (AO/PI) viability 

stain (BT40039 and BT40017, Cambridge Bioscience) to count cells for PD time 

calculations and to measure average cell diameter. Primary human fibroblast 

cells were counted using the Celldrop™ machine, but were also counted using a 

Hirschmann haemocytometer because their inherent uneven morphology 

renders automatic counting less accurate. Cell counts from the haemocytometer 

were therefore used for the calculation of PD time in all fibroblast cell types. One 

early experiment for nHDF A pre-dates the acquisition of the Celldrop machine in 

our laboratory. For this particular experiment, we used GNU Image Manipulation 

Program version 2.10.14 to sample cell size by measuring ten cells per image for 

ten images per medium type 205. For the PD time for nHDF A, cell counts were 

measured manually using a haemocytometer as described above. 
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Statistics 

 

Independent t tests were used to compare means for all experiments except the 

comparisons of PBMCs grown in parallel in three different experimental media, 

which used a one-way ANOVA with Tukey’s post hoc test. Statistical tests and 

graphs were produced using Graphpad Prism version 9.4.1 for Windows 

(GraphPad Software, San Diego, California USA, www.graphpad.com). Error 

bars on the graphs represent the standard error of the mean (SEM).  

http://www.graphpad.com/


109 

 

Results 

 

PD time was not affected by transition to ACF conditions 

 

In this study, we present data for side-by-side comparisons of cells grown in 

control media or trial ACF media. The ACF media contained either human serum 

or a synthetic growth supplement (GroPro). The PD time did not change 

significantly for any of four adherent cell types (nHDF A, nHDF B, HUF and REC). 

Figure 6 shows the results for experiments growing adherent cells in trial media 

containing human serum, with accompanying data in Table 3 and Table 5.  

 

Only the size of one cell type was affected by a transition to ACF conditions 

 

As shown in Table 5, Figure 6 and Figure 7 the cell size was only altered 

significantly in one cell type. nHDF B cells were 12% smaller in the trial medium, 

with a mean diameter of 12.34 ± 0.3466 µm, compared to cells grown in the 

control medium’s mean diameter of 14.14 ± 0.3830 µm (p = 0.0129). It is worth 

noting that the average cell size of nHDF A cells was larger than other types 

because it was measured when the cells were adherent rather than when in 

suspension. 
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Mononuclear cell survival was unchanged when using human serum or a 

synthetic supplement 

 

PBMC survival did not appear to differ when subjected to different serum 

supplementation in short-term culture (Table 4 and Figure 7A). No significant 

statistical difference was detected using a one-way ANOVA (p = 0.9268). The 

survival of cells in media containing FBS decreased slightly by day 5 

(Day 3 = 104% of original cell seeding density, Day 5 = 92%). The survival of 

cells in media containing human serum decreased through both time points 

(Day 3 = 94%, Day 5 = 98%). Similarly, the survival of cells in media containing 

GroPro decreased slightly from the original culture (Day 3 = 100%, 

Day 5 = 95%). 

 

A synthetic supplement was insufficient as a direct substitution for serum in 

dermal fibroblast culture 

 

GroPro was not sufficient alone as a supplement to support the growth of the 

nHDF C cells. For this experiment, cells were seeded at the same density for the 

experimental process as described in Figure 5. At the first passage of cells in 

control or trial media, the control flask contained 1.65 × 105 cells with a mean 

diameter of 11.42 µm and the trial flask contained 1.3 × 105 cells with a mean 

diameter of 14.75 µm. A few days later, the experiment ended when cells in the 

medium containing GroPro died off. It is worth noting the cells in the medium 

containing 10% human serum were still growing at the end of the experiment. 
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Figure 6: Population doubling (PD) time was unaffected by media supplement (either 10% foetal bovine serum (FBS) or 10% human serum (HS)), but cell size was affected 
in one cell type. A) and E) normal human dermal fibroblasts (nHDF) type A. Please note nHDF A cell size was measured when cells were adhering to a flask whereas 

other cell types are measured in suspension. B) and F) nHDF type B, C) and G) human uterine fibroblasts (HUF), D) and H) retinal endothelial cells (REC).
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Figure 7: No differences were observed in the survival and size of peripheral blood mononuclear cells 
(PBMCs) grown in media with different supplementation in parallel. A) Short-term survival. B) Mean cell size. 

Table 3: Population doubling (PD) time by cell type. p values computed from an independent t test. SEM 

denotes standard error of the mean. 

 

Table 4: Total cell counts of the mononuclear cells by day with different media supplements. 

Days Media with foetal bovine serum Media with human serum Media with GroPro supplement 

0 1.00E+06 1.00E+06 1.00E+06 1.00E+06 1.00E+06 1.00E+06 1.00E+06 1.00E+06 1.00E+06 

3 9.72E+05 1.25E+06 9.12E+05 7.34E+05 1.18E+06 9.00E+05 1.20E+06 9.56E+05 8.44E+05 

5 1.02E+06 8.74E+05 8.64E+05 9.54E+05 1.20E+06 7.96E+05 1.03E+06 9.24E+05 9.08E+05 

 
Table 5: Cell size (µm) by cell type. p values computed from an independent t test or a one-way ANOVA 
with Tukey’s post hoc test in the case of the PBMCs. SEM denotes standard error of the mean. Note that 
cells were sized when in suspension for all cell types except nHDF A which were sized using a different 
method while adherent. 

Cell 

type 

Control medium Trial medium 1 Trial medium 2 
p value 

Mean SEM N Mean SEM N Mean SEM N 

nHDF A 173.5 10.55 4 182.1 235.8 3 - - - 0.5457 

nHDF B 14.14 0.383 4 12.34 0.3466 4 - - - 0.0129 

nHDF C 11.42 0.7202 2 14.75 2.25 2 - - - 0.2941 

HUF 12.43 0.2061 5 12.44 0.2185 5 - - - 0.9615 

REC 12.31 0.2471 8 12.57 0.2352 8 - - - 0.4692 

PBMC 9.958 0.2714 9 10.03 0.2128 9 9.471 0.1997 9 0.193 

Cell type 
Control medium Trial medium 

p value 
Mean SEM N Mean SEM N 

nHDF A 171.3 97.02 4 343.4 235.8 3 0.4847 

nHDF B 83.85 16.96 3 113.4 30.11 3 0.4401 

HUF 56.5 16.4 5 36.24 4.404 5 0.2672 

REC 35.14 2.706 3 33.54 6.625 3 0.8341 
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Discussion 

 

Adjusting cell culture medium can improve the physiological relevance of a model 

to human disease. However, it is not always straightforward to transition to a 

different medium, and many considerations need to be taken into account during 

the process. FBS is predominantly used in tissue culture for its availability and 

because it is traditional, but not due to its specificity nor physiological relevance; 

it is likely that there are more suitable alternatives for the culture of human cells 

197. In this study, we have formulated ACF alternatives to the medium traditionally 

used for several different types of primary human cells. We were able to 

substitute human serum in place of FBS in the medium for dermal fibroblasts, 

uterine fibroblasts, retinal endothelial cells and peripheral blood mononuclear 

cells. A synthetic alternative, GroPro, was able to act as a substitute in PBMC 

culture, but not in the culture of dermal fibroblasts. We illustrate the process we 

used to transition cells, and the considerations that may need taking into account 

when trialling alternatives to non-ACF media and animal-derived sera. 

 

A successful cell culture model is defined by its uses, so the main consideration 

for changing to non-ACF media is the downstream applications of the model itself. 

In this paper, the cell types were to be used for medical research into the basic 

science behind ageing, diabetes and immunological responses in humans. These 

diseases have nuances in humans that are not replicated in animal studies, so it 

was in our interest to ensure these models were human-relevant 136. The risk of 

a model not reflecting human physiology was more important to us than the risks 

of not identifying a change in the cell properties in the culture model. We must 
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ensure cells in our models grow enough to be used in experiments and do not 

show any morphological signs of stress or other obvious morphological changes. 

Therefore, we monitored cells for changes in PD time, cell size and any obvious 

visual morphological changes. Cells were grown in the ACF media for 

experiments once cells grown in trial media had satisfied these criteria. 

 

Therefore, the cell type and the model’s future use determines the criteria that a 

trial medium must meet in order to be used for research. For example, the HUFs 

described here were to be used in studies involving replicative senescence. In 

preparation for comparisons between low and high levels of replicative 

senescence, we continuously grew cells to a point where the culture began to 

slow in terms of PD time and the tissue accumulated senescent cells. The HUFs 

were grown in ACF medium for a further 38 population doublings after 

transitioning from non-ACF medium. The culture did not have any obvious 

morphological changes compared to cells grown in non-ACF conditions when 

visually inspected every 2-3 days. The vendor guarantees the cells will grow for 

more than 15 population doublings in their recommended conditions: the HUFs 

in ACF media were able to meet this number of population doublings. Other 

applications may need more stringent criteria to be met before a non-ACF model 

may be used for research. For example, a model may need to be carefully 

checked for differences in epithelial to mesenchymal transition, or certain 

biomarkers to ensure a particular cell retains its original identity that it needs to 

provide the correct model for the experiment. 
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The only significant difference in cell size was in the population of nHDF B cells, 

but this difference does not indicate that the ACF media is unsuitable in this 

instance. Cell size may be different for several reasons. The mostly likely reason 

is due to seeding density because nHDFs may get smaller if they are at a high 

density. We often see dermal fibroblasts change in size in non-ACF media 

depending on their seeding density. Although both cultures were seeded at the 

exact same density initially, the cells in the trial medium had a higher seeding 

density throughout the rest of the experiment. The differing seeding densities and 

PD times over the course of the experiment were not significantly different overall, 

so it is difficult to assess if the seeding density was the reason behind the smaller 

size. It is possible that cells in media containing FBS are larger. Whether this is 

an issue for us depends on the morphology of the cells. In this case, the cells did 

not display any signs of stress or morphological changes during routine visual 

inspection, so we assessed the media as being sufficient for use in our future 

experiments. 

 

Suspension cultures of non-adherent cells require some minor considerations 

that differ to adherent cultures. Adequate gas exchange must be simulated by 

daily gentle shaking/stirring, with growth easily tracked using samples of the 

suspension counted at regular intervals. Without cell adhesion, enzymatic or 

chemical dissociation is not required when passaging. It is also worth noting that 

suspension culture cells such as primary peripheral blood mononuclear cells are 

not suitable for long term culture expansion – which places a different emphasis 

on utilisation of growth supplementation used for humanisation. That is to say, 
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culture medium for these cells needs to support short term survival, but does not 

need to allow for long term expansion. 

 

The assessment of the ACF status of the current cell culture reagents was usually 

straightforward. However, whilst some suppliers were very forthcoming with 

information regarding their products, other suppliers could only provide a little 

information on proprietary media/products. In some cases, a vendor would refuse 

to even offer yes or no in answer to whether a product contained any 

animal-derived biomaterial meaning that we had to assume the product was not 

ACF. 

 

Many growth factors, supplements and media contain small amounts of Bovine 

Serum Albumin (BSA) to act as a stabilising agent for proteins 199. During 

personal correspondence with company representatives, 50% of the Promocell 

basal media that we enquired about contained animal-derived biomaterial. It is 

likely that many serum-free basal media contain BSA as a stabilising agent for 

certain components of the medium. We also have found that sometimes company 

representatives misunderstand our queries about a product’s ACF status, and 

only identify the presence of serum and don’t always identify that BSA “counts” 

when we enquire about a product being ACF. It would be good if a standard could 

be set for naming a product “animal-free”, and similarly it would be beneficial if it 

became mainstream to use human and/or ideally synthetic versions of serum 

albumins in place of animal-derived serum albumins. 
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Although several invaluable literature banks exist, such as the FCS-free 

database, they can be difficult to search, often have many similar entries to 

search through, and often don’t contain the information you are searching for 

about media and/or growth factors. Although a medium may be free from FBS, it 

does not mean that it is ACF and the databases do not adequately make the 

distinction. Similarly, information about individual growth factors can be difficult 

to find. Clearer, more coherent and more comprehensive information on the 

components of media, the role of cell culture supplements, and data surrounding 

their inclusion and/or exclusion in the culture of specific cell types would be very 

useful to researchers in the future. 

 

For most cell types, the initial approach for transitioning away from medium 

containing FBS and other animal-derived biomaterial was a simple direct swap 

for an ACF supplement. This approach worked for several straightforward cell 

types. However, we found in cells such as Human Aortic Endothelial Cells 

(HAoECs) that a direct swap of human serum in place of FBS did not always 

support growth or even caused cell death. For certain cell types, a transition 

experiment is not possible due to limited lifespan of the cells. In these cases, it is 

advantageous to develop the trial medium using a similar cell type. For example, 

we have used the medium worked up for normal human dermal fibroblasts 

successfully on diseased dermal fibroblasts. The diseased cells do not grow 

enough in normal conditions to permit a side-by-side comparison, so the medium 

used in normal cells was simply trialled from the start of the culture of diseased 

cells. In spite of the disease state, the cells grew successfully and as expected in 

the ACF medium. For other difficult cell types, a “weaning” approach may work. 
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Guidance on this type of approach can be found on vendor websites or resources 

mentioned in the introduction. 

 

FBS has been traditionally used in cell culture since the technique was first 

developed, and consequently its use is omnipresent in most tissue culture 

facilities. Tissue culture models are artificial by their very nature and may not 

react similarly to a tissue in vivo; however, human in vivo studies are often neither 

feasible nor ethical for answering a specific research question. Animal in vivo 

studies have their own well-described drawbacks, and the species-specific nature 

of certain biological processes could mean that a human cell culture model may 

actually be more representative of what happens in vivo in humans 196,197,206,207. 

Although any tissue culture experiment will have control groups, the presence of 

animal-derived biomaterials represents an unknown in cell culture medium which 

can alter the microenvironment and could mask or change a response. Similarly, 

human serum could represent an unknown factor, but, arguably, putting a 

human-derived biomaterial into a human cell model of human disease may 

represent a better approach than animal-derived biomaterial. 

 

Human-derived alternatives to FBS, such as the human serum used throughout 

this paper, are derived from pooled human donors. Human serum is obtained in 

small volumes, pooled, and filtered/treated before sale. Another important thing 

to note is that the serum is from adult donors. Consent is given at the point of 

donation, but there are ethical worries surrounding the sale of a person’s 

biomaterial. When we consider that human serum is from an adult rather than a 

foetus, we identify that the serum is likely to be less mitogenic than FBS. This 
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alternative may be more representative of the human tissue’s in vivo physiological 

environment, but it could also limit the rate and capacity of proliferation. 

Depending on the level of cellular expansion required, this may be considered 

disadvantageous for a particular model. This may also be a moot point given that 

in our study, human serum did not affect the PD time of any cell type. 

 

Another consideration is the fact that because human serum products are 

typically from pooled donors, they can exhibit batch-to-batch variability. Donor 

pools of human serum may also include confounding quantities of some element 

that is key to detection or culture evaluation, and as such may not be appropriate 

to specific experimental designs. For example, pooled human serum may not be 

ideal in the context of immune cell-based experiments as any immune system 

components in the serum could interfere with the detection of human-specific 

antibodies or receptor binding. Conversely, a baseline level of antibodies and 

growth hormones, which may be achieved using pooled donor serum, could be 

beneficial to certain experimental designs where long term proliferation is 

desired. 

 

Human serum itself can be difficult to work with. We found that batches often vary 

in the amount of lipids present. The lipids and large debris in the serum can mean 

that some cells do not respond well to unfiltered human serum in the medium. It 

also makes it difficult to determine morphological changes when debris is present. 

We used vacuum filter units to remove the debris. Due to the lipid content, the 

units could clog quickly so this method isn’t without its flaws. We tried centrifuging 

the serum to remove the lipid fraction, but we were unable to do so. 
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Serum-free media could be a viable alternative to both FBS and human serum, 

however many serum-free culture media are not xeno-free and contain BPE as a 

growth factor source. BPE promotes the survival and mitogenic activity of 

mammalian cells to a greater degree and in a more potent capacity than those 

cultured using FBS, but it can influence the culture in other ways, e.g. BPE is 

known to possess proteins that provide antioxidant activity 208. Whilst exchanging 

FBS for BPE may reduce the overall volume of animal components used within 

cell culture media, it is unlikely to reduce batch-to-batch variability entirely. 

Although certain factors must remain consistent to enable the proliferation of any 

cell type, the exact composition of growth factors and hormones present in BPE 

may vary. Many researchers in the 1980-1990s attempted to determine which 

components of BPE were required to reproduce its mitogenic activity in a variety 

of cell types. From inhibiting growth factors, to blocking receptors, to introducing 

growth factors individually, candidates such as fibroblastic growth factor (FGF) 

and certain hormones were proposed as the predominant mitogenic factors in 

BPE. However, results appeared to be cell type dependent, and it was often 

concluded that additional unknown components contained within the BPE also 

contributed to cellular proliferation 209–212. From this early exploratory work, it is 

clear that no singular component of BPE harnesses its full mitogenic potential. 

 

Fully synthetic xeno-free media and supplements are fully characterised and so 

this removes the factor of the unknown. Xeno-free medium/supplements also do 

not suffer from batch-to-batch variation in the same way as biological products 

and so can make for a more reliable medium. However, these synthetic 
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substitutes have their own issues to overcome. The supplements are not always 

a direct replacement for serum. In this study, the GroPro synthetic supplement 

did not work alone for the dermal fibroblasts tested, but was able to sustain the 

survival of mononuclear cells sufficiently. The fibroblast cells likely needed more 

growth signals than the mononuclear cells. A next step for optimising this 

supplement for fibroblasts would be to add synthetic growth factors to the mix. It 

is also worthwhile noting here that unless they are specifically ACF, synthetic 

growth factors often contain small amounts of BSA in the same way that any 

medium (unless specified as ACF) may contain some animal-derived biomaterial.  

In addition to culture media and sera, other reagents commonly used in cell 

culture (and in downstream characterisation, experimentation and analyses) 

often contain animal-derived biomaterial. More recently, recombinant and 

synthetic alternatives are becoming more widely available and cheaper as 

demand increases. In tissue culture, trypsin is commonly used to disassociate 

adherent cells for passaging. Trypsin is commonly derived from the pancreas of 

livestock, but alternatives to this now include recombinant trypsin and synthetic 

alternatives such as TrypLE™ and CTS™Versene™. Recombinant proteins are 

widely available, but are often reconstituted in BSA. Human serum albumin (HSA) 

may be substituted in place of BSA to enhance stability, and can also serve as 

an appropriate blocking buffer for many protein assays. Certain primary cells may 

require coated culture dishes to promote cellular attachment during culture. 

Gelatin and animal-derived fibronectin are commonly used reagents for this 

purpose, however human cell-derived alternatives are available and are ACF. 

With each new cell line and assay performed, it takes consideration of each 

component to ensure research can be ACF. Such alternatives are increasing in 
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popularity, and if an ACF alternative is not available it is beneficial to report this 

to suppliers that provide similar products and discuss future research needs. 

 

Ultimately all tissue culture models have inherent limitations, meaning it can be 

difficult to determine what is physiologically relevant enough for a model. Whether 

a model is suitable enough and relevant enough depends on how the model will 

be experimented on and its downstream uses. Will a difference in morphology 

change the outcome of an experiment? Could it improve the human-relevance of 

an experiment? Or would it cause the cell to become de-differentiated and thus 

cause the loss of a model of the differentiated cells? The answers will inevitably 

vary, but the answers are often either neutral or in favour of adopting a more 

human-relevant model. 
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Conclusion 

 

The route to the clinic for any new therapy often has issues that are rooted in 

problems with physiological relevance and translation into human pathologies 

from animal models and/or models that use animal-components. Making 

research models more human-relevant at every stage is worth considering. Early 

tissue culture models used in basic science research may be relatively easy to 

“humanise” compared to later stage research. The removal of animal-derived 

biomaterial from the tissue culture process has been successfully performed for 

four cell types (dermal fibroblasts, uterine fibroblasts, retinal endothelial cells and 

mononuclear cells). This process highlights how common animal-derived 

biomaterial is in research that uses in vitro models. Human serum is more 

physiologically relevant to human biology than FBS by nature, and so represents 

an improvement in several cases. Although, xeno-free alternatives may be better, 

they are not yet suitable for all cell types. The approaches used in this paper 

highlight some of the key aspects that researchers must consider when looking 

to remove FBS and other animal-derived biomaterial in their tissue culture 

models. 
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Optimisation of senescence assays 
 

 

Introduction 

 

Senescence can be difficult to quantify when it represents such a heterogeneous 

phenotype 68,167,213. Currently the “gold standard” method for detecting cellular 

senescence is the measurement of senescence-associated beta galactosidase 

(SAB) activity, however staining fixed cells, imaging and manually counting them 

is a laborious process and is subjective between observers 166. Other biomarkers 

associated with senescence often change depending on the reason they have 

entered a senescent state. For example, γH2AX (a phosphorylated histone 

protein present in areas of DNA damage) and the senescence-associated 

secretory phenotype (SASP; a collection of inflammatory markers that promote 

paracrine senescence) are increased in stress-induced senescence. 

 

Beta galactosidase activity is a simple assay which involves the use of a colour 

change reaction to quantify the activity of the enzyme. At pH 6.5, the activity of 

beta galactosidase in lysosomes correlates strongly with senescence. Therefore, 

SAB assays usually consist of a buffered version of a standard beta 

galactosidase activity assay performed on fixed cells. While SAB is better 

correlated with all forms of senescence than other biomarkers, the traditional 

assay is not perfect and has inherent issues with measurement accuracy and 

subjectivity, as well as the practicalities of the assay itself. The altered 

morphology of senescent cells is a key confounding factor in terms of the 
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accuracy and subjectivity. The variability and inconsistency in senescent cell 

morphology makes automation via current image analysis tools inaccurate, 

meaning manual counting is still required. New deep machine learning 

technologies are showing promise in image analysis, but the technology is yet to 

be tried with SAB images 214. Subjectivity is introduced when we measure with 

manual counting due to the nature of counting by eye. The morphology of 

senescent cells can also mean that the cell has a larger volume of cytoplasm. 

This makes the staining appear more diffuse in the larger cells and can make it 

harder to distinguish a truly senescent cell in both an objective and consistent 

manner. 

 

The SAB staining is performed after fixation and often requires a long incubation 

before imaging. The colouration develops over time and so the imaging is best 

done using the same duration of time between the application of the stain and 

the imaging. The stain can be removed, and glycerol or PBS used to store the 

stained cells for later imaging, but crystals from the stain can form, compromising 

the quality of the images. While the assay itself is relatively simple, its timings 

coupled with the imaging required make it difficult to perform to a high standard 

in the context of a high or medium-throughput experiment. 

 

There are alternative commercial products for measuring SAB by 

chemiluminescence and fluorescence, however these are not yet in widespread 

use in the senescence community. We sought a technique for measuring SAB in 

order to perform a high to medium-throughput drug screen for senescence. As 

the traditional assay is not very well suited to this type of screen, we aimed to 
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optimise a different commercial product for measurement of SAB in the drug 

screen. 
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Methods 

 

Tissue culture 

 

Primary normal human dermal fibroblasts (nHDFs) derived from a male donor’s 

thigh were commercially sourced (Promocell, Heidelberg). Cell culture conditions 

and methods are discussed in Chapter 2: Tissue Culture and Chapter 3: 

Considerations for the replacement of foetal bovine serum with human serum and 

other alternative supplements in cell culture. nHDFs were seeded into 96-well 

plates at a density of 6000 cells/well for each experiment. Several experiments 

were run with cells at early versus late passages. Cells at P11 were compared 

with P17 during optimisation of SAB kit volumes (data not shown) and then cells 

at P5 were compared against P21 (cumulated population doublings are not 

recorded for this legacy cell type). Cells were treated with 0 µM, 1 µM or 10 µM 

resveratrol (R5010, Merck) for 24 hours prior to the senescence assays. 
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SAB fluorescence assay 

 

The Cellular Senescence Activity Kit (ENZ-KIT129-0120, Enzo Life Sciences) 

was performed according to the manufacturer’s instructions. Fluorescence was 

quantified from the cell lysates using a PHERAstar FSX machine (BMG Labtech). 

Remaining cell lysates were frozen overnight before using Bradford reagent 

(B6916, Merck) following manufacturer’s instructions to determine protein 

concentration. Protein standards using human serum albumin (12668, Merck) 

were made in DPBS. Absorption at 595 nm was measured using a PHERAstar 

FSX machine (BMG Labtech). The protein concentrations of the lysates were 

calculated to act as proxies for cell number. Relative fluorescence was then 

corrected to the blank and normalised to protein concentration. 

 

Traditional SAB staining assay 

 

Cells were stained for SAB using the Senescence Cells Histochemical Staining 

kit (CS0030, Merck). Further detail is available in Chapter 2: Measurement of 

cellular senescence and Chapter 2: Analysis of staining. 

 

Statistics 

 

IBM SPSS Statistics for Windows version 27.0 program (Released 2020; IBM 

Corp, Armonk, NY) was used to conduct independent t tests for the following 

data. The mean ± standard error of the mean (SEM) is reported unless otherwise 

noted. 
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Results 

 

The fluorometric SAB kit was clearly able to detect a difference in levels of 

senescence in young P5 nHDFs versus old P21 nHDFs with the latter exhibiting 

over three times the relative fluorescence units (RFU). We recorded 

24669 ± 357 RFU for the young cells and 77763 ± 4262 RFU for the old cells 

(n = 9 for both groups, p<0.0001). 

 

For suitability as a medium-throughput method for screening drugs for 

senotherapeutic activity, any SAB assay needs to detect smaller differences in 

senescence in a small number of replicates than the large difference seen in the 

early versus late passage test with nine replicates. For this experiment, cells were 

treated with vehicle only, 1 µM resveratrol or 10 µM resveratrol. There were no 

significant differences between the control group and either dose: control 

809645 ± 242819 RFU, n = 3, vs 1 µM resveratrol 795011 ± 155389 RFU, n = 3, 

p = 0.962. Control: 809645 ± 242819 RFU, n = 3, vs 10 µM resveratrol 

1386717 ± 369161 RFU, n = 3, p = 0.262. Protein concentrations routinely came 

out below the Human Serum Albumin standard curve and below the sensitivity 

range for the Bradford reagent. 
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Discussion 

 

The method traditionally used for measuring general senescence was not 

suitable for a proposed medium-throughput screen, so a fluorometric kit was 

trialled to assess if it would be suitable. Although the fluorometric kit could detect 

large differences in SAB activity, it was unable to detect smaller changes caused 

by a known senomorphic drug, resveratrol. This makes the kit unsuitable for use 

in a medium-throughput drug screen because it cannot identify the subtle effects 

on senescence which are characteristic of senomorphic compounds. Given the 

new kit was unsuitable, an alternative approach was decided upon using a 

biomarker of senescence, CDKN2A gene expression. 

 

The fluorometric kit detects SAB activity in protein lysates, but does not normalise 

to cell number. Despite seeding cells at the same density, the cells are likely to 

be uneven in number between each replicate by the time the experiment has run 

and cell lysates are made from each well. The SAB activity in the lysate is 

proportional to the fluorescence intensity, however if cell number was uneven 

between replicates, it follows that the fluorescence intensity may differ, even if 

the SAB activity was actually the same for the cells in each replicate. If more 

senescent cells are growing slowly, then effects may be masked if cell number is 

not taken into account. Small effects may also be masked by the variation 

between replicates caused by the lack of normalisation to cell number. Other 

assays for total protein concentration are available, such as the Thermo 

Scientific™ Pierce™ 660nm Protein Assay, but many are unsuitable and would 

require further optimisation to ensure the protein in the lysates was within the 
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sensitivity range, and to ensure any components in the lysate would not disrupt 

the protein assay. With further optimisation, the kit may have been able to detect 

small differences in SAB activity. It is worth noting that senescent cells tend to 

have more cytoplasm and have accumulated more protein within that cytoplasm, 

so the total protein concentration may be higher naturally in senescent cells. As 

a result, normalising the relative fluorescence to total protein concentration may 

still prove inadequate as effects could still be masked. 

 

Although other markers are not as reliable for the assessment of general 

senescence, they may be more suitable for high to medium-throughput screens 

for senescence. Given the fluorometric kit’s problems with normalisation and a 

lack of sensitivity to smaller effects, we elected to use gene expression of 

CDKN2A (an alternative marker of senescence) to continue forward with a 

medium-throughput drug screen. 
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Abstract 

 

Finding appropriate image analysis techniques for a particular job can be difficult. In 

the context of the analysis of images of immunocytochemically-stained cells, where 

the key information lies in how many nuclei contain co-localised fluorescent signal 

from a protein of interest, researchers often opt to use manual counting techniques 

over any alternatives for many reasons. Here, we present the development and 

validation of the Fluorescence Imaging of Nuclear Staining (FINS) algorithm. The 

FINS algorithm is based on a variational segmentation of the nuclear stain’s channel 

and an iterative thresholding procedure to count co-localised fluorescent signal from 

nuclear proteins in other channels. We present experimental results comparing the 

FINS algorithm to the manual counts of seven researchers across a dataset of three 

cell types which are immunocytochemically-stained for a nuclear marker (DAPI), a 

biomarker of cellular proliferation (Ki67) and a biomarker of DNA damage (γH2AX). 

The quantitative performance of the algorithm is analysed in terms of consistency 

with the researchers’ data and computation time. The FINS algorithm counts 

consistently in the same way as a researcher performs manual counts, but improves 

the process by reducing subjectivity and time. The algorithm is simple to use, in 

software that is omnipresent in academia, and allows data review with its simple, 

intuitive user interface. We hope that, as the FINS tool is open source and is simply 

built for its particular application, researchers will opt to use this method instead of 

manual counting techniques.  
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Introduction 

 

There are many easy and open-source ways of analysing images of cell nuclei taken 

on a fluorescence microscope, however there are far fewer options available for the 

analysis of immunocytochemically-stained proteins that are co-localised specifically 

to a cell’s nucleus. Many software-based options are geared towards analysis of 

tissue sections which require slightly different considerations compared to cells 

grown on coverslips, as is the case here with our focus on 

immunocytochemically-stained cells from tissue culture experiments. Many 

researchers count cells in this type of image manually because it can be difficult for 

the typical academic laboratory researcher who wants to analyse this type of image 

to find, build or adapt a custom solution and/or to justify the resources spent on 

creating and validating the process. Researchers may not be able to spend time 

learning how to use complicated open-source customisable image analysis pipelines 

or to justify the purchase of expensive proprietary software for a small job that is 

easy to achieve manually. There is a need for a simple, open-source technique to 

analyse this type of image that is easy enough to find and use that researchers will 

find it after a quick literature search and use it. An ideal solution would be specialised 

enough to be effective and enable some form of data review to enable checking of 

any anomalous data. Here, we describe a new image analysis algorithm: the 

Fluorescence Imaging of Nuclear Staining (FINS) analysis algorithm. This tool is 

specialised to differentiate and to count cell nuclei based on any co-localised 

fluorescent signal appearing within the boundary of the nucleus. It uses a variational 
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segmentation method with thresholding to define a fitting term. This creates a reliable 

base for the nuclear segmentation, mirroring the way a researcher would manually 

count an image. 

 

We validate the FINS algorithm here for two nuclear proteins of interest: Ki67 and 

γH2AX. Ki67 is a marker of cell proliferation, and γH2AX is a histone protein that is 

phosphorylated in the presence of DNA damage (specifically indicating a DNA 

damage repair response) 166,168,173. When these two proteins are 

immunocytochemically-stained, they exhibit punctate staining, where multiple foci 

may be present in the same nucleus. In this context, scientists often want to count 

proteins that are in the nucleus, and are simply interested in a binary outcome. That 

is to say, if a cell has any signal for the protein of interest in the nucleus or not. 

Therefore, we aimed to use datasets of images of three different cell types and 

compare the FINS algorithm’s performance against manual counts performed by 

researchers. 
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Current Approach and Methods 

 

Current approaches and software alternatives 

 

For images of this type there are currently several methods for obtaining accurate 

count data. There is the option to count images manually (identifying cells to count 

by eye with or without the use of a click-counter/annotation tool), or there are image 

analysis platforms sold as part of expensive software suites, or free customisable 

image analysis pipelines. Although the nucleus itself can often be visualised using 

4′,6-diamidino-2-phenylindole (DAPI) or similar stains, and segmented easily using 

basic software techniques, it is more difficult to segment an image based on other 

stains, especially with staining that is only useful when co-localised with the nuclear 

stain and may have multiple foci. 

 

Images that are manually counted cannot be compared between researchers as 

there is often inconsistency; each researcher’s classification of a cell being stained 

for the protein of interest, or not, is dependent on several factors. Similarly, direct 

comparisons between image datasets from previous experiments/studies would be 

inappropriate. To compare different studies, overall results must be compared rather 

than the direct counts. Many of the reasons for this level of subjectivity relate to the 

individual user: decision-making (manual determination of what constitutes a 

cell/signal and whether or not to count it), experience at 

immunocytochemistry/manual cell counting, eyesight, tiredness, care and focus. 
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There are also differences in how researchers perform manual counts: whether they 

export images to an alternative format or if they use a counting tool. Many 

researchers use a counting tool or annotation tool to avoid the need to keep mental 

track of a number, but some prefer speed and do not use these tools. There are also 

technical factors that can affect the data, e.g. the screen being used or the level of 

ambient light at the time of the count. Before analysis can begin, there is already 

variation introduced between images caused by the researcher’s choices regarding 

adjustment of any image capture settings, not to mention the biological and technical 

variation that comes with any tissue culture and immunocytochemical staining 

techniques. All manual counting techniques are time consuming and can be tiring 

for the researcher, but manually counting cells does mean that researchers can 

check the images for any irregularities that might not be identified with an automated 

image analysis tool. There is inherent biological and technical variability with this 

type of staining experiment. For example, irregularities could be present such as an 

instance of two cells overlaid following mitosis, higher levels of background 

autofluorescence in an image or cell debris. Although an automated image analysis 

tool wouldn’t necessarily be able to compensate for all irregularities, it would still 

remove a lot of subjectivity from the image analysis method compared to manual 

counts. Ideally, any alternative software would have a user interface to enable 

checking for irregularities such as those mentioned above. 

 

In spite of the problems with manual counting, many researchers still choose to do 

so for several reasons. Many academic research groups do not perform enough of 
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this type of analysis to warrant the expensive purchase of software suites such as 

the HALO® Image Analysis Platform (Indica Labs Inc., Albuquerque, NM, USA) and 

many do not have the bioinformatic skills necessary to create, perfect and optimise 

a custom pipeline using software such as QuPath or Cell Profiler™ 215,216. There are 

also indications that a fully custom-built algorithm performs better than approaches 

built using custom pipeline software 217. Although some algorithms built for another 

purpose (e.g. for analysis of tissue sections that are immunohistochemically stained) 

may be easily adaptable to analyse immunocytochemically-stained images for a 

bioinformatician, they are often difficult to find as they can be quite niche, and it is 

not very feasible for an end-point researcher to spend time finding, adapting and 

validating it for their own purpose. Therefore, many academic studies still tend to 

use manually acquired data despite the approach’s severe limitations. Here, we build 

a simple tool that can be run using Matlab software (MathWorks Inc., Natick, MA, 

USA) that is mostly installed and omnipresent in academic research. Our tool is 

designed specifically for the analysis of images of immunocytochemically-stained 

nuclear proteins. The tool also has the capability to review data (the user interface 

is shown in Figure 8) and can be adjusted/adapted for other parameters/software if 

a researcher wants, but its primary aim is simplicity of use. The script is simple, easily 

accessible and free, so we hope that the barriers stopping people from using other 

methods do not apply to this algorithm. 
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Figure 8: User interface of the FINS algorithm. The computed counts are displayed at the top of the image, and 
the user may alter the view to show different images in the dataset. The user can also alter the view to overlay 
different channels, to show the images in false colour or black and white, and to annotate how the algorithm has 
counted each channel. 
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Image acquisition and tissue culture 

 

We access images for this study from several populations of cells. Set A (images 

1 - 10) are images of human aortic endothelial cells (HAoEC). Set B (images 11 - 20) 

are images of human dermal fibroblasts (HDF). Set C (images 21 - 30) are human 

chondrocytes (HCH). HAoECs were cultured in Promocell Endothelial MV2 medium 

(C-22221, Promocell) supplemented with 2% foetal bovine serum (FBS) (16140071, 

Gibco™). All human primary dermal fibroblasts were grown in animal component-

free conditions. For further detail please see Chapter 2: Tissue culture and Chapter 

3: Considerations for the replacement of foetal bovine serum with human serum and 

other alternative supplements in cell culture. HCHs were cultured in DMEM F12 

(21331020, Gibco™), 1% non-essential amino acids (NEAA) (11140035, Gibco™), 

10% FBS (10270106, Gibco™) and 1% penicillin streptomycin (15140122, Gibco™). 

Cells were grown on 13 mm coverslips in 12-well plates at approximately 30,000 

cells per well, were fixed using 4% paraformaldehyde and stored in Dulbecco’s 

phosphate buffered saline (DPBS, 14190136, Gibco™). Cells were washed in 

DPBS, and blocked using ADST [antibody diluent solution - triton: DPBS, 0.1 M L-

Lysine (303341000, Thermo Scientific™), 1% w/v albumin (either human serum 

albumin fraction V (12668-10GM, Sigma-Aldrich) or bovine serum albumin, fraction 

V, fatty acid-free (10775835001, Roche)), Triton X-100 (A16046.AP, Thermo 

Scientific Alfa Aesar)] and 5% serum (either human serum (H3667, Sigma Aldrich) 

or FBS (16140071, Gibco™)) for 30 minutes. Cells were washed and primary 

antibodies at 2.5 µg/ml (suspended in ADST with 2% human serum or FBS) were 
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applied overnight. After washing, a solution of secondary antibodies at 5 µg/ml and 

4′,6-diamidino-2-phenylindole (DAPI, D1306, Invitrogen™) at 1 µg/ml was applied 

for 1 hour, before mounting coverslips using Dako mounting medium (S302380-2, 

Agilent). Information on antibodies is available in Chapter 2: Measurement of protein 

biomarkers. In Figure 9, we present an example of a dermal fibroblast image (from 

dataset B), with a grayscale visualisation of the corresponding Ki67, γH2AX, and 

DAPI channels (FINS denotes these as channels 1, 2 and 3 respectively). There is 

also an overlay image showing how the nuclear proteins (Ki67 and γH2AX channels) 

are co-localised with the nucleus (DAPI channel). 
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Figure 9: An example of an input image from set B. Note the image is a cropped section and is in false colour to 
aid visualisation. The four panels show the overlay and the different channels: (top left) Overlaid image, (top 

right) DAPI staining, (bottom left) γH2AX staining, and (bottom right) Ki67 staining. The scale bars denote 10 µm. 

 

Manual counting techniques 

 

We have access to manual counting data for seven users. However, only five worked 

on sets A and C, with users 6 and 7 working on set B as well. As expected, there 
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was a variety of methods used by the different researchers for counting. Five of the 

researchers did not export any images and stayed using the LASX software and its 

user interface to visualise the different channels and manually identify co-localised 

cells. Four of these researchers used the LASX software annotation tool to count 

and identify cells that had been counted, whilst the other kept mental track of both. 

One researcher exported images as .tiff files in false colour, opened them in basic 

image viewing software on a tablet computer, identified the cells with staining for a 

protein of interest by their false colour, and used a freehand drawing tool to check 

off cells after counting. They kept track mentally of the ongoing counts. One 

researcher exported images as .tiff files in false colour and opened them in ImageJ 

1.47v software (US National Institute of Health, Bethesda, Maryland, USA) and then 

used the cell counter plugin to keep count of cells 218. All researchers recorded their 

counts by typing them into a spreadsheet. When timing counts, the stopwatch was 

started when the image in question was open and ready for counting, and stopped 

after the researcher had finished typing their counts for that image into the 

spreadsheet. 

 

Proposed Method: FINS algorithm 

 

The FINS algorithm is a script created using Matlab software version R2017b. It is 

designed to quantify the number of nuclei in the DAPI channel and the number of 

nuclei containing any signal in the Ki67 and γH2AX channels. A researcher would 

download the folder containing FINS, move their .lif or .tiff files into the folder for 
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counting, open the script in Matlab and press “Save count”. After computation has 

finished, a simple, intuitive user interface enables the researcher to see how FINS 

has counted any image in the dataset. After reviewing the data if they wish, the 

researcher saves the count on the user interface which generates a timestamped 

output .csv file containing image names and all counts for each channel. 

 

The FINS algorithm works by initially computing the nuclear regions and then 

counting signal within this segment for the protein of interest. To compute the nuclear 

regions, we use a convex segmentation approach using a fitting term based on a 

thresholding of the image. It is designed to mimic the manual counting processes 

currently applied. We then iteratively search these regions in the Ki67 and γH2AX 

channels based on thresholds calculated from the image data. In the following we 

refer to the image data from the DAPI, Ki67, and γH2AX channels as: 𝑧𝛿(𝑥), 𝑧𝜒(𝑥), 

and 𝑧𝛾(𝑥) respectively and we normalise them such that the intensities are scaled 

between 0 and 1. This allows for parameters to be defined in a consistent manner. 

 

Nuclear Region Computation 

 

When manually counting nuclei in the DAPI channel the task is essentially a 

thresholding problem: count any segment where the fluorescence intensity is above 

a certain threshold. However, for the γH2AX and Ki67 counts, we also need to 

compute boundaries of the counted DAPI regions. This presents two problems in the 

context of automating this procedure. The first is how to automatically select the 
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threshold such that the algorithm can perform consistently across different cell types 

or multiple image types etc. The second, more challenging issue, is how to account 

for noise in the image. The process that determines the boundaries of the nuclei in 

the DAPI channel is crucial as these regions are used to find proteins within the Ki67 

and γH2AX channels. 

 

We use a segmentation method, based on a variational approach, to partition the 

image into two regions: foreground (nuclei) and background. Generally, in the 

continuous setting, for an image 𝑧(𝑥) ∈ [0,1] in the domain 𝛺 ⊂ 𝑅2 the task is to 

compute disjoint subregions 𝛺1 and 𝛺2, such that 𝛺1 ∪ 𝛺2 = 𝛺, based on some 

partitioning criteria on the data 𝑧(𝑥) 219. In this setting, we construct a data fitting 

term using the optimal threshold 𝑡𝛿 based on Otsu thresholding 220. To select this 

parameter, we divide the histogram of image intensities into two regions. This 

approach is an automatic clustering method which determines an optimal threshold 

value to minimise intra-class variance. This has been implemented efficiently in 

Matlab with the function ‘multithresh’. We utilise the convex relaxation approach of 

Chan et al., and Goldstein and Osher, where a binary labelling of the foreground and 

background is determined based on minimising the following energy functional: 

221,222. 

 

 min
𝑢∈{0,1}

{∫ 𝑔(𝑥)|∇𝑢(𝑥)| 𝑑𝑥 +  𝜆
𝛺

∫ 𝑓(𝑥)𝑢(𝑥) 𝑑𝑥
𝛺

} (1) 
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This involves total variation (TV) regularisation weighted by an edge function, 𝑔(𝑥), 

and some data fidelity term, 𝑓(𝑥). Equation (1) is a formulation that is designed to 

assign zeros (‘background’) and ones (‘foreground’) to each part of the image, such 

that the total value of the terms is minimised. The data term explicitly connects the 

functional to the image data and the TV term promotes smooth interfaces in the 

solution. Minimisation of this energy with respect to 𝑢 is a well understood problem. 

One possibility is to relax the binary constraint such that intermediate values of 𝑢(𝑥) 

are permitted 221,222. Given that we are looking to find a regularised version of a 

thresholding procedure we define an intensity fitting term in (1) as follows: 

 

 𝑓(𝑥) = 𝑓𝛿(𝑥) = 𝑡𝛿 − 𝑧𝛿(𝑥) (2) 

 

where 𝑧𝛿(𝑥) is the image data in the DAPI channel. Edges are not particularly well 

defined in this context, such that we can set 𝑔(𝑥) =  1. According to these choices, 

the problem then consists of a two-phase variational segmentation problem that we 

consider in a conventional manner, relaxing the constraint on 𝑢, defined by: 

 

 min
𝑢∈[0,1]

{∫ |∇𝑢(𝑥)| 𝑑𝑥 +  𝜆
𝛺

∫ 𝑓𝛿(𝑥)𝑢(𝑥) 𝑑𝑥
𝛺

} (3) 

 

Here, the difference between (1) and (3) is that 𝑔(𝑥) and 𝑓(𝑥) have been defined, 

and the problem is now convex. This allows a global minimiser to be found. In this 

case we use the Split-Bregman approach to compute a minimiser 222,223. Many 
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alternative methods are applicable in this case, such as the dual formulation or 

Chambolle and Pock’s algorithm 224–227. We do not detail them here as the numerical 

methods are not the focus of this work. We have found that the fastest method to 

obtain a solution is to define the initialisation, 𝑢0(𝑥), as follows, as this is in close 

proximity to the global minimiser of (3) by definition. 

 

 𝑢0(𝑥) = {
1, for 𝑥 ∈ 𝑓𝛿(𝑥) < 0

0, for 𝑥 ∈ 𝑓𝛿(𝑥) ≥ 0
} (4) 

 

However, we note that for fixed 𝑓𝛿(𝑥) the solution is independent of initialisation. We 

fix the value of the fitting parameter, 𝜆 = 20, as we have found it to be appropriate 

for images of this type. We define the solution as 𝑢∗(𝑥). Based on the work of Chan 

et al., Bresson et al. and others, this will be approximately binary, such that any 

thresholding of the function will be a global minimiser of the original problem 221,224. 

We define the computed foreground region as follows: 

 

 𝛺𝐷 = {𝑥 ∈ 𝛺| 𝑢∗(𝑥) > 𝛽} (5) 

 

We select 𝛽 = 0.5 (although other values, such that 𝛽 ∈ (0,1), would yield a similar 

result). In the following we use the binary form of the solution, 𝑢∗, denoted 𝛺𝐷 , to 

compute the counts of the nuclear proteins. The definition of (5) refers to the areas 

of the DAPI channel that are considered nuclei.  
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Nuclear Protein Counts 

 

To simulate the manual counting procedure, we use the region calculated in the 

previous section, 𝛺𝐷. This region will provide a space in which we can search for 

signal from nuclear proteins. However, unlike DAPI, we do not need to compute the 

regions of positive Ki67 or γH2AX signals. Instead, we only need to count the nuclei 

with signal present. We treat the Ki67 and γH2AX channels in an identical way, but 

describe the method here in general terms using Ki67 as our example. For this 

channel, we refer to the image data as 𝑧𝜒(𝑥). Using Otsu’s method, we determine a 

threshold 𝑡𝜒 on the entire image. For each disconnected region 𝛺𝐷
𝑖 ∈  𝛺𝐷, we 

determine whether 𝑧𝜒(𝑥) > 𝑡𝜒 for any 𝑥 ∈ 𝛺𝐷
𝑖 . If so, this nucleus is considered to be 

positive for Ki67. If not, then it is negative for Ki67 (illustrated in Figure 10). This is 

calculated for 𝑖 =  1, … , 𝑛, such that the maximum count for Ki67 is 𝑛 (i.e. the total 

number of nuclei calculated by the process of determining the nuclear regions in the 

DAPI channel). For cases where Otsu’s method does not provide an adequate 

threshold, we found it optimal to define a floor on the parameter 𝑡𝜒 such that 

𝑡𝜒 =  𝑡𝑓 = 0.1. This process is repeated for the γH2AX channel (with 𝑧𝛾(𝑥) and 𝑡𝛾). 
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Figure 10: Example of the FINS processing. (Left) cropped overlay image from set B. (Right) corresponding FINS 
output. Binary regions represent 𝛺𝐷 indicating five nuclei in this region. Red and green contours indicate Ki67 

and γH2AX signal (respectively) which is contained within a nucleus. 



151 

 

Discussion of experimental results 

 

In this section we present results for the proposed algorithm, FINS, compared 

with the manual counts of researchers 1 - 7 (where available). We are interested 

in two aspects of the results of the proposed algorithm: the reliability of the counts 

for each channel in comparison with the manual data, and the improvement in 

time taken to compute a result. The results consist of three distinct datasets, 

which we call sets A, B, and C respectively. Set A consists of images 1 - 10 

(human primary endothelial cells; HAoECs), Set B consists of images 11 - 20 

(human primary dermal fibroblasts; HDFs), and Set C consists of images 21 - 30 

(human primary chondrocytes; HCHs). For each image, we have a manual count 

from the Ki67, γH2AX, and DAPI channels. Researchers 1 - 5 provided counts 

for all three sets, and researchers 6 and 7 provided additional counts for Set B. 

We also have data on the time taken to count each image for Set A from 

researchers 1 - 4. Counts from the FINS algorithm can be reviewed with the user 

interface, but for more rigorous comparison the counts computed by FINS are not 

reviewed or adjusted by any researcher. 

 

Count Comparisons 

 

We present a visualisation of the results in Figure 11, Figure 12 and Figure 13. 

Each figure displays every manual count for each dataset as well as the result 

achieved by the proposed algorithm. The results are split into Ki67, γH2AX, and 

DAPI counts. The count computed by the algorithm is connected by a dashed line 

to distinguish it from the rest of the data. 
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Figure 11: Ki67, γH2AX, and DAPI count results for set A. Algorithm counts are joined by a dashed line for 

clarity. 

 

Figure 11 concerns set A. It should be noted that the FINS algorithm tends to be 

at the higher end of the range of the researchers for the DAPI channel, but this 

appears acceptable and mitigated for in context. For images 1, 5, 8, and 10, the 

FINS count is higher than the maximum of the researcher counts. For images 1 

and 5 this is a small difference, with FINS being 1.79% and 2.17% over the 

maximum researcher count. However, for image 8 it is 12.7% over, and for image 

10 it is 8.7%. For image 8, the researcher counts’ range is 39 - 55, with FINS 

computing 62. The algorithm is closer to the counts of Researchers 1, 2, 3 and 5 

(DAPI = 55, 51, 54, and 51 respectively) than Researcher 2 is to the others 

(DAPI = 39). In this image, there are a lot of borderline cells meaning the 

researcher counting 39 nuclei is probably using a subjective method, perhaps 

omitting cells that are at the border of the image. In contrast, FINS is overcounting 
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likely due to some detritus in this particular image. In this particular biological 

application within our field of research, nuclear size can often vary considerably 

within an image of the same cell type. Senescent cells can exhibit polyploidy with 

very large nuclei as a result, and any cells undergoing mitosis can give 

condensed small nuclei 68. Therefore, to enable successful counts of these 

differently sized nuclei, there is an unavoidable risk of some cell detritus being 

counted. However, the FINS user interface allows for post-analysis inspection to 

mitigate this issue. For image 10, FINS is closer (DAPI = 50) to the counts of 

Researchers 1, 2, 3 and 5 (DAPI = 46, 44, 45, and 46 respectively) than 

Researcher 2 is (DAPI = 37). In context, this demonstrates that FINS is similar to 

the manual counts. Ki67 is within the range of the researchers’ counts for 80% of 

images. For γH2AX cells, three images are below the range of researcher counts: 

image 1 is 2.5% below, image 2 is 5.71%, and image 4 is 6.06% (image 10 is 

above the range by 2.17%). These are relatively small differences, but we should 

note that when combined with the minor over-counting for DAPI this could have 

implications for the conclusions from the data, i.e. the ratio of cells stained for 

γH2AX to DAPI may be lower than the true percentage due to the γH2AX 

undercount and DAPI overcount. If this is an unacceptable margin of error to a 

researcher, then it is easy to mitigate against by using the user interface’s review 

window. 
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Figure 12: Ki67, γH2AX, and DAPI count results for set B. Algorithm counts are joined by a dashed line for 

clarity. 

 

Figure 12 shows the results for set B. FINS appears to perform comparably with 

the manual counts. For Ki67, FINS is within the range of researchers count for all 

images. For γH2AX, FINS is within the range for 90% of images. The minor trend 

of over-counting in the DAPI channel in Set A does not seem to have been 

repeated here in Set B as FINS is within the researcher count range for 80% of 

images and is under the mean count seven times and over three times. It should 

be noted that for this data set, we have an additional two users providing manual 

counts. The Ki67 and γH2AX numbers are very low for set B which creates a 

large potential for unreliability (even a small amount of over-counting would be 

very significant here), but FINS appears to be reliable when the number of cells 

in a channel is low. For the γH2AX data, there are four images (11, 12, 14, 15) 

where all users agree that there are no cells present, and FINS also computes a 

zero for these cases which is very encouraging. 
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Figure 13: Ki67, γH2AX, and DAPI count results for set C. Algorithm counts are joined by a dashed line for 

clarity. 

 

We also have encouraging results for set C, shown in Figure 13. For Ki67 and 

γH2AX, the FINS results are within the researchers’ count range for 90% of 

images. As previously discussed, variation between images can have many 

reasons such as the image capture settings, so it may be that the minor over-

counting trend in the DAPI channel in Set A was as a result of the nature of the 

images, as this trend is not observed in Set B or Set C. For DAPI, again, there is 

no trend to over-count (FINS is under the mean count six times, over twice, equal 

twice), but only 70% are within the researchers’ range. However, it is clear that 

there is broad consensus between the algorithm and the users (image 24 even 

has all agreeing precisely). Expressed as percentages of the mean, the 

researcher counts show a range of 6.09% for image 21, 9.04% for image 28, and 

2.96% for image 30. For these three cases the FINS results are only slightly 

below the lowest count (3, 3, and 1 respectively): FINS computes a count which 
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is 94.7% of the mean count for image 21, 91.9% for image 28, and 97.6% for 

image 30. On the whole the algorithm is consistently accurate for each channel. 

 

Counts from each channel are not useful in isolation, so we now investigate the 

performance of the algorithm in the context of these connections. We introduce 

a quantitative measure of count similarity when Ki67 and γH2AX counts are 

related back to the DAPI count. In Figure 14 and Figure 16, we plot count data 

for DAPI versus Ki67 (set B) and γH2AX (set C) respectively. This shows a visual 

representation of how FINS counts compare against the researcher counts for 

these datasets. For each image we compute the centroid of the researchers’ 

counts and calculate the distance each researcher’s count is from this point. We 

can then use the maximum of these distances to give a quantitative measure of 

concordance. The percentage concordance for FINS is then defined as the 

percentage of instances when the algorithm’s count distance from this centroid is 

below the maximum of the researchers’ distances. We can calculate a similar 

metric for each researcher, e.g. percentage concordance for Researcher 1 would 

be based on distances from a centroid computed using counts from Researchers 

2 - 5. We should note that this does give FINS an inherent slight advantage with 

this metric as FINS compares against five counts (whereas the researchers 

compare against four counts) and the maximum distance (hence percentage 

concordance also) is likely to increase slightly when more counts are present. 

Nonetheless, it gives us a measure of the extent to which the algorithm counts 

are similar to the researchers’ counts. The results are presented in Table 6, 

Figure 15 and Figure 17. 
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Table 6: Percentage concordance comparison between FINS and researcher counts. Percentage 
concordance is the percentage of instances that the counter’s results were outside the range of the other 
counter’s results. The results are based on association with either of the two proteins of interest and the 
DAPI count. 

 

 

 

 

 

 

 

The results from Table 6 support the idea that FINS count performance is similar 

to that of the researchers. A percentage concordance of 86.7 for DAPI versus 

Ki67 counts is higher than any of the researchers. For DAPI versus γH2AX counts 

the percentage concordance is 80, with only Researchers 3 and 5 higher, at 83.3. 

Figure 15 and Figure 17 show how these results are calculated for FINS. The 

blue line here is the distance of the FINS count from the centroid of the 

researchers’ counts. The maximum distance of the researchers’ data is indicated 

by the red line (the range is shaded grey). Here, we can visualise to what extent 

the count data agree. It is worth stating that the maximum distance tends to be 

higher for set B due to having additional researcher data. When FINS is above 

this maximum distance, this is not to say that it is unacceptable in these cases. 

In the same way a researcher count being furthest away from the centroid doesn’t 

invalidate their data, FINS occasionally (as shown by the percentage 

concordance) being furthest away is not a negative. In fact, with the algorithm 

designed to function like a researcher count, we would expect it to be sometimes 

furthest away from the centroid.  

Counter 
Percentage concordance 

γH2AX and DAPI Ki67 and DAPI 

Researcher 1 73.3 80.0 

Researcher 2 70.0 76.7 

Researcher 3 83.3 80.0 

Researcher 4 20.0 16.7 

Researcher 5 83.3 83.3 

FINS 80.0 86.7 
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Figure 14: DAPI versus Ki67 counts for set B. FINS count indicated by a . 

 

 

 

 

 

 

 

Figure 15: Distance from the centroid of the Ki67 and DAPI results from other counters. The maximum 
distance from the centroid of all researchers’ results is indicated in red. The distance from the centroid for 
the results from FINS is indicated in blue. 

 

We now include a visualisation of the results that highlight the relationship 

between DAPI and Ki67 counts; Figure 14 shows the results for set B. It allows 

us to observe to what extent the results of the algorithm 'cluster' with the manual 

counts using an important biological metric. Figure 14 shows that images 12, 13, 
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14, and 15 have data that is quite spread (although it should be noted that there 

are seven researchers’ counts for this data). This demonstrates the inherent 

variability in the data, highlighting the challenge of counting the cells consistently. 

We can see that the algorithm performance in these cases is reasonable based 

on the distances in Figure 15, where FINS is below the maximum distance. For 

the remaining images, where the data is more clustered, the results are very 

strong. Over image sets A, B, and C there are four cases where FINS is above 

the maximum distance. For images 8 and 21 they are over by less than 1. Images 

21 and 28 are 2.85 and 5.95 respectively over the maximum distance. For 

image 28, the researchers’ range for DAPI is 64 - 70, and for Ki67 is 2 - 10. The 

FINS count here is DAPI = 61, Ki67 = 16. This particular image has 11 cells that 

are cropped by the border of the image. It is subjective as to whether or not to 

count them and, in this case, it appears most researchers have counted them. 

However, FINS has not counted them as the signal from them is not likely to have 

exceeded the threshold in the same way as the other cells in the image. This is 

arguably preferable because if a full nucleus can’t be observed and no nuclear 

protein staining is seen, we can’t be sure if the nuclear protein is stained but is 

located outside of the image border. Whilst the undercount of DAPI is acceptable, 

its appearance in tandem with the Ki67 overcount could be of concern. However, 

the Ki67 overcount appears to be explicable as the result of high levels of 

autofluorescence. High levels of background autofluorescence are discussed 

previously, and whilst FINS may not be able to deal with such irregularity in an 

image as well as a researcher could, it is more likely to be consistent when faced 

with a difficult image, and the risk of this is mitigated by the ability to review data 

with the user interface. 
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Figure 16: DAPI versus γH2AX counts for set C. FINS count indicated by a . 

 

Figure 17: Distance from the centroid of the γH2AX and DAPI results from other counters. The maximum 

distance from the centroid of all researchers’ results is indicated in red. The distance from the centroid for 
the results from FINS is indicated in blue. 

 

We also have a similar plot for DAPI versus γH2AX counts for set C, shown in 

Figure 16. Again, this is useful because it allows us to assess the similarity of the 

counts between manual acquisition and the proposed algorithm. Here, we can 

see that the FINS count clusters very tightly with the manual counts for the 

majority of images, confirmed by the distances in Figure 17. These figures allow 
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us to see clearly that the algorithm is very consistent for DAPI in these cases. 

Overall, the trend is very similar to the DAPI versus Ki67 comparison above. It is 

difficult to distinguish the algorithm’s performance from the manual data. There 

are anomalous cases, but this is true for the researchers' data as well. For DAPI 

versus γH2AX (Figure 16), there are six cases where FINS is above the maximum 

distance. Images 2, 8, 21, 28, and 30 are less than 1 over the maximum distance, 

indicating a trivial difference. However, image 26 is 7.79 over the limit. We can 

see from Figure 17 that there is a near-consensus in the DAPI count (the FINS 

count is within the range of researchers’ counts), indicating that the error is 

primarily in the γH2AX count which is 54 for this image (the range of the 

researchers here is 11 - 46). However, FINS is closer to the counts of 

Researchers 1, 3, 4, and 5 (mean count = 33) than Researcher 2. This particular 

image has high levels of background autofluorescence meaning that it has 

inherently more subjectivity over which cell can be identified as being stained for 

γH2AX. This causes the wide variation in user counts, but arguably proves the 

need for the algorithm: by its nature it is more likely to behave consistently than 

researchers when faced with difficult images. Overall, these visualisations 

provide further support for the reliability of FINS. 
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Time Comparisons 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 18: The FINS algorithm is much quicker than the researchers in its time in seconds taken to analyse 
ten images from set A. Red dashed line indicates a break in the y-axis. 

Table 7: Mean cell count and time spent counting per image in seconds for set A. Each researcher counted 
ten images (n = 10). 

 

 

 

 

 

 

The main advantage of replacing manual counts with an algorithm is the time 

saved on acquiring the data. In Table 7, we present the mean time taken to 

manually count an image, which ranges from 84.7 seconds to 189 seconds. This 

Counter 
Mean count per image 

Mean time per image (s) 
Ki67 γH2AX DAPI 

Researcher 1 12.1 21.0 60.0 104 

Researcher 2 11.1 18.0 57.6 84.7 

Researcher 3 9.40 17.9 59.3 164 

Researcher 4 16.3 18.3 58.6 189 

FINS 9.70 18.1 58.2 1.06 
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is a significant drain on time and resources given image datasets in this field are 

often large and the count data is crucial to drawing meaningful conclusions. 

Although we present a small dataset here, experimental datasets are often 

significantly larger. For example, the average number of images per dataset 

produced by one researcher was 195 images. This would correspond to 4 hours 

and 35 minutes if the researcher was (unrealistically) able to continuously count 

non-stop at the fastest researcher’s normal speed. A dataset of that size would 

more realistically take a few working days to complete. All researchers were 

instructed to follow their normal procedure, whilst timing the duration from 

beginning to count the cells to inputting the data on a spreadsheet for set A. The 

counts were taken concurrently, but not necessarily continuously. It is worth 

noting that the counting time for this dataset was of reasonable duration to allow 

an individual to retain focus. It is likely that with a larger dataset, the time per 

image would increase and/or time for a break would have to be included. Despite 

only having data for set A, it is certainly enough to give an impression of how long 

manual counts take for this type of data. A key advantage of using an algorithm 

is to reduce the workload of the users, giving more time for analysis over 

acquisition. This does imply that the computation time of the algorithm is 

irrelevant; the user can run the algorithm and return to inspect the results at a 

later time. However, this is not the ideal approach in this case. Our aim was to 

create a framework where the results could be supervised in near real time, such 

that the counts could be efficiently and reliably acquired. There was therefore a 

requirement to keep the computation time per image as low as possible. 
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We can see from Table 7 that the mean time per image for the algorithm is 

1.06 seconds. Figure 18 shows this in comparison to researchers 1 - 4, with a 

split axis used because of the scales involved. It shows the variability of the time 

taken for each user and emphasises the difference between the algorithm and 

counting cells manually. These results are very positive in the sense that the 

algorithm takes approximately 1% of the time a manual process takes. Coupled 

with the accuracy performance discussed above, this is a potentially 

transformative development. Batches of images that would take hours to process 

now take minutes to get a result automatically. 
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Conclusions 

 

The algorithm demonstrates that its accuracy is comparable to that of manual 

counting. It is more consistent and less subjective than manual counting due to 

the nature of the algorithm. When examining small biological effects, they can be 

masked by variability caused by inconsistencies in the method of counting stained 

cells. The algorithm can reproduce its counts and is able to apply the same 

parameters to each image, unlike researchers who are inherently more variable 

in their counting approach. The algorithm also allows for better comparison 

between datasets; all datasets must be counted by the same researcher in order 

to make the same comparison, which is often unfeasible. The algorithm’s time 

savings represent a key benefit in themselves. The time savings could also allow 

researchers to perform more experiments/replicates or image more cells, which 

could provide greater statistical power for the identification of any small biological 

differences in an experiment. This algorithm could also be applied to other 

nuclear fluorescent stains. While other custom pipeline programs, commercial 

programs or algorithms may exist that could be adapted to produce similar 

results, we believe this algorithm to be useful as it is quick, easy, simple and free 

to run, with the ability to review images if needed. These qualities make it 

attractive for a non-programmer specialist/general laboratory scientist over 

manual counting and other alternatives. 
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Chapter 4: Senescence, alternative 
splicing and effects of trametinib 

treatment in progeroid syndromes.



168 

 

The hallmarks of cellular ageing are well characterised, but evidence points to splicing 

factor dysregulation as another such hallmark. Following the trail of evidence in 

support of splicing factor dysregulation as a hallmark of ageing, we turned to diseases 

of premature ageing, the progeroid syndromes. Here I present a draft of a journal 

article prepared for submission to Geroscience in collaboration with Professor Lorna 

Harries. The author contributions are detailed in the confines of the article. Again, for 

the purposes of this thesis, I will detail my exact contributions. I conducted literature 

reviews, designed the experiments, conducted all laboratory work, conducted all data 

analysis, prepared all figures and tables for the presentation of data, interpreted data, 

structured the manuscript, and wrote the majority of the manuscript. 
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Abstract 

 

Progeroid syndromes, like Hutchinson-Gilford Progeroid Syndrome (HGPS), Werner 

syndrome and Cockayne syndrome, result in severely reduced lifespans and 

premature ageing. Normal senescent cells show splicing factor dysregulation, which 

has not yet been investigated in syndromic senescent cells. We sought to investigate 

progeroid syndrome cell cultures’ senescence characteristics and their splicing factor 

expression profiles. Normal cellular senescence can be reversed by application of the 

senomorphic drug, trametinib, so we also investigated its ability to reverse senescence 

characteristics in syndromic cells. We found that progeroid cells were significantly 

more senescent but did not always have differences in levels of proliferation, DNA 

damage and apoptosis. Splicing factor gene expression appeared dysregulated 

across the three syndromes. 10 µM trametinib reduced senescence and affected other 

aspects of the senescence phenotype (including splicing factor expression) in HGPS 

and Cockayne syndromes. Werner syndrome cells did not decrease in senescence. 

Splicing factor dysregulation in progeroid cells provides further evidence to support 

this mechanism as a hallmark of cellular ageing. It also highlights the use of progeroid 

syndrome cells in the research of ageing and age-related disease. This study suggests 

that senomorphic drugs such as trametinib could be useful as a therapy for progeroid 

diseases. 

 

Keywords:  

Progeria, human, ageing, dermal fibroblast, senescence, splicing factor  
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Introduction 

 

The human ageing process is complex and occurs over decades, but insight can be 

gained by studying the rare monogenic conditions that result in vastly accelerated 

rates of ageing 228. These conditions often result from errors in the gene regulatory or 

DNA damage response machinery and are collectively termed progeroid syndromes. 

Despite often being extremely rare, the syndromes are life-changing and can be 

fatal 33,229. Some of the most studied progeroid syndromes are Hutchinson-Gilford 

Progeria syndrome (HGPS), Werner syndrome (WS) and Cockayne syndrome (CS). 

These are rare disorders affecting an estimated 1 in 18 million live births for HGPS 

and 1 in 200,000 for both WS and CS 229–232. 

 

HPGS is caused by mutations in the Lamin A (LMNA) gene that result in a truncated 

Lamin A protein termed progerin 233. The genetics of WS is also well defined, with the 

syndrome caused by mutations in the Werner (WRN) gene which encodes the DNA 

helicase, Werner protein 231. CS is more genetically and phenotypically diverse, with 

several subtypes across a spectrum of distinguishing phenotypic features; CS type I 

(moderate disease/classical phenotype), type II (severe or early-onset), type III (mild), 

photosensitivity only (adult onset) and cerebraloculofacioskeletal syndrome (COFS; 

severe, foetal onset) 232,234. No correlation has yet been found linking the phenotypic 

subtypes with two known genetic mechanisms of Cockayne syndrome: CS type A and 

B. The two genetic causes correspond to mutations in excision repair genes ERCC8 

(Cockayne syndrome A) or ERCC6 (Cockayne syndrome B) 232,234. 
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All of the three syndromes share common features of accelerated ageing and 

significantly higher risks of age-related diseases such as cardiovascular disease, 

cancer, diabetes and chronic kidney disease 33,235,236. However, the severity of 

phenotypes between HGPS, WS and CS do demonstrate differences. The defects in 

LMNA, WRN and ERCC6/8 seen in HGPS, WS and CS, respectively, all cause major 

instability of the nuclear envelope and large scale unrepaired genomic damage, 

resulting in major curtailment of average lifespan to 14.5 years for HGPS and 54 years 

for WS 33,231,236,237. The severity of CS affects the observed mean lifespan across the 

different phenotypic subtypes. People with CS type I have a mean lifespan of 

16.1 years, those with CS type II have a mean lifespan of 5 years, and those with 

type III have a mean lifespan of 30.3 years 234. In this study, we examine the mildest 

subtype, CS type III, which enables a contrast with two more severe syndromes: 

HGPS and WS. The CS type III subtype is generally milder with patients given an 

expected lifespan of 10 - 30 years and milder symptoms of accelerated ageing, 

although they remain abnormally sensitive to UV-induced DNA damage 232,234. Despite 

their monogenic cause, the molecular features of ageing observed in progeroid 

syndromes are similar to those seen during normal ageing. Assessment of potential 

therapeutics to slow rates of ageing (senotherapeutics) in progeroid syndromes may 

indicate interventions with efficacy against common, chronic ageing diseases in the 

wider population. 

 

There are several theories as to how and why we age. Evidence is mounting that the 

physiological and functional changes that occur during the ageing process arise from 

the gradual failure of a series of basic health maintenance mechanisms. These 

mechanisms are termed the hallmarks of ageing, which are also major drivers of 
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age-related disease 21,22. Hallmarks include genomic instability, epigenetic alterations, 

mitochondrial dysfunction, altered intercellular communication, deregulated 

proteostasis, deregulated nutrient sensing, telomere attrition, stem cell exhaustion, 

dysregulated RNA splicing, compromised autophagy, altered mechanical properties, 

disturbances to the microbiome, inflammation and cellular senescence. They are 

present in normal ageing in multiple species, and underpin many of the common 

chronic diseases of human ageing 22. Importantly, the hallmarks of ageing represent 

promising avenues for therapeutic targeting of the diseases of ageing. This is 

exemplified by observations that targeted depletion of senescent cells leads to 

increases in multiple healthspan and lifespan-related parameters in animal 

ageing/progeria models 73,75,238. In smaller studies, targeted reduction of senescence 

can affect the phenotype of idiopathic pulmonary fibrosis and diabetic kidney disease 

in humans 149,150. 

 

More recently, dysregulation of mRNA splicing has been proposed as a new hallmark 

of ageing, since it is known to be associated with normal human ageing 21,27,239,240. 

mRNA splicing is a carefully controlled mechanism by which our genes can produce 

many different mRNA transcripts 52. It is controlled by a portfolio of splicing factors 

which are themselves regulated by alternative splicing; splicing factors are proteins 

which act on the gene to influence a change in the splice site of a pre-mRNA transcript. 

In line with its recent designation as a novel hallmark, splicing factor dysregulation 

occurs during normal ageing in multiple species, its experimental aggravation induces 

cellular senescence and ageing phenotypes, and its experimental amelioration alters 

aspects of cellular and organismal ageing in human cells and in other 

species 27,56,57,60,61,63,241–244. Dysregulated splicing factor expression arises from 



174 

 

unresolved and constitutive signalling through ERK and AKT pathways, culminating in 

altered activity or expression of the FOXO1 and ETV6 genes 62. The fruit fly 

homologues of these genes (Foxo and Aop) have also previously been demonstrated 

to be the genetic effectors of RAS/MEK/ERK and PI3K/AKT signalling in relation to 

lifespan in Drosophila melanogaster 245. 

 

New research into senotherapeutic compounds that modulate senescence-related 

pathways may be an important avenue for future therapies for progeroid diseases. 

Compounds with senomorphic (reversal of senescence) or senolytic (lysis of 

senescent cells) properties may have effects on the premature ageing phenotype seen 

in the progeroid syndromes. Drugs with senomorphic properties like resveratrol and 

rapamycin affect several senescence-associated pathways, but can have pleiotropic 

effects 246. Some compounds that inhibit p38/MAPK have been suggested to aid in the 

treatment of WS, however the potential therapeutic effects of inhibiting other 

senescence pathways have not yet been investigated for WS 247–249. Only lonafarnib, 

a farnesyltransferase inhibitor, is approved for HGPS, but several senotherapeutic 

compounds like rapamycin have been identified as having potential in in vitro 

research 95,250,251. The action of the farnesyltransferase is able to improve the 

persistent farnesylation of the aberrant Lamin A protein caused by HGPS 95. 

 

Senotherapeutic compounds can be used to target specific aspects of the senescence 

phenotype. For example, trametinib is a drug which specifically inhibits both isoforms 

of MEK (MEK1 and MEK2) and it has been approved by the FDA for the treatment of 

metastatic melanoma 252–254. The effects of trametinib on splicing factors have been 

well-characterised in previous work so we know that with the application of low dose 
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(1 - 10 µM) trametinib to senescent primary human dermal fibroblasts, we are able to 

restore splicing factor expression and bring about a reversal of several aspects of the 

senescent cell phenotype 62. Drugs like trametinib may help reduce some of the 

senescent phenotype of progeroid diseases. 

 

Here, we aimed firstly to determine whether disrupted splicing factor expression is a 

feature of the accelerated ageing phenotypes seen in progeroid syndromes, as it is for 

normal ageing 241. Secondly, should splicing factor profiles be disrupted in progeroid 

cells, we aimed to determine whether trametinib was capable of restoring splicing 

factor dysregulation and attenuating senescence phenotypes in progeroid cells, as it 

does in wild-type cells 62. This study could help identify the mechanisms of senescence 

further and could identify a future potential therapy for progeroid diseases. 
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Materials & methods 

 

Human primary cells 

 

All cells used in this study were commercially derived, with ethical permission granted 

at source. Normal human dermal fibroblasts (nHDF) were purchased from Promocell, 

Heidelberg (catalogue number C-12302, lot number 445Z026.3). The donor was male, 

Caucasian and 36 years old at donation. Cells were taken from the abdomen. At the 

time of these experiments, nHDF cells had cumulated population doublings (cPDL) of 

29.44. All three progeroid syndrome cell lines were human primary dermal fibroblasts 

purchased from the Coriell Institute (Camden, New Jersey, United States). Cells from 

an HGPS donor (catalogue number AG06917) were from a 3-year-old Caucasian male 

and were taken from the patient’s arm. The cells have a normal karyotype (46, XY), 

but have a de novo single point mutation (2036 C>T) in the Lamin A (LMNA) gene. 

The patient displayed reduced subcutaneous tissue, thin skin, a thin beak-like nose 

characteristic of HGPS, thin underdeveloped nails, narrow clavicles, and growth 

retardation. HGPS cells had a cPDL of 6.36 for the characterisation of untreated cells, 

and 36.30 at the time of the trametinib treatment experiments. 

 

Cells from a donor with WS (catalogue number AG05233) were from a 36-year-old 

male Asian patient. The karyotype of this patient is reported by the Coriell Institute as 

46,XY,t(1;9)(1qter>1p32::9q22>9qter;9pter>9q22::1q32>1qter),t(1;2;5)(1pter>1q21::

5q11.2>5qter;2pter>2q13::1q21>1qter;5pter>5q11.2::2q13>2qter),t(5;10)(5pter>5q1

1.2::10p15>10pter;10qter>10p15::5q11.2>5qter),inv(13)(pter>p21::q34>q21::q34>qt
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er[43]/46,XY. Data on the exact mutation in the WRN gene was not available. 

Mutations in the WRN gene typically cause truncation of the Werner protein 255. The 

donor had a short stature, grey hair, skin hyperpigmentation, atrophic skin and 

subcutaneous tissue, hypogonadism, cataracts and diabetes. Cells were taken from 

the patient’s thigh. 40% of cells show random chromosomal abnormalities, but the 

remainder have a normal karyotype (46, XY). For both the characterisation of 

untreated cells and the trametinib treatment experiments, WS cells had a cPDL of 

9.00. 

 

Cells from a CS donor (catalogue number AG07076) were donated by an 11-year-old 

Caucasian female with CS- type A/type III. The patient had the least severe phenotypic 

type of CS: CS type III. They had a phenotype of dwarfism, mental retardation, 

cataracts, photophobia, retinopathy and optic atrophy. Being CS type A, the cells have 

a mutation in the ERCC8 gene. This donor had a normal karyotype (46XX), but 

demonstrated compound heterozygosity for two mutations: a 649G-C transversion, 

and a G-to-T transversion. These mutations result in an ala205-to-pro (A205P) 

substitution, and a glu13-to-ter (E13X) substitution, respectively 256,257. CS cells had a 

cPDL of 11.32 for the characterisation of untreated cells, and 18.63 at the time of the 

trametinib treatment. 

 

Tissue culture 

 

Cell culture conditions and methods are discussed in Chapter 2: Tissue Culture and 

Chapter 3: Considerations for the replacement of foetal bovine serum with human 

serum and other alternative supplements in cell culture. A Hirschmann 
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haemocytometer was used to perform cell counts, which together with the cPDL 

numbers given by Promocell and the Coriell Institute, enabled assessment of cPDL at 

the time of seeding for experiments. Cells were transferred to antibiotic-free media for 

48 to 72 hours before seeding. Cells were seeded at approximately 30,000 cells/well 

in 12-well plates for staining experiments. For harvesting RNA for RT-qPCR analysis, 

cells were seeded at approximately 50,000 cells/well in 6-well plates. Dosing for 

trametinib studies was taken from our previous work, where a 10 µM dose suspended 

in 10% DMSO (HY-10999, MedchemExpress; J66650.AD, Thermo Scientific Alfa 

Aesar) resulted in attenuation of splicing factor expression and rescue of aspects of 

the senescent cell phenotype in wild-type human primary dermal fibroblasts. 

 

Senescence-associated beta galactosidase (SAB) experiments and analysis 

 

We used the Senescence Cells Histochemical Staining kit (CS0030, Merck) as per the 

manufacturer’s instructions to stain senescence-associated beta galactosidase (SAB). 

Further detail is available in Chapter 2: Measurement of cellular senescence and 

Chapter 2: Analysis of staining. 
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Immunocytochemical staining experiments and analysis 

 

Further detail is available in Chapter 2: Measurement of protein biomarkers, Chapter 

2: Analysis of staining and Chapter 3: Image analysis using the Fluorescence Imaging 

of Nuclear Staining (FINS) algorithm. 

 

RNA extraction 

 

For further detail on the TRI RNA extraction, please view Chapter 2: Measurement of 

gene expression. RNA was eluted into 20 µl 1  TE buffer, pH 8 (BP2473-500, Fisher 

Bioreagents). 

 

Reverse transcription and pre-amplification 

 

cDNA was produced by reverse transcription using the High-Capacity cDNA Reverse 

Transcription Kit as detailed in Chapter 2: Measurement of gene expression. Samples 

for the characterisation of senescence experiments were diluted to 12.5 ng/µl after 

reverse transcription. Due to low yield for some of the progeroid samples, 50 ng of 

cDNA for the trametinib versus control experiments was pre-amplified for 14 cycles.  

 

Real-time quantitative PCR (RT-qPCR) 

 

For more details on the RT-qPCR method used, please view Chapter 2: Measurement 

of gene expression. 40 cycles of RT-qPCR were performed. CASP3, CASP7 and 
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splicing factors’ expression was calculated by the comparative CT technique, relative 

to the geometric mean (untreated data) or mean (vehicle/trametinib treated data) 

expression level of three endogenous housekeeping genes (GUSB, IDH3B and PPIA), 

which had been empirically demonstrated to provide the most stable baseline for 

comparison within each dataset using the online Reffinder website 176,177. For 

assessment of CASP3, CASP7 and splicing factor expression, transcript levels in 

progeroid cells were normalised to the mean expression of each gene in wild-type 

control cells. For the trametinib treatment experiments, the data was normalised to the 

vehicle-treated controls. 

 

Statistics 

 

The effect size or mean ± standard error of the mean (SEM) is reported in the text, 

with the full statistics reported in the tables. t test statistics for SAB and 

immunocytochemical staining were performed using Graphpad Prism version 9.4.1 for 

Windows (GraphPad Software, San Diego, California USA, www.graphpad.com). IBM 

SPSS Statistics for Windows version 27.0 programme (Released 2020; IBM Corp, 

Armonk, NY) was used to perform t tests for the RT-qPCR data. Graphs were 

produced using GraphPad Prism version 9.4.1. Error bars on the graphs represent the 

SEM unless otherwise stated. 

http://www.graphpad.com/
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Results 

 

Senescence phenotypes in HGPS, WS and CS cells 

 

Early passage fibroblasts from all three progeroid syndromes demonstrated higher 

levels of senescence than similar passage wild-type fibroblasts. SAB staining was 

13.5-fold, 1.6-fold and 2-fold higher than nHDFs for HGPS, WS and CS, respectively 

(p = < 0.0001, p = 0.0129 and p = 0.0401). Senescence phenotypes are shown for 

HGPS cells in Figure 19, for WS cells in Figure 20, and for CS cells in Figure 21, with 

full data available in Table 8 and Table 9. Cells from donors with HGPS and WS also 

demonstrated lower levels of proliferation (80% and 71% lower for HGPS and WS, 

respectively; p = 0.0050 and p = 0.0082), whereas cells from the phenotypically less 

severe CS patient demonstrated no differences in proliferation compared to controls 

(p = 0.048). We did not detect any differences in DNA damage repair (using γH2AX 

as a biomarker) in cells from progeroid donors compared with wild-type fibroblasts. 

Levels of apoptosis appeared higher in all three progeroid cell types, with significantly 

higher levels of relative CASP3 expression (HGPS: 28% higher, p = 0.025. WS: 

35% higher, p = 0.023. CS: 27% higher, p = 0.046). Relative CASP7 expression was 

31% higher in HGPS cells (p < 0.0001), but was not significantly different in WS and 

CS cells (WS: 17% higher, p = 0.211. CS: 2% lower, p = 0.662).
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Table 8: Wild-type nHDFs are compared against HGPS cells, Werner cells, and Cockayne cells for staining for senescence-associated beta galactosidase (SAB), Ki67 or γH2AX. 
The mean ± standard error of the mean (SEM) and t test p values are reported. Significant p values > 0.05 are emboldened. n = 3 for all experimental groups. 

 

 

 

 

Stain 
Wild-type nHDFs HGPS Untreated Werner Untreated Cockayne Untreated 

Mean (%) SEM Mean (%) SEM p value Mean (%) SEM p value Mean (%) SEM p value 

SAB 4.49 1.472 65.04 2.627 <0.0001 11.75 0.8429 0.0129 13.35 2.563 0.0401 

Ki67 41.01 5.473 8.29 2.055 0.005 11.83 2.419 0.0082 35.51 4.463 0.4796 

γH2AX 0.00 0.00 0.18 0.179 0.3715 0.00 0.00 >0.9999 0.12 0.1155 0.3574 
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Table 9: Wild-type nHDFs are compared against HGPS cells, Werner cells, and Cockayne cells for RT-qPCR analysis. The mean ± standard error of the mean (SEM) and t test 
p values are reported. Significant p values > 0.05 are emboldened. n = 3 for all experimental groups. All results are logged and normalised to the corresponding natural log of 
the wild-type nHDFs resulting in a mean of 0.0000 for all nHDFs.

Gene 
Wild-type nHDFs HGPS Untreated Werner Untreated Cockayne Untreated 

Mean SEM Mean SEM p value Mean SEM p value Mean SEM p value 

AKAP17A 0.0000 0.00280 0.1470 0.01363 0.007 -0.0546 0.11555 0.683 -0.1459 0.03168 0.043 

CASP3 0.0000 0.07229 0.2773 0.03158 0.025 0.3508 0.06528 0.023 0.2650 0.05853 0.046 

CASP7 0.0000 0.01457 0.3100 0.02392 0.000 0.1697 0.09410 0.211 -0.0179 0.03508 0.662 

HNRNPA0 0.0000 0.06729 -0.2683 0.19968 0.272 -0.7537 0.26784 0.052 -0.0312 0.12356 0.835 

HNRNPA1 0.0000 0.05322 -0.5208 0.01070 0.001 -0.4308 0.06006 0.006 -0.5611 0.03949 0.001 

HNRNPA2B1 0.0000 0.07217 -0.2055 0.02496 0.055 -0.0397 0.07462 0.722 -0.9304 0.06115 0.001 

HNRNPD 0.0000 0.05610 -0.1355 0.00805 0.075 0.2520 0.02337 0.014 -0.1257 0.11701 0.387 

HNRNPH3 0.0000 0.04276 -0.0759 0.06390 0.379 0.1140 0.10229 0.362 -0.4689 0.03199 0.001 

HNRNPK 0.0000 0.03673 -0.2728 0.08722 0.045 -0.1428 0.03650 0.051 -0.3678 0.02339 0.001 

HNRNPM 0.0000 0.10042 -0.7215 0.10990 0.008 -0.9688 0.21861 0.016 -0.7633 0.10946 0.007 

HNRNPUL2 0.0000 0.13141 0.1405 0.04493 0.369 -0.1551 0.15503 0.488 -0.2533 0.05284 0.148 

PNISR 0.0000 0.08904 0.7377 0.11132 0.007 0.9260 0.06260 0.001 0.5193 0.05651 0.008 

SRSF1 0.0000 0.03662 -0.3201 0.05212 0.007 -0.2801 0.15955 0.217 -0.2279 0.02507 0.007 

SRSF2 0.0000 0.16357 -1.2819 0.13558 0.004 -1.1881 0.33309 0.033 -0.3919 0.08658 0.102 

SRSF3 0.0000 0.00971 -0.0848 0.06687 0.278 0.1734 0.02958 0.005 -0.0263 0.06912 0.741 

SRSF6 0.0000 0.04396 0.0396 0.04482 0.563 0.3092 0.08235 0.030 0.0416 0.05593 0.590 

SRSF7 0.0000 0.04921 -0.2368 0.02322 0.012 0.1172 0.01437 0.084 -0.2363 0.02035 0.011 

TRA2B 0.0000 0.04640 -0.0967 0.03050 0.157 0.0279 0.02613 0.628 0.1031 0.04419 0.183 
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Figure 19: Senescence characteristics of HGPS cells compared to wild-type nHDFs. The mean ± standard error of the mean (SEM) are graphed. Asterisks denote a significant 
p value from a t test: * p<0.05, ** p<0.01, *** p<0.001 and **** p<0.0001. n = 3 for all experimental groups. A.) Percentage of SAB positive cells. B.) Percentage of cells stained 
for Ki67, a marker of proliferation. C.) Percentage of cells stained for γH2AX, a marker of DNA damage repair. D.) Forest plot of relative gene expression (arbitrary units, AU) of 
CASP3 and CASP7, markers of apoptosis. E.) Forest plot of relative gene expression (AU) of an a priori panel of splicing factors. 
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Figure 20: Senescence characteristics of Werner cells compared to wild-type nHDFs. The mean ± standard error of the mean (SEM) are graphed. Asterisks denote a significant 
p value from a t test: * p<0.05, ** p<0.01, *** p<0.001 and **** p<0.0001. n = 3 for all experimental groups. A.) Percentage of SAB positive cells. B.) Percentage of cells stained 
for Ki67, a marker of proliferation. C.) Percentage of cells stained for γH2AX, a marker of DNA damage repair. D.) Forest plot of relative gene expression (arbitrary units, AU) of 
CASP3 and CASP7, markers of apoptosis. E.) Forest plot of relative gene expression (AU) of an a priori panel of splicing factors. 
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Figure 21: Senescence characteristics of Cockayne cells compared to wild-type nHDFs. The mean ± standard error of the mean (SEM) are graphed. Asterisks denote a significant 
p value from a t test: * p<0.05, ** p<0.01, *** p<0.001 and **** p<0.0001. n = 3 for all experimental groups. A.) Percentage of SAB positive cells. B.) Percentage of cells stained 
for Ki67, a marker of proliferation. C.) Percentage of cells stained for γH2AX, a marker of DNA damage repair. D.) Forest plot of relative gene expression (arbitrary units, AU) of 
CASP3 and CASP7, markers of apoptosis. E.) Forest plot of relative gene expression (AU) of an a priori panel of splicing factors. 
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Splicing factor dysregulation in HGPS, WS and CS cells 

 

Across all three progeroid syndromes, there were differences in the splicing factors 

affected and directionality, except for PNISR which was significantly upregulated in all 

three types (Table 9, Figure 19, Figure 20 and Figure 21). Overall, most splicing factors 

were downregulated in progeroid syndromes compared to the wild type. 75% of the 

significant effects observed in HGPS were a decrease, with 43% and 89% of effects 

for WS and CS, respectively. In HGPS cells, AKAP17A (15%; p = 0.007) and PNISR 

(74%; p = 0.007) gene expression was significantly higher, whereas HNRNPA1 (-52%; 

p = 0.001), HNRNPK (-27%; p = 0.045), HNRNPM (-72%; p = 0.008), SRSF1 (-32%; 

p = 0.007), SRSF2 (-128%; p = 0.004) and SRSF7 (-24%; p = 0.012) expression was 

lower. In WS cells, HNRNPD (25%; p = 0.014), PNISR (93%; p = 0.001), SRSF3 (17%; 

p = 0.005) and SRSF6 (31%; p = 0.030) gene expression was significantly higher, 

whereas HNRNPA1 (-43%; p = 0.006), HNRNPM (-97%; p = 0.016) and SRSF2 

(-119%; p = 0.033) expression was lower. In CS cells, PNISR (52%; p = 0.008) gene 

expression was significantly higher, however gene expression was lower in AKAP17A 

(-15%; p = 0.043), HNRNPA1 (-56%; p = 0.001), HNRNPA2B1 (-93%; p = 0.001), 

HNRNPH3 (-47%; p = 0.001), HNRNPK (-37%; p = 0.001), HNRNPM (-76%; 

p = 0.007), SRSF1 (-23%; p = 0.007) and SRSF7 (-24%; p = 0.011). 

 

Trametinib treatment reduced senescence in HGPS cells 

 

HGPS cells treated with the senomorphic drug, trametinib, are less senescent than 

vehicle-treated HGPS controls, and have decreased gene expression for three splicing 

factors (Table 10, Table 11 and Figure 22). SAB levels are 30% lower in the treated 
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cells (p = 0.0471). Proliferation measured by Ki67 staining was 42% lower in the 

treated cells, but was not significant (p = 0.0536). DNA damage repair (γH2AX 

staining) and apoptosis (gene expression of CASP3 and CASP7) did not show any 

significant changes with treatment. Trametinib treatment affected the gene expression 

of splicing factors involved with senescence. Gene expression was significantly 

decreased with treatment in HNRNPD (-38%; p = 0.027), HNRNPM (-32%; p = 0.048) 

and SRSF6 (-54%; p = 0.042). 
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Table 10: Effects of trametinib treatment on staining for senescence-associated beta galactosidase (SAB), Ki67 or γH2AX in HGPS, Werner and Cockayne syndrome cells. 
Progeroid cell cultures are treated with a DMSO control or 10 µM trametinib. The mean ± standard error of the mean (SEM) and t test p values are reported. Significant p values 
> 0.05 are emboldened. n = 3 for all experimental groups. 

 

 

Stain 

DMSO treated 
HGPS 

Trametinib treated 
HGPS 

DMSO treated 
Werner 

Trametinib treated 
Werner 

DMSO treated 
Cockayne 

Trametinib treated 
Cockayne 

Mean 
(%) 

SEM 
Mean 
(%) 

SEM p value 
Mean 
(%) 

SEM 
Mean 
(%) 

SEM p value 
Mean 
(%) 

SEM 
Mean 
(%) 

SEM p value 

SAB 42.09 4.1170 29.55 1.6170 0.0471 60.19 6.0040 61.00 7.3210 0.9359 4.94 0.4619 2.00 0.4503 0.0104 

Ki67 33.10 4.8670 19.14 1.6970 0.0536 14.17 5.7450 2.32 0.4561 0.1089 41.39 3.5620 7.41 3.8340 0.0029 

γH2AX 1.42 1.3110 0.44 0.2483 0.5033 0.27 0.2714 0.27 0.2714 >0.9999 0.10 0.1039 0.07 0.0751 0.8265 
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Table 11: Gene expression in HGPS cells treated with a DMSO control or 10 µM trametinib. Vehicle-treated cells 
are compared against treated cells for RT-qPCR analysis. The mean ± standard error of the mean (SEM) and t test 
p values are reported. Significant p values > 0.05 are emboldened. n = 3 for all experimental groups. All results are 

logged and normalised to the DMSO treated control resulting in a mean of 0.0000 for these cells. 

 

 

Gene 
DMSO treated HGPS Trametinib treated HGPS 

p value 
Mean SEM Mean SEM 

AKAP17A 0.0000 0.07939 -0.0989 0.04495 0.339 

CASP3 0.0000 0.09790 -0.0846 0.12557 0.623 

CASP7 0.0000 0.06298 -0.1093 0.11819 0.460 

HNRNPA0 0.0000 0.03831 0.1074 0.21222 0.665 

HNRNPA1 0.0000 0.04375 -0.4259 0.23231 0.205 

HNRNPA2B1 0.0000 0.06580 -0.1838 0.12724 0.269 

HNRNPD 0.0000 0.04324 -0.3813 0.10334 0.027 

HNRNPH3 0.0000 0.12678 -0.1232 0.09660 0.483 

HNRNPK 0.0000 0.19698 -0.3700 0.09144 0.164 

HNRNPM 0.0000 0.06595 -0.3206 0.09250 0.048 

HNRNPUL2 0.0000 0.02529 -0.4382 0.41338 0.400 

PNISR 0.0000 0.05944 0.1025 0.17489 0.609 

SRSF1 0.0000 0.02077 -0.2233 0.11684 0.193 

SRSF2 0.0000 0.15928 -1.0493 0.43229 0.085 

SRSF3 0.0000 0.14506 -0.2533 0.11203 0.239 

SRSF6 0.0000 0.11818 -0.5360 0.13775 0.042 

SRSF7 0.0000 0.01591 -0.2092 0.12513 0.235 

TRA2B 0.0000 0.03686 -0.3055 0.25036 0.294 
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Figure 22: Senescence characteristics of HGPS cells treated with trametinib 10 µM compared to vehicle controls. The mean ± standard error of the mean (SEM) are graphed. 
Asterisks denote a significant p value from a t test: * p<0.05, ** p<0.01, *** p<0.001 and **** p<0.0001. n = 3 for all experimental groups. A.) Percentage of SAB positive cells. 
B.) Percentage of cells stained for Ki67, a marker of proliferation. C.) Percentage of cells stained for γH2AX, a marker of DNA damage repair. D.) Forest plot of relative gene 
expression (arbitrary units, AU) of CASP3 and CASP7, markers of apoptosis. E.) Forest plot of relative gene expression (AU) of an a priori panel of splicing factors. 
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Trametinib had no effect on senescence in Werner syndrome cells 

 

Werner cells did not show any changes in senescence, proliferation or DNA damage 

repair in response to trametinib treatment, however gene expression of CASP7 and 

SRSF6 were decreased (Table 10, Table 11 and Figure 23). Senescence (SAB 

staining) did not show any change in response to the treatment. Similarly to the HGPS 

cells’ response, Werner cells had an 83% decrease in Ki67 staining, but this was not 

significant (p = 0.1089), and γH2AX staining was unchanged. Apoptosis was affected 

by the treatment: CASP3 gene expression was not changed, but CASP7 expression 

was significantly lower (-16%; p = 0.043). SRSF6 expression was lower with trametinib 

treatment (-21%; p = 0.037). 

Table 12: Gene expression in Werner cells treated with a DMSO control or 10 µM trametinib. Vehicle-treated cells 
are compared against treated cells for RT-qPCR analysis. The mean ± standard error of the mean (SEM) and t test 
p values are reported. Significant p values > 0.05 are emboldened. n = 3 for all experimental groups. All results are 
logged and normalised to the DMSO treated control resulting in a mean of 0.0000 for these cells. 

Gene 
DMSO treated Werner Trametinib treated Werner 

p value 
Mean SEM Mean SEM 

AKAP17A 0.0000 0.07775 0.0899 0.13752 0.600 

CASP3 0.0000 0.18080 -0.1829 0.06654 0.396 

CASP7 0.0000 0.05171 -0.1568 0.01412 0.043 

HNRNPA0 0.0000 0.17741 -0.0153 0.08047 0.941 

HNRNPA1 0.0000 0.20095 -0.4500 0.12193 0.128 

HNRNPA2B1 0.0000 0.08419 -0.1348 0.13226 0.439 

HNRNPD 0.0000 0.18667 -0.1868 0.08756 0.416 

HNRNPH3 0.0000 0.02166 -0.1390 0.05445 0.077 

HNRNPK 0.0000 0.24257 -0.1654 0.18525 0.617 

HNRNPM 0.0000 0.37251 -0.0475 0.23086 0.919 

HNRNPUL2 0.0000 0.56743 0.0817 0.24466 0.901 

PNISR 0.0000 0.07420 0.0635 0.13543 0.702 

SRSF1 0.0000 0.01980 -0.0463 0.10754 0.694 

SRSF2 0.0000 0.57286 -0.4222 0.08741 0.507 

SRSF3 0.0000 0.09257 -0.1789 0.07099 0.200 

SRSF6 0.0000 0.05241 -0.2093 0.04376 0.037 

SRSF7 0.0000 0.12667 -0.4149 0.13621 0.090 

TRA2B 0.0000 0.02057 -0.1139 0.18060 0.593 
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Figure 23: Senescence characteristics of Werner cells treated with trametinib 10 µM compared to vehicle controls. The mean ± standard error of the mean (SEM) are graphed. 
Asterisks denote a significant p value from a t test: * p<0.05, ** p<0.01, *** p<0.001 and **** p<0.0001. n = 3 for all experimental groups. A.) Percentage of SAB positive cells. 
B.) Percentage of cells stained for Ki67, a marker of proliferation. C.) Percentage of cells stained for γH2AX, a marker of DNA damage repair. D.) Forest plot of relative gene 
expression (arbitrary units, AU) of CASP3 and CASP7, markers of apoptosis. E.) Forest plot of relative gene expression (AU) of an a priori panel of splicing factors. 
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Trametinib treatment reduced senescence in Cockayne syndrome cells 

 

Senescence and proliferation are decreased with trametinib treatment in Cockayne 

cells and six splicing factors have altered gene expression (Table 10, Table 11 and 

Figure 24). SAB staining is 60% lower (p = 0.0104) in treated cells compared to 

vehicle-treated CS controls. Proliferation is significantly lower in treated Cockayne 

cells with an 82% reduction in Ki67 staining (p = 0.0029). CASP3 expression is 

unchanged, but CASP7 expression indicates a 24% increase in apoptosis with 

treatment (p < 0.0005). DNA damage repair levels (γH2AX staining) remained low and 

were unchanged with treatment. Trametinib treatment had effects on more splicing 

factors’ gene expression in Cockayne cells compared to HGPS and Werner cells. 

Gene expression was higher with treatment in HNRNPA0 (36%; p = 0.030), and that 

gene expression was lower in HNRNPA1 (-49%; p = 0.029), HNRNPA2B1 (-32%; 

p = 0.030), HNRNPD (-44%; p < 0.0005), SRSF3 (-40%; p = 0.004) and SRSF7 (-77%; 

p < 0.0005).
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Table 13: Gene expression in Cockayne cells treated with a DMSO control or 10 µM trametinib. Vehicle-treated 
cells are compared against treated cells for RT-qPCR analysis. The mean ± standard error of the mean (SEM) and 
t test p values are reported. Significant p values > 0.05 are emboldened. n = 3 for all experimental groups. All 

results are logged and normalised to the DMSO treated control resulting in a mean of 0.0000 for these cells. 

  

Gene 
DMSO treated Cockayne Trametinib treated Cockayne 

p value 
Mean SEM Mean SEM 

AKAP17A 0.0000 0.07884 0.1410 0.12482 0.394 

CASP3 0.0000 0.08686 -0.2734 0.04976 0.052 

CASP7 0.0000 0.00541 0.2417 0.01002 0.000 

HNRNPA0 0.0000 0.07020 0.3633 0.08528 0.030 

HNRNPA1 0.0000 0.13207 -0.4939 0.06731 0.029 

HNRNPA2B1 0.0000 0.08542 -0.3190 0.04467 0.030 

HNRNPD 0.0000 0.02346 -0.4350 0.02832 0.000 

HNRNPH3 0.0000 0.06340 -0.1357 0.02037 0.111 

HNRNPK 0.0000 0.09832 0.1883 0.23219 0.497 

HNRNPM 0.0000 0.09515 0.1104 0.06560 0.394 

HNRNPUL2 0.0000 0.45255 0.2901 0.04871 0.588 

PNISR 0.0000 0.08017 0.0710 0.03888 0.470 

SRSF1 0.0000 0.06496 -0.3585 0.12077 0.059 

SRSF2 0.0000 0.47592 0.1084 0.08712 0.834 

SRSF3 0.0000 0.04399 -0.4022 0.05133 0.004 

SRSF6 0.0000 0.10491 -0.6934 0.29393 0.090 

SRSF7 0.0000 0.00882 -0.7748 0.01598 0.000 

TRA2B 0.0000 0.12949 -0.4098 0.08471 0.057 
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Figure 24: Senescence characteristics of Cockayne cells treated with trametinib 10 µM compared to vehicle controls. The mean ± standard error of the mean (SEM) are graphed. 
Asterisks denote a significant p value from a t test: * p<0.05, ** p<0.01, *** p<0.001 and **** p<0.0001. n = 3 for all experimental groups. A.) Percentage of SAB positive cells. 
B.) Percentage of cells stained for Ki67, a marker of proliferation. C.) Percentage of cells stained for γH2AX, a marker of DNA damage repair. D.) Forest plot of relative gene 
expression (arbitrary units, AU) of CASP3 and CASP7, markers of apoptosis. E.) Forest plot of relative gene expression (AU) of an a priori panel of splicing factors. 
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Discussion 

 

Progeroid syndromes are life-limiting rare diseases that share many similarities 

with the processes that are involved in normal ageing and age-related diseases. 

Senotherapeutic compounds can be used to target ageing, age-related disease 

and premature ageing. With few treatments available for progeroid syndromes, 

finding new senotherapeutics is important. Some senotherapeutic compounds 

like trametinib are thought to work by restoring splicing factor regulation. We 

investigated if splicing factor profile expression was altered in progeroid 

syndromes, and if a known senomorphic drug, trametinib, could impact the 

severe senescence phenotype in cells from people with progeroid syndromes. 

We observed that cultures of early passage primary dermal fibroblast cells from 

individuals with some progeroid syndromes demonstrated elevated senescent 

cell load and altered splicing factor expression when compared with early 

passage wild-type cells. Furthermore, we saw that trametinib was able to 

influence the levels of some splicing factors and was able to influence some, but 

not all, aspects of the senescent cell phenotype in these cells. 

 

Senescent cells can show a level of heterogeneity and there is no single definitive 

marker 166,167. Senescence can be induced by several means: replication (via 

telomere attrition), stress (such as the accumulation of mutations due to poor 

nuclear stability in HGPS) and/or oncogenes 37,68,141. However, no combination 

of senescence biomarkers has yet been associated with any particular subtype 

of senescence. Several studies suggest that senomorphic compounds may target 

only SASP-induced senescence (a form of stress-induced senescence) 117,258. 
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It is possible that treatments such as trametinib target only subsets of senescent 

cells, so that conditions where the balance of subtypes is disturbed may show 

differential effects on rescue. For example, cells in which senescence has arisen 

because of catastrophic DNA damage may act differently to those which have 

arisen because of SASP-induced paracrine senescence. In the former there will 

be an ongoing signal for senescence, whilst in the latter, once the inflammatory 

milieu has been normalised, senescence may be more reversible. Our results 

from this study are consistent with this hypothesis. We noted elevated senescent 

cell load in the more severe syndromes (HGPS and WS) compared with cells 

from the more moderately affected CS patient, and disease severity and 

senescent cell load also correlated with degree of ‘rescue’ upon trametinib 

treatment. WS and HGPS cells demonstrated fewer changes to splicing factor 

expression and a more moderate effect on senescent cell load; upon treatment 

with trametinib CS cells demonstrated a 71% decrease in senescent cell load 

(though this effect may be exaggerated as the percentage of SAB stained cells 

in the vehicle treatment was low) compared with 33% for HGPS and no change 

for WS (Table 10, Figure 22, Figure 23 and Figure 24). This may suggest that the 

most severe progerias may have an increased prevalence of terminally and 

irreversibly senescent cells. Another interesting and surprising observation was 

the overall low level of damaged cells as measured by γH2AX staining in our 

progeroid cell cultures. This is counterintuitive given that these are all syndromes 

of DNA damage. However, it is important to note that γH2AX is more specifically 

a marker of the initiation of the DNA damage repair response 174,259. DNA damage 

repair can be inhibited in progeroid cells and one study found that the intensity of 

γH2AX foci was low in HGPS cells 33,260. Another possibility is that DMSO plays 
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a role in the treated experiments: DMSO was found to affect γH2AX foci in one 

study 261. DNA damaged cells with an impaired DNA damage repair response are 

more likely to undergo apoptosis as a result. Accordingly, we do observe here an 

elevated degree of apoptosis in cells from progeroid syndromes. 

 

Trametinib as a drug is often used for cancer chemotherapy in combination 262. 

The reduction in Ki67 is therefore unsurprising when we consider that trametinib 

is a known anti-neoplastic therapy 254. Trametinib commonly has a variety of side 

effects including gastrointestinal issues, but this is during a high dose daily 

treatment programme. Single doses have been enough in a senotherapeutic 

context to give benefit so it may be that future therapies using trametinib for 

age-related diseases would use a single dose model. 

 

Many senomorphic compounds cause biphasic dose responses in cells. 

Trametinib has been observed to exert different senotherapeutic effects at the 

1 - 10 µM range compared to 20 µM doses in cells 63. A 10 µM dose was chosen 

for this study based on this research, but it is possible that with a lower dose in 

the range the cells may show more restoration of splicing factor expression. A 

20 µM dose of trametinib may have no effect on senescence, and, as our results 

suggest, a 10 µM dose may be sufficient to restore the responsiveness of splicing 

factor expression, but a 1 µM dose may be the dosage that can produce the best 

response. This may be as a result of a hormetic effect. A hormetic effect is when 

a cell responds to a minor stressor and overcompensates to the point that the 

stressor causes a slight benefit to the cell overall 263. Several compounds such 

as resveratrol and metformin show this type of hormetic effect 264,265. Although 
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trametinib is more specific in the mechanism that it targets compared to 

resveratrol or metformin, this type of dose effect is still common in compounds 

that target tightly controlled and highly autoregulated pathways, such as the 

networks that control splicing factor expression and cell fate. Autoregulation and 

cross-regulation have been noted in the MEK/ERK pathway that trametinib 

targets 62. 

 

One caveat of this work is that the cells studied were dermal fibroblasts, so other 

cell types from a person with a progeroid syndrome may have different 

characteristics and responses to trametinib. Other subtypes of Cockayne 

syndrome, or other progeroid syndromes, such as Bloom syndrome and 

Xeroderma Pigmentosum, may not be as rescuable as the syndromes examined 

here. Further research is needed to uncover if these findings are replicated in 

other progeroid syndromes. Another caveat is that, although progeroid 

syndromes are widely considered a reasonable model for ‘normal’ ageing, given 

that progerias are syndromic in nature, they may not necessarily reflect what 

happens in normal ageing when used as a model 25. It is interesting that 

trametinib is capable of partially rescuing the phenotype of these cells when the 

phenotypes are so severe. In another study, using a mouse model of HGPS, the 

senomorphic drug resveratrol was able to alleviate some features of the 

premature ageing phenotype 244. This gives more evidence in support of the idea 

that senomorphic and senotherapeutic drugs may help in the progeroid 

syndromes 25,250. 
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Our results are consistent with other studies that show that cells from individuals 

with progeroid syndromes display characteristics consistent with accelerated 

cellular and molecular ageing, which may be amenable to future therapeutic 

targeting 25. Several senomorphic drugs, such as trametinib and resveratrol show 

rescue of senescent cell populations in contradiction to Terzi et al.’s definition of 

an “irreversible state of cell cycle arrest” 61,63,64. Our body of work suggests that 

the most senescent and most DNA damaged cells are irreversibly senescent, but 

senomorphic drugs can reverse senescence in cells up to a certain point, giving 

more weight to the theory of stages of senescence, e.g. a reversible pre-

senescent stage 68,266. 

 

Senotherapeutic and senomorphic drugs represent an intriguing way to think 

about treating progeroid disease as well as age-related disease. As our 

population ages, we have an increased burden of age-related disease, which 

means that more therapies will be needed to sustain a healthy population 267. If 

compounds are able to help in treating the mechanisms behind several different 

age-related diseases, then this could have more impact than attempting to treat 

each age-related disease individually. Our findings suggest that trametinib and 

other senotherapeutic compounds could be useful in people with progeroid 

syndromes, and further evidences the notion that mRNA splicing factor 

dysregulation is a key cellular hallmark of ageing. 
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204 

 

Many drugs are tested for efficacy in one particular disease context, however 

many drugs could offer benefits in other contexts. Looking at compounds that 

affect ageing at a cellular level may highlight new uses for the compounds in the 

context of age-related diseases. As the study of senotherapeutic drugs is 

relatively novel, many drugs available have not been assessed for their effects 

on cellular ageing. The use of senotherapeutic drugs such as trametinib in our 

group’s previous work and my previous chapter suggests that they may be able 

to restore cell function 61,63. 

 

Therefore, this chapter details the identification of compounds that may have 

senotherapeutic activity. The approach is used to identify compounds for further 

validation and so is not presented as a draft journal article. The subsequent 

chapter is drafted as an article following the results of a validation of a subset of 

compounds. 
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Abstract 

 

Many diseases are age-related and share basic cellular mechanisms that 

underlie the differing pathologies of each disease, however therapies are 

normally targeted to each disease’s distinct pathology. Repurposing drugs for 

other diseases represents an opportunity to efficiently identify novel therapies. If 

the drugs could be screened for impact on basic cellular mechanisms of ageing, 

then this may lead to identification of novel treatments or therapeutic approaches 

for a wide range of diseases. We assessed a selection of chemical compounds 

that are already available in clinics for any effect on a hallmark of cellular ageing: 

senescence. We selected and screened 240 compounds for effects on gene 

expression of CDKN2A, a marker of senescence. We chose 32 compounds to 

further validate in a screen for senescence-associated beta galactosidase (SAB) 

activity, the standard marker of senescence. Using data from these two screens, 

we performed a bioinformatic association of structure-function. We identified 

many compounds with senotherapeutic potential and a molecular substructure 

associated with a decrease in CDKN2A expression. We identified three 

compounds that induced senescence and 11 that decreased senescence. 

Interestingly, several synthetic female hormones were identified. Further 

validation is needed to assess if any compounds identified here in the screens 

could have potential senotherapeutic capabilities in age-related diseases. The 

substructure identified here provides more evidence for substructures that are 

associated with a compound’s senomorphic or senolytic properties. This 

approach could be used for other compounds and could inform future studies for 

novel therapies for age-related disease.
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Introduction 

 

People are now living longer than they ever have before thanks to improvements 

in medicine, technology and public healthcare. A baby girl born in the UK today 

could reasonably expect to live into her nineties 268. Despite its associated 

benefits, this increase in longevity brings with it new challenges and issues; 

although people may have an increased lifespan, this does not necessarily 

translate to a long healthspan 3. As we age, our risk of diseases such as type 2 

diabetes, dementia, osteoarthritis and cardiovascular disease increases 

exponentially 9. These diseases also represent a huge healthcare and economic 

burden demonstrated by 41% of hospital admissions being for people over age 

65 4–6. It is thought that these ageing-related diseases share common underlying 

mechanisms, therefore finding new therapies targeting these mechanisms would 

aid in treatment and/or prevention of a variety of different diseases. 

 

Ageing has a molecular basis characterised by fourteen “hallmarks of ageing” 

often seen in combination 21,22. These hallmarks are 1. Genome instability 

(accumulation of mutations). 2. Telomere attrition (decrease in telomere length). 

3. Epigenetic changes. 4. Dysregulation of alternative splicing (changes to 

the regulation of mRNA splicing patterns). 5. Cellular senescence. 6. A loss of 

proteostasis (altered levels of proteins either by dysregulation of functional 

protein production or degradation). 7. Mitochondrial dysfunction. 8. Altered 

mechanical properties (changes in the properties of the extracellular cell matrix 

and intracellular fibres). 9. Compromised autophagy. 10. Inflammation (cells 

secrete a collection of cytokines termed the senescence-associated secretory 
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phenotype (SASP) which serve to induce senescence in nearby cells). 11. 

Exhaustion of stem cell supply. 12. Altered cell-cell communication 

(changes to the functionality of the immune system as well as disruptions in 

general endocrine, paracrine and autocrine signalling pathways). 13. Nutrient 

sensing dysregulation (impaired function of cellular nutritional pathways, e.g. 

insulin pathway). 14. Microbiome disturbances (changes in species diversity of 

the microbiomes in the body). 

 

Although all of the hallmarks play a role, cellular senescence is particularly 

important due to its overlap with many of the other hallmarks of molecular ageing. 

A cell used to be termed senescent when it irreversibly enters into a stable state 

of cell cycle arrest (new evidence suggests reversal is possible), unlike cellular 

quiescence which is a reversible non-proliferating state 64. Cells may become 

senescent due to reaching their natural replicative limit (termed the “Hayflick” 

limit), their natural programming during development or can be induced by cellular 

stress and/or oncogene expression 36,269–271. 

 

Senescent cells have a heterogeneous phenotype, but most will exhibit some of 

the following: a change in morphology, an increase in expression of 

anti-proliferative markers, activation of the DNA Damage Response (DDR), and 

secretion of SASP 69,70. Senescence can be quantified using biomarkers such as 

population doubling (PD) times, increased lysosomal activity indicated by 

senescence-associated beta galactosidase (SAB) activity, incorporation of 

bromodeoxyuridine into proliferating cells, the proliferation-associated Ki67 

protein, the DNA damage-associated recruitment of the γH2AX protein, telomere 
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length quantification, expression of apoptosis/senescence/age-related genes 

such as CDKN2A which is responsible for the production of the senescence-

associated proteins of p16 and p14, caspase activity, expression and activity of 

SASP proteins, and the expression of age-related genes 166. 

 

Clearance of senescent cells (senolysis) makes a striking difference to ageing 

phenotypes in animal models. The targeted ablation of p16Ink4a-positive 

senescent cells significantly extends lifespan and improves mobility and fur 

condition in a mouse model of progeria, and in aged wild-type mice 66,75. Targeted 

senolysis (using other methods) has also been seen to confer different health 

benefits across different species, e.g. fur density and renal output in mice, and 

improvements in the symptoms of patients who have idiopathic pulmonary 

fibrosis (IPF) and diabetic kidney disease 149,150,272. The Harries team and others 

have previously demonstrated it is possible to uncouple features of senescence 

(such as reversal of SAB staining and re-entry to cell cycle 61. An ideal 

senotherapeutic drug would be able to reverse senescence and attenuate SASP, 

but would not necessarily elicit re-entry to cell cycle, since rejuvenated cells still 

have a mutation load (a senomorphic effect). 

 

The discovery of senolysis is now being applied to pharmaceutical development. 

Currently there are a few senolytic compounds (drugs which induce lysis of 

senescent cells) in clinical trials for diabetic kidney disease and IPF 149,150. Both 

trials are testing a combination of dasatinib and quercetin (two individual 

senolytics). These senolytic drugs target a variety of cellular pathways, e.g. 

Bcr-Abl, Src, autophagy and protein tyrosine kinase pathways, but reversing the 
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senescent state (using a senomorphic drug) may also be useful in addition to 

identification of more senolytic compounds. Several drugs have been identified 

as having senomorphic properties. For example, resveratrol and several 

homologues (termed resveralogues), trametinib, and several 

mitochondria-targeted hydrogen sulphide donors are classed as senomorphic 

compounds 61,65,151,181. Often these compounds exhibit a biphasic dose response 

affecting senescence differently depending on the dose. In one study, resveratrol 

at 100 µM decreased senescence, but at 5 mM or above increased senescence. 

Similarly different effects on adipogenic differentiation were noted for doses in the 

range of 0.1 µM to 10 µM 273. This range is relatively low for a dose of small 

molecules, but has been shown to be effective in many senotherapeutic studies 

applied to cells for a duration of 24-48 hours 61,181,274. 

 

New therapies for any disease can be difficult to come by, with only 15.3% of 

drugs in phase 1 clinical trials in the US advancing to gain FDA-approval 133. 

Repurposing drugs which are already approved for clinical use represents a tactic 

which avoids the problems with the leaky pipeline of drug development. Given 

that senolytic and senomorphic compounds are a relatively new class of drugs 

and that cell fate pathways are involved in many different diseases, it is likely that 

some licensed drugs have some senomorphic or senolytic capacity. Panels of 

small molecules for drug repurposing studies can be bought and customised 

commercially. Due to the fact that senescence is a collection of features and a 

very heterogeneous phenotype by its nature, any screen for senotherapeutic 

ability must take several different approaches. The staining of cells for SAB tends 

to be the “gold standard” approach for identifying changes in general levels of 
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senescence, however this approach does not lend itself to quick high-throughput 

screening 166. Gene expression of CDKN2A is a marker for senescence that can 

be used in a medium-throughput screen for properties associated with 

senescence. Here, we use both biomarkers in screens to identify compounds with 

senotherapeutic potential. 

 

Bioinformatics approaches can also be used to complement wet laboratory 

screening. For example, artificial intelligence techniques, such as deep neural 

networking, and structure/ligand-based virtual design and screening, can be used 

for generalised drug discovery 155. The rise of new machine learning algorithms 

can aid in deduction of the molecular signatures associated with different drug 

activities 155. Deep neural networks (DNNs) have been used to assess active site 

structure/ligand binding interactions, and predict a drug’s functionality based on 

its structure 214. DNNs have also been used successfully to screen databases for 

similarly structured compounds, for assessing the toxicity of novel compounds, 

and for the creation of novel compounds with structural similarity to an input 

molecule and prediction of their properties relevant to drug design (absorption, 

distribution, metabolism, excretion, and toxicity; ADMET) 214,275,276. These new 

approaches give much potential in the realm of drug discovery. 

 

Structure-function associations are of particular interest in the context of a screen 

for senescence. If a certain structure is associated with a senomorphic or 

senolytic function, then other compounds could be identified from public drug 

databases by screening them for the structure. This strategy could offer the 

discovery of novel drugs in a quicker way than traditional pharmaceutical 
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discovery processes. Similarly, any structural association with a senescence 

related function could provide mechanistic insight into the cellular processes at 

hand. Olascoaga-Del Angel et al. recently conducted a large-scale 

structure-function analysis into senotherapeutic properties using several different 

bioinformatics approaches 152. They identified several chemotypes associated 

with senomorphic or senolytic properties, but found there was much overlap 

between the two functions. We aimed to use our drug panel’s structural 

information and relate this to functional data from the two screens for CDKN2A 

gene expression and SAB activity to inform a small scale bioinformatic analysis 

of structure-function. 
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Methods 

 

Drug Panel Design and Preparation 

 

A selection of approximately 240 compounds were chosen from the 

MedChemExpress FDA-Approved Drug Library Plus (MedChemTronica, 

Stockholm) panel of 2278 compounds. A variety of drugs that target pathways 

known to affect senescence/cell fate were chosen. Alongside these compounds, 

other drugs were chosen to cover a variety of known functions, and a variety of 

common household medicines. The intention was to perform a wide screen for 

functionality with a balanced targeting of cell fate-related drugs. The drugs that 

were tested in the initial senescence screen and their known targets are given in 

Table 14. Previous studies have used 1 µM or 10 µM doses over 24 hours as a 

starting point for similar screens, so all drugs were screened for CDKN2A gene 

expression at the two doses 61,181. 

 

Compounds and their doses for the SAB activity screen were selected based on 

their responses in the initial screen for CDKN2A gene expression. Two synthetic 

female hormones were highlighted in the initial screen so an additional synthetic 

female hormone was added to the SAB activity screen. Levonorgestrel (also 

known as D-Norgestrel) targets the progesterone receptor. It was added to 

compare a synthetic progesterone with two synthetic oestrogen compounds. 

 

Compounds were all supplied at 10 mM concentrations in DMSO. The 

compounds were diluted appropriately in Gibco™ ultrapure RNase/DNase free 
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water suitable for preparation of cell culture media and laboratory reagents 

(A1287301, Gibco™). DMSO (J66650.AD, Thermo Scientific Alfa Aesar) was 

diluted similarly in the same water to provide vehicle-only control treatments for 

both doses of drug. 
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Table 14: Information on compound synonyms, targets and pathways used in a screen for CDKN2A gene expression. Information provided from the MedChemExpress FDA-Approved 
Drug Library Plus (MedChemTronica, Stockholm). 

Product Name Synonyms Target Pathway 

5-Aminosalicylic Acid Mesalamine; 5-
ASA;Mesalazine 

NF-κB; PAK; PPAR Cell Cycle/DNA Damage; Cytoskeleton; 
NF-κB 

5-Azacytidine Ladakamycin; 5-
AzaC;Azacitidine 

Autophagy; DNA 
Methyltransferase; 
Nucleoside 
Antimetabolite/Analog 

Autophagy; Cell Cycle/DNA Damage; 
Epigenetics 

5-Fluorouracil 5-FU Nucleoside 
Antimetabolite/Analog 

Cell Cycle/DNA Damage 

6-Thioguanine Thioguanine; 2-Amino-6-
purinethiol 

Autophagy; Deubiquitinase; 
SARS-CoV 

Anti-infection; Autophagy; Cell Cycle/DNA 
Damage 

Abemaciclib 
(methanesulfonate) 

LY2835219 
(methanesulfonate) 

CDK Cell Cycle/DNA Damage 

Acalabrutinib ACP-196 Btk Protein Tyrosine Kinase/RTK 

Acamprosate 
(calcium) 

Calcium N-
acetylhomotaurinate 

GABA Receptor Membrane Transporter/Ion Channel; 
Neuronal Signalling 

Aceglutamide α-N-Acetyl-L-glutamine; 
N2-Acetylglutamine 

Autophagy; Endogenous 
Metabolite 

Autophagy; Metabolic Enzyme/Protease 

Aclacinomycin A 
hydrochloride 

Aclarubicin hydrochloride Proteasome; Topoisomerase Cell Cycle/DNA Damage; Metabolic 
Enzyme/Protease 

Allantoin 5-Ureidohydantoin Endogenous Metabolite; 
Imidazoline Receptor 

GPCR/G Protein; Metabolic 
Enzyme/Protease; Neuronal Signalling 

Alpelisib BYL-719 PI3K PI3K/Akt/mTOR 

Altretamine ENT-50852; RB-
1515;WR-95704 

DNA Alkylator/Crosslinker Cell Cycle/DNA Damage 

Amlexanox AA673; Amoxanox; 
CHX3673 

IKK NF-κB 
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Amoxapine CL-67772 Others Others 

Amsacrine m-AMSA; acridinyl 
anisidide 

Autophagy; Topoisomerase Autophagy; Cell Cycle/DNA Damage 

Anethole (trithione) 
 

Others Others 

Apatinib YN968D1 Autophagy; c-Kit; RET; Src; 
VEGFR 

Autophagy; Protein Tyrosine Kinase/RTK 

Artemisinin Qinghaosu; NSC 369397 HCV; Parasite Anti-infection 

Artesunate   STAT JAK/STAT Signalling; Stem Cell/Wnt 

Aspirin ASA; Acetylsalicylic Acid Autophagy; COX; Mitophagy Autophagy; Immunology/Inflammation 

Atorvastatin 
(hemicalcium salt) 

CI-981; Atorvastatin 
hemicalcium 

Autophagy; HMG-CoA 
Reductase (HMGCR) 

Autophagy; Metabolic Enzyme/Protease 

Balsalazide   Interleukin Related; STAT Immunology/Inflammation; JAK/STAT 
Signalling; Stem Cell/Wnt 

Baricitinib 
(phosphate) 

INCB028050 
(phosphate); LY3009104 
(phosphate) 

JAK Epigenetics; JAK/STAT Signalling; Stem 
Cell/Wnt 

Belinostat PXD101; PX105684 Autophagy; HDAC Autophagy; Cell Cycle/DNA Damage; 
Epigenetics 

Belotecan 
(hydrochloride) 

CKD-602 Topoisomerase Cell Cycle/DNA Damage 

Bendamustine 
(hydrochloride) 

SDX-105; EP-3101 DNA Alkylator/Crosslinker Cell Cycle/DNA Damage 

Bendazol 
 

NO Synthase Immunology/Inflammation 

Berberine (chloride 
hydrate) 

Natural Yellow 18 
(chloride hydrate) 

Autophagy; Bacterial; ROS; 
Topoisomerase 

Anti-infection; Autophagy; Cell Cycle/DNA 
Damage; Protein Tyrosine Kinase/RTK 

Bexarotene LGD1069 Autophagy; RAR/RXR Autophagy; Metabolic Enzyme/Protease 

Bezafibrate BM15075 PPAR Cell Cycle/DNA Damage 

Binimetinib MEK162; ARRY-162; 
ARRY-438162 

Autophagy; MEK Autophagy; MAPK/ERK Pathway 
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Bleomycin (sulfate)   Bacterial; DNA/RNA 
Synthesis 

Anti-infection; Cell Cycle/DNA Damage 

Bortezomib PS-341; Brotezamide; 
DPBA; LDP 341; MG 341; 
Radiciol; NSC 681239 

Apoptosis; Autophagy; 
Proteasome 

Apoptosis; Autophagy; Metabolic 
Enzyme/Protease 

Bosutinib SKI-606 Autophagy; Bcr-Abl; Src Autophagy; Protein Tyrosine Kinase/RTK 

Bremelanotide 
(Acetate) 

PT-141 Acetate Melanocortin Receptor GPCR/G Protein; Neuronal Signalling 

Bromhexine 
(hydrochloride) 

  Autophagy; Reactive 
Oxygen Species 

Autophagy; Immunology/Inflammation; 
Metabolic Enzyme/Protease; NF-κB 

Bucladesine (sodium 
salt) 

Dibutyryl-cAMP sodium 
salt; DC2797; Sodium 
dibutyryl cAMP 

PKA Protein Tyrosine Kinase/RTK; Stem 
Cell/Wnt 

Bufexamac Bufexamic acid HDAC Cell Cycle/DNA Damage; Epigenetics 

Busulfan   DNA Alkylator/Crosslinker Cell Cycle/DNA Damage 

Cabazitaxel XRP6258; RPR-116258A; 
taxoid XRP6258 

Autophagy; 
Microtubule/Tubulin 

Autophagy; Cell Cycle/DNA Damage; 
Cytoskeleton 

Cabozantinib XL184; BMS-907351 c-Kit; c-Met/HGFR; FLT3; 
TAM Receptor; VEGFR 

Protein Tyrosine Kinase/RTK 

Caffeic acid   5-Lipoxygenase; 
Endogenous Metabolite; 
TRP Channel 

Membrane Transporter/Ion Channel; 
Metabolic Enzyme/Protease; Neuronal 
Signalling 

Capecitabine   DNA/RNA Synthesis; 
Nucleoside 
Antimetabolite/Analog 

Cell Cycle/DNA Damage 

Carbamazepine CBZ; NSC 169864 Autophagy; Mitophagy; 
Sodium Channel 

Autophagy; Membrane Transporter/Ion 
Channel 

Carmofur HCFU Nucleoside 
Antimetabolite/Analog 

Cell Cycle/DNA Damage 
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Carmustine   DNA Alkylator/Crosslinker Cell Cycle/DNA Damage 

Carprofen   Autophagy; COX; FAAH Autophagy; Immunology/Inflammation; 
Metabolic Enzyme/Protease; Neuronal 
Signalling 

Ceritinib LDK378 ALK; IGF-1R; Insulin 
Receptor 

Protein Tyrosine Kinase/RTK 

Chlorambucil CB-1348; WR-139013 DNA Alkylator/Crosslinker Cell Cycle/DNA Damage 

Chloroquine 
(diphosphate) 

  Autophagy; Toll-like 
Receptor (TLR) 

Autophagy; Immunology/Inflammation 

Chlorpheniramine 
(maleate) 

Chlorphenamine maleate Histamine Receptor GPCR/G Protein; 
Immunology/Inflammation; Neuronal 
Signalling 

Chlorzoxazone   Cytochrome P450 Metabolic Enzyme/Protease 

Choline Fenofibrate ABT-335 Cytochrome P450; PPAR Cell Cycle/DNA Damage; Metabolic 
Enzyme/Protease 

Chromocarb Chromone-2-carboxylic 
acid 

Others Others 

Ciprofibrate Win35833 PPAR Cell Cycle/DNA Damage 

Citalopram 
(hydrobromide) 

(±)-Citalopram 
hydrobromide; Lu 10-171 

Autophagy; Serotonin 
Transporter 

Autophagy; Neuronal Signalling 

Citric acid   Apoptosis; Endogenous 
Metabolite 

Apoptosis; Metabolic Enzyme/Protease 

Clioquinol Iodochlorhydroxyquin Autophagy; Fungal; 
Mitophagy 

Anti-infection; Autophagy 

Clofarabine   Autophagy; Nucleoside 
Antimetabolite/Analog 

Autophagy; Cell Cycle/DNA Damage 

Clofibrate   PPAR Cell Cycle/DNA Damage 

Cobimetinib GDC-0973; XL518 MEK MAPK/ERK Pathway 
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Colchicine   Autophagy; 
Microtubule/Tubulin 

Autophagy; Cell Cycle/DNA Damage; 
Cytoskeleton 

Conivaptan 
(hydrochloride) 

YM 087 Vasopressin Receptor GPCR/G Protein 

Crizotinib 
(hydrochloride) 

PF-02341066 
hydrochloride 

ALK; Autophagy; c-
Met/HGFR 

Autophagy; Protein Tyrosine Kinase/RTK 

Cytarabine Cytosine β-D-
arabinofuranoside; 
Cytosine Arabinoside; 
Ara-C 

Autophagy; DNA/RNA 
Synthesis; Nucleoside 
Antimetabolite/Analog 

Autophagy; Cell Cycle/DNA Damage 

Dabrafenib GSK2118436A; 
GSK2118436 

Raf MAPK/ERK Pathway 

Dacarbazine Imidazole Carboxamide Nucleoside 
Antimetabolite/Analog 

Cell Cycle/DNA Damage 

Dacomitinib PF-00299804; PF-299804 EGFR JAK/STAT Signalling; Protein Tyrosine 
Kinase/RTK 

Dasatinib 
(hydrochloride) 

BMS 354825 
hydrochloride 

Autophagy; Bcr-Abl; Src Autophagy; Protein Tyrosine Kinase/RTK 

Daunorubicin 
(Hydrochloride) 

RP 13057 
(Hydrochloride); 
Daunomycin 
(Hydrochloride); 
Rubidomycin 
(Hydrochloride) 

ADC Cytotoxin; Autophagy; 
DNA/RNA Synthesis; 
Topoisomerase 

Antibody-drug Conjugate/ADC Related; 
Autophagy; Cell Cycle/DNA Damage 

Decitabine NSC 127716; 5-Aza-2'-
deoxycytidine 

DNA Methyltransferase Epigenetics 

Deferoxamine 
(mesylate) 

Desferrioxamine B 
mesylate; DFOM 

Amyloid-β; Autophagy; 
Mitophagy 

Autophagy; Neuronal Signalling 
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Dexamethasone Hexadecadrol; 
Prednisolone F 

Autophagy; Glucocorticoid 
Receptor; Mitophagy 

Autophagy; GPCR/G Protein 

Diacerein Diacerhein; Diacetylrhein Interleukin Related Immunology/Inflammation 

Diethylstilboestrol DES; Diethylstilbestrol; 
Stilbestrol 

Estrogen Receptor/ERR Others 

Dimethyl fumarate DMF Keap1-Nrf2 NF-κB 

Disulfiram Tetraethylthiuram 
disulfide; TETD 

Aldehyde Dehydrogenase 
(ALDH); Apoptosis; 
Interleukin Related 

Apoptosis; Immunology/Inflammation; 
Metabolic Enzyme/Protease 

Docetaxel RP-56976 Microtubule/Tubulin Cell Cycle/DNA Damage; Cytoskeleton 

Doxifluridine Ro 21-9738; 5-Fluoro-5'-
deoxyuridine; 5'-DFUR 

Nucleoside 
Antimetabolite/Analog 

Cell Cycle/DNA Damage 

Doxorubicin 
(hydrochloride) 

Hydroxydaunorubicin 
(hydrochloride) 

ADC Cytotoxin; AMPK; 
Autophagy; Mitophagy; 
Topoisomerase 

Antibody-drug Conjugate/ADC Related; 
Autophagy; Cell Cycle/DNA Damage; 
Epigenetics; PI3K/Akt/mTOR 

Dronedarone SR 33589 Autophagy; mAChR Autophagy; GPCR/G Protein; Neuronal 
Signalling 

Duvelisib IPI-145; INK1197 PI3K PI3K/Akt/mTOR 

Emtricitabine BW1592 HIV; Reverse Transcriptase Anti-infection 

Enasidenib AG-221 Isocitrate Dehydrogenase 
(IDH) 

Metabolic Enzyme/Protease 

Entacapone   COMT Metabolic Enzyme/Protease; Neuronal 
Signalling 

Entrectinib NMS-E628; RXDX-101 ALK; Autophagy; ROS; Trk 
Receptor 

Autophagy; Neuronal Signalling; Protein 
Tyrosine Kinase/RTK 

Epirubicin 
(hydrochloride) 

4'-Epidoxorubicin 
hydrochloride 

Topoisomerase Cell Cycle/DNA Damage 

Erdosteine RV 144 NF-κB NF-κB 
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Erlotinib CP-358774; NSC 
718781; OSI-774 

Autophagy; EGFR Autophagy; JAK/STAT Signalling; Protein 
Tyrosine Kinase/RTK 

Erlotinib 
(Hydrochloride) 

CP-358774 
(Hydrochloride); NSC 
718781 (Hydrochloride); 
OSI-774 (Hydrochloride) 

Autophagy; EGFR Autophagy; JAK/STAT Signalling; Protein 
Tyrosine Kinase/RTK 

Estramustine 
(phosphate sodium) 

  Microtubule/Tubulin Cell Cycle/DNA Damage; Cytoskeleton 

Ethamsylate   Prostaglandin Receptor GPCR/G Protein 

Ethynyl Estradiol 17α-Ethynylestradiol; 
Ethynylestradiol 

Endogenous Metabolite; 
Estrogen Receptor/ERR 

Metabolic Enzyme/Protease; Others 

Etoposide VP-16; VP-16-213 Apoptosis; Autophagy; 
Mitophagy; Topoisomerase 

Apoptosis; Autophagy; Cell Cycle/DNA 
Damage 

Ezetimibe SCH 58235 Autophagy; Keap1-Nrf2 Autophagy; NF-κB 

Fasudil 
(Hydrochloride) 

HA-1077 (Hydrochloride); 
AT-877 (Hydrochloride) 

Autophagy; Calcium 
Channel; ROCK 

Autophagy; Cell Cycle/DNA Damage; 
Membrane Transporter/Ion Channel; 
Neuronal Signalling; Stem Cell/Wnt; TGF-
beta/Smad 

Favipiravir T-705 DNA/RNA Synthesis Cell Cycle/DNA Damage 

Fenofibrate   Autophagy; Cytochrome 
P450; PPAR 

Autophagy; Cell Cycle/DNA Damage; 
Metabolic Enzyme/Protease 

Fenofibric acid FNF acid COX; PPAR Cell Cycle/DNA Damage; 
Immunology/Inflammation 

Fingolimod FTY720 free base LPL Receptor; PAK Cell Cycle/DNA Damage; Cytoskeleton; 
GPCR/G Protein 

Floxuridine 5-Fluorouracil 2'-
deoxyriboside 

Nucleoside 
Antimetabolite/Analog 

Cell Cycle/DNA Damage 
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Flubendazole   Apoptosis; 
Microtubule/Tubulin; 
Parasite 

Anti-infection; Apoptosis; Cell Cycle/DNA 
Damage; Cytoskeleton 

Fludarabine F-ara-A; NSC 118218 DNA/RNA Synthesis; 
Nucleoside 
Antimetabolite/Analog; STAT 

Cell Cycle/DNA Damage; JAK/STAT 
Signalling; Stem Cell/Wnt 

Fluvastatin (sodium) XU 62320 sodium Autophagy; HMG-CoA 
Reductase (HMGCR) 

Autophagy; Metabolic Enzyme/Protease 

Folic acid Vitamin B9; Vitamin M DNA/RNA Synthesis; 
Endogenous Metabolite 

Cell Cycle/DNA Damage; Metabolic 
Enzyme/Protease 

Forodesine 
(hydrochloride) 

BCX-1777; Immucillin-H 
hydrochloride 

Nucleoside 
Antimetabolite/Analog 

Cell Cycle/DNA Damage 

Fostamatinib 
Disodium 

R788(Disodium) Syk Protein Tyrosine Kinase/RTK 

Gefitinib 
(hydrochloride) 

ZD-1839 hydrochloride EGFR JAK/STAT Signalling; Protein Tyrosine 
Kinase/RTK 

Gemcitabine NSC 613327; LY188011 Autophagy; DNA/RNA 
Synthesis; Nucleoside 
Antimetabolite/Analog 

Autophagy; Cell Cycle/DNA Damage 

Gemfibrozil CI-719 Cytochrome P450; PPAR Cell Cycle/DNA Damage; Metabolic 
Enzyme/Protease 

Glasdegib PF-04449913 Smo Stem Cell/Wnt 

Glycerol 
phenylbutyrate 

HPN-100 Others Others 

Homoharringtonine Omacetaxine 
mepesuccinate; HHT 

STAT JAK/STAT Signalling; Stem Cell/Wnt 

Hydrocortisone Cortisol Endogenous Metabolite; 
Glucocorticoid Receptor 

GPCR/G Protein; Metabolic 
Enzyme/Protease 
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Hydroxychloroquine 
sulfate 

HCQ sulfate Autophagy; Parasite; 
Toll-like Receptor (TLR) 

Anti-infection; Autophagy; 
Immunology/Inflammation 

Hydroxyfasudil HA-1100 ROCK Cell Cycle/DNA Damage; Stem Cell/Wnt; 
TGF-beta/Smad 

Hydroxyurea Hydroxycarbamide Apoptosis; Autophagy; 
DNA/RNA Synthesis 

Apoptosis; Autophagy; Cell Cycle/DNA 
Damage 

Ibuprofen (±)-Ibuprofen COX Immunology/Inflammation 

Idarubicin 
(hydrochloride) 

4-
Demethoxydaunorubicin 
hydrochloride 

Autophagy; Topoisomerase Autophagy; Cell Cycle/DNA Damage 

Idelalisib CAL-101; GS-1101 Autophagy; PI3K Autophagy; PI3K/Akt/mTOR 

Imatinib STI571; CGP-57148B Autophagy; Bcr-Abl; c-Kit; 
PDGFR 

Autophagy; Protein Tyrosine Kinase/RTK 

Indomethacin Indometacin Autophagy; COX Autophagy; Immunology/Inflammation 

Irinotecan 
(hydrochloride) 

CPT-11 hydrochloride; 
Camptothecin 11 
hydrochloride 

Autophagy; Topoisomerase Autophagy; Cell Cycle/DNA Damage 

Isotretinoin 13-cis-Retinoic acid Autophagy; Endogenous 
Metabolite; RAR/RXR 

Autophagy; Metabolic Enzyme/Protease 

Ixabepilone Azaepothilone B; BMS 
247550;BMS 247550-1 

Apoptosis; 
Microtubule/Tubulin 

Apoptosis; Cell Cycle/DNA Damage; 
Cytoskeleton 

Lamivudine BCH-189 HIV; Reverse Transcriptase Anti-infection 

Lanatoside C   Autophagy Autophagy 

Lapatinib GW572016 Autophagy; EGFR Autophagy; JAK/STAT Signalling; Protein 
Tyrosine Kinase/RTK 

LCZ696 Sacubitril mixture with 
Valsartan 

Angiotensin Receptor; JNK; 
Neprilysin; NF-κB; p38 
MAPK 

GPCR/G Protein; MAPK/ERK Pathway; 
Metabolic Enzyme/Protease; NF-κB 
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L-Epinephrine 
(Bitartrate) 

(-)-Epinephrine (+)-
bitartrate salt; L-
Adrenaline (+)-bitartrate 
salt 

Adrenergic Receptor GPCR/G Protein; Neuronal Signalling 

Levoleucovorin 
(Calcium) 

Calcium levofolinate; 
CL307782 

Antifolate Cell Cycle/DNA Damage 

Lidocaine 
(hydrochloride) 

Lignocaine hydrochloride ERK; MEK; NF-κB; Sodium 
Channel 

MAPK/ERK Pathway; Membrane 
Transporter/Ion Channel; NF-κB; Stem 
Cell/Wnt 

Loperamide 
(hydrochloride) 

R-18553 (hydrochloride) Autophagy; Opioid Receptor Autophagy; GPCR/G Protein; Neuronal 
Signalling 

Lovastatin Mevinolin Autophagy; HMG-CoA 
Reductase (HMGCR) 

Autophagy; Metabolic Enzyme/Protease 

Melphalan L-PAM DNA Alkylator/Crosslinker Cell Cycle/DNA Damage 

Memantine 
(hydrochloride) 

D-145 (hydrochloride) Autophagy; Cytochrome 
P450; iGluR 

Autophagy; Membrane Transporter/Ion 
Channel; Metabolic Enzyme/Protease; 
Neuronal Signalling 

Metformin 
(hydrochloride) 

1,1-Dimethylbiguanide 
hydrochloride 

AMPK; Autophagy; 
Mitophagy 

Autophagy; Epigenetics; PI3K/Akt/mTOR 

Methotrexate Amethopterin; 
CL14377;WR19039 

ADC Cytotoxin; Antifolate Antibody-drug Conjugate/ADC Related; 
Cell Cycle/DNA Damage 

Methylthiouracil MTU ERK; Interleukin Related; 
NF-κB; TNF Receptor 

Apoptosis; Immunology/Inflammation; 
MAPK/ERK Pathway; NF-κB; Stem 
Cell/Wnt 

Metyrapone Su-4885 Autophagy; Cytochrome 
P450 

Autophagy; Metabolic Enzyme/Protease 

Mifepristone RU486; RU 38486 Autophagy; Glucocorticoid 
Receptor; Progesterone 
Receptor 

Autophagy; GPCR/G Protein; Others 
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Miltefosine HePC; Hexadecyl 
phosphocholine 

Akt; HIV Anti-infection; PI3K/Akt/mTOR 

Mitomycin C Ametycine ADC Cytotoxin; Autophagy; 
DNA Alkylator/Crosslinker; 
DNA/RNA Synthesis 

Antibody-drug Conjugate/ADC Related; 
Autophagy; Cell Cycle/DNA Damage 

Mitoxantrone Mitozantrone PKC; Topoisomerase Cell Cycle/DNA Damage; Epigenetics; 
TGF-beta/Smad 

Mizoribine NSC 289637; HE 69 HSP Cell Cycle/DNA Damage; Metabolic 
Enzyme/Protease 

Montelukast (sodium) MK0476 Autophagy; Leukotriene 
Receptor 

Autophagy; GPCR/G Protein 

Mycophenolic acid Mycophenolate Others Others 

Nedaplatin NSC 375101D DNA/RNA Synthesis Cell Cycle/DNA Damage 

Nefopam 
(hydrochloride) 

Fenazoxine hydrochloride β-catenin Stem Cell/Wnt 

Nelarabine 506U78; GW 506U78; 
Nelzarabine 

Nucleoside 
Antimetabolite/Analog 

Cell Cycle/DNA Damage 

Neratinib HKI-272 EGFR JAK/STAT Signalling; Protein Tyrosine 
Kinase/RTK 

Niclosamide BAY2353 STAT JAK/STAT Signalling; Stem Cell/Wnt 

Nicotinamide Niacinamide; Nicotinic 
acid amide; Vitamin B3 

Endogenous Metabolite; 
Sirtuin 

Cell Cycle/DNA Damage; Epigenetics; 
Metabolic Enzyme/Protease 

Nifuroxazide   STAT JAK/STAT Signalling; Stem Cell/Wnt 

Niraparib MK-4827 PARP Cell Cycle/DNA Damage; Epigenetics 

Nitisinone NTBC; Nitisone;SC0735 Reactive Oxygen Species Immunology/Inflammation; Metabolic 
Enzyme/Protease; NF-κB 

Olaparib AZD2281; KU0059436 Autophagy; Mitophagy; 
PARP 

Autophagy; Cell Cycle/DNA Damage; 
Epigenetics 
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Opicapone BIA 9-1067 COMT Metabolic Enzyme/Protease; Neuronal 
Signalling 

Orotic acid 6-Carboxyuracil; Vitamin 
B13 

Endogenous Metabolite; 
Nucleoside 
Antimetabolite/Analog 

Cell Cycle/DNA Damage; Metabolic 
Enzyme/Protease 

Osalmid Oxaphenamide; 4'-
Hydroxysalicylanilide 

HBV Anti-infection 

Paclitaxel Taxol ADC Cytotoxin; Autophagy; 
Microtubule/Tubulin 

Antibody-drug Conjugate/ADC Related; 
Autophagy; Cell Cycle/DNA Damage; 
Cytoskeleton 

Palbociclib 
(hydrochloride) 

PD 0332991 
hydrochloride 

CDK Cell Cycle/DNA Damage 

Pamidronic acid   Wnt; β-catenin Stem Cell/Wnt 

Panobinostat LBH589; NVP-LBH589 Autophagy; HDAC Autophagy; Cell Cycle/DNA Damage; 
Epigenetics 

Pazopanib GW786034 Autophagy; c-Kit; FGFR; 
PDGFR; VEGFR 

Autophagy; Protein Tyrosine Kinase/RTK 

Pazopanib 
(Hydrochloride) 

GW786034 
(Hydrochloride) 

Autophagy; c-Fms; c-Kit; 
FGFR; PDGFR; VEGFR 

Autophagy; Protein Tyrosine Kinase/RTK 

Peficitinib ASP015K; JNJ-54781532 JAK Epigenetics; JAK/STAT Signalling; Stem 
Cell/Wnt 

Pemetrexed 
(disodium hemipenta 
hydrate) 

LY231514 (disodium 
hemipenta hydrate) 

Antifolate; Autophagy Autophagy; Cell Cycle/DNA Damage 

Penfluridol R-16341 Autophagy; Calcium 
Channel 

Autophagy; Membrane Transporter/Ion 
Channel; Neuronal Signalling 

Pexidartinib PLX-3397 c-Fms; c-Kit Protein Tyrosine Kinase/RTK 

Phenindione Rectadione Others Others 

Pioglitazone U 72107 PPAR Cell Cycle/DNA Damage 
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Pipobroman   Others Others 

Pirfenidone AMR69 TGF-beta/Smad Stem Cell/Wnt; TGF-beta/Smad 

Pixantrone 
(dimaleate) 

BBR 2778 dimaleate Topoisomerase Cell Cycle/DNA Damage 

Podofilox Podophyllotoxin Microtubule/Tubulin Cell Cycle/DNA Damage; Cytoskeleton 

Ponatinib AP24534 Autophagy; Bcr-Abl; FGFR; 
PDGFR; Src; VEGFR 

Autophagy; Protein Tyrosine Kinase/RTK 

Pralatrexate   Antifolate Cell Cycle/DNA Damage 

Pranlukast ONO-1078 Leukotriene Receptor GPCR/G Protein 

Procarbazine 
(Hydrochloride) 

  DNA Alkylator/Crosslinker Cell Cycle/DNA Damage 

Propranolol 
(hydrochloride) 

  Adrenergic Receptor; 
Autophagy 

Autophagy; GPCR/G Protein; Neuronal 
Signalling 

Pyrimethamine Pirimecidan; Pirimetamin; 
RP 4753 

Antifolate; Parasite Anti-infection; Cell Cycle/DNA Damage 

Pyrvinium pamoate Pyrvinium embonate Wnt Stem Cell/Wnt 

Quinapril 
(hydrochloride) 

CI-906 Angiotensin-converting 
Enzyme (ACE) 

Metabolic Enzyme/Protease 

Raloxifene 
(hydrochloride) 

LY156758 hydrochloride; 
LY139481 hydrochloride 

Autophagy; Estrogen 
Receptor/ERR 

Autophagy; Others 

Raltitrexed ZD1694; D1694; ICI-
D1694 

Nucleoside 
Antimetabolite/Analog; 
Thymidylate Synthase 

Apoptosis; Cell Cycle/DNA Damage 

Rasagiline (mesylate) AGN1135 (mesylate); 
TVP1012 (mesylate) 

Autophagy; Monoamine 
Oxidase 

Autophagy; Neuronal Signalling 

Regorafenib 
(monohydrate) 

BAY 73-4506 
monohydrate 

Autophagy; PDGFR; Raf; 
RET; VEGFR 

Autophagy; MAPK/ERK Pathway; Protein 
Tyrosine Kinase/RTK 

Resveratrol SRT 501; trans-
Resveratrol 

Autophagy; IKK; Mitophagy; 
Sirtuin 

Autophagy; Cell Cycle/DNA Damage; 
Epigenetics; NF-κB 
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Retinoic acid ATRA; Tretinoin; Vitamin 
A acid; all-trans-Retinoic 
acid 

Autophagy; Endogenous 
Metabolite; PPAR; 
RAR/RXR 

Autophagy; Cell Cycle/DNA Damage; 
Metabolic Enzyme/Protease 

Ribociclib LEE011 CDK Cell Cycle/DNA Damage 

Ripasudil K-115 ROCK Cell Cycle/DNA Damage; Stem Cell/Wnt; 
TGF-beta/Smad 

Rosiglitazone BRL 49653 Autophagy; PPAR; TRP 
Channel 

Autophagy; Cell Cycle/DNA Damage; 
Membrane Transporter/Ion Channel; 
Neuronal Signalling 

Rucaparib 
(phosphate) 

AG-014699 phosphate; 
PF-01367338 phosphate 

PARP Cell Cycle/DNA Damage; Epigenetics 

Ruxolitinib INCB018424 Autophagy; JAK; Mitophagy Autophagy; Epigenetics; JAK/STAT 
Signalling; Stem Cell/Wnt 

Salicylic acid 2-Hydroxybenzoic acid Autophagy; COX; 
Endogenous Metabolite; 
Mitophagy 

Autophagy; Immunology/Inflammation; 
Metabolic Enzyme/Protease 

Selumetinib AZD6244; ARRY-142886 MEK MAPK/ERK Pathway 

Sertraline 
(hydrochloride) 

  Serotonin Transporter Neuronal Signalling 

Sildenafil UK-92480 Autophagy; 
Phosphodiesterase (PDE) 

Autophagy; Metabolic Enzyme/Protease 

Silibinin Silybin; Silibinin A; 
Silymarin I 

Autophagy; Reactive 
Oxygen Species 

Autophagy; Immunology/Inflammation; 
Metabolic Enzyme/Protease; NF-κB 

Sitagliptin MK0431 Autophagy; Dipeptidyl 
Peptidase 

Autophagy; Metabolic Enzyme/Protease 

Sodium 
phenylbutyrate 

Sodium 4-phenylbutyrate; 
TriButyrate 

Autophagy; HDAC Autophagy; Cell Cycle/DNA Damage; 
Epigenetics 

Sorafenib Bay 43-9006 Autophagy; FLT3; Raf; 
VEGFR 

Autophagy; MAPK/ERK Pathway; Protein 
Tyrosine Kinase/RTK 
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Sulfasalazine NSC 667219 Autophagy; NF-κB Autophagy; NF-κB 

Sunitinib SU 11248 Autophagy; Mitophagy; 
PDGFR; VEGFR 

Autophagy; Protein Tyrosine Kinase/RTK 

Tacrolimus 
(monohydrate) 

FK506 (monohydrate); 
Fujimycin (monohydrate); 
FR900506 (monohydrate) 

Autophagy; FKBP; 
Phosphatase 

Apoptosis; Autophagy; 
Immunology/Inflammation; Metabolic 
Enzyme/Protease 

Talazoparib BMN-673; LT-673 PARP Cell Cycle/DNA Damage; Epigenetics 

Tamoxifen ICI47699; Z-Tamoxifen; 
trans-Tamoxifen 

Autophagy; Oestrogen 
Receptor/ERR 

Autophagy; Others 

Taurodeoxychloic 
Acid (sodium hydrate) 

Sodium 
taurodeoxycholate 
monohydrate 

Apoptosis; Caspase Apoptosis 

Tegafur FT 207; NSC 148958 Nucleoside 
Antimetabolite/Analog 

Cell Cycle/DNA Damage 

Telmisartan BIBR 277 Angiotensin Receptor; 
Autophagy 

Autophagy; GPCR/G Protein 

Temozolomide NSC 362856; CCRG 
81045; TMZ 

Autophagy; DNA 
Alkylator/Crosslinker 

Autophagy; Cell Cycle/DNA Damage 

Temsirolimus CCI-779 Autophagy; mTOR Autophagy; PI3K/Akt/mTOR 

Teniposide VM26 Topoisomerase Cell Cycle/DNA Damage 

Teprenone Geranylgeranylacetone HSP Cell Cycle/DNA Damage; Metabolic 
Enzyme/Protease 

Terazosin 
(hydrochloride 
dihydrate) 

  Adrenergic Receptor GPCR/G Protein; Neuronal Signalling 

Theophylline 1,3-Dimethylxanthine; 
Theo-24 

Adenosine Receptor; 
Autophagy; Endogenous 

Autophagy; GPCR/G Protein; Metabolic 
Enzyme/Protease 
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Metabolite; 
Phosphodiesterase (PDE) 

Thio-TEPA   DNA Alkylator/Crosslinker Cell Cycle/DNA Damage 

Tofacitinib (citrate) Tasocitinib citrate; CP-
690550 citrate 

JAK Epigenetics; JAK/STAT Signalling; Stem 
Cell/Wnt 

Topotecan 
(Hydrochloride) 

SKF 104864A 
(Hydrochloride); NSC 
609669 (Hydrochloride) 

Autophagy; Topoisomerase Autophagy; Cell Cycle/DNA Damage 

Trametinib (DMSO 
solvate) 

GSK-1120212 (DMSO 
solvate); JTP-74057 
(DMSO solvate) 

MEK MAPK/ERK Pathway 

Tranylcypromine 
(hemisulfate) 

dl-Tranylcypromine 
hemisulfate; trans-2-
Phenylcyclopropylamine 
hemisulfate salt 

Histone Demethylase; 
Monoamine Oxidase 

Epigenetics; Neuronal Signalling 

Triclabendazole CGA89317 Microtubule/Tubulin Cell Cycle/DNA Damage; Cytoskeleton 

Trifluridine Trifluorothymidine; 5-
Trifluorothymidine; TFT 

HSV; Nucleoside 
Antimetabolite/Analog; 
Thymidylate Synthase 

Anti-infection; Apoptosis; Cell Cycle/DNA 
Damage 

Trimethoprim   Antifolate Cell Cycle/DNA Damage 

Troglitazone CS-045 Autophagy; PPAR Autophagy; Cell Cycle/DNA Damage 

Troxipide   Others Others 

Tucidinostat Chidamide; HBI-8000;CS 
055 

HDAC Cell Cycle/DNA Damage; Epigenetics 

Upadacitinib ABT-494 JAK Epigenetics; JAK/STAT Signalling; Stem 
Cell/Wnt 

VAL-083 Dianhydrodulcitol; 
Dianhydrogalactitol 

DNA Alkylator/Crosslinker Cell Cycle/DNA Damage 
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Valproic acid (sodium 
salt) 

Sodium Valproate Autophagy; HDAC; 
Mitophagy 

Autophagy; Cell Cycle/DNA Damage; 
Epigenetics 

Valpromide   Others Others 

Valrubicin AD-32 PKC Epigenetics; TGF-beta/Smad 

Vemurafenib PLX4032; RG7204; 
RO5185426 

Autophagy; Raf Autophagy; MAPK/ERK Pathway 

Venetoclax ABT-199; GDC-0199 Autophagy; Bcl-2 Family Apoptosis; Autophagy 

Vidarabine Ara-A; Adenine 
Arabinoside; 9-β-D-
Arabinofuranosyladenine 

HSV; Nucleoside 
Antimetabolite/Analog 

Anti-infection; Cell Cycle/DNA Damage 

Vinblastine (sulfate) Vincaleukoblastine sulfate 
salt 

Autophagy; 
Microtubule/Tubulin 

Autophagy; Cell Cycle/DNA Damage; 
Cytoskeleton 

Vinorelbine 
(ditartrate) 

KW-2307; Nor-5'-
anhydrovinblastine 
ditartrate 

Autophagy; 
Microtubule/Tubulin 

Autophagy; Cell Cycle/DNA Damage; 
Cytoskeleton 

Vorinostat SAHA Autophagy; HDAC; 
Mitophagy 

Autophagy; Cell Cycle/DNA Damage; 
Epigenetics 

Zidovudine Azidothymidine; AZT; 
ZDV 

CRISPR/Cas9; HIV Anti-infection; Cell Cycle/DNA Damage 
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Tissue culture 

 

Normal human dermal fibroblasts (nHDFs) were commercially derived with 

ethical permission and purchased from Promocell, Heidelberg (catalogue number 

C-12302, lot number 445Z026.3). For further information including donor details, 

please view Chapter 2: Tissue culture, Chapter 3: Considerations for the 

replacement of foetal bovine serum with human serum and other alternative 

supplements in cell culture, and Chapter 4: Materials & Methods. nHDF cells had 

cumulated population doublings (cPDL) of an average of 38.91 (range of 

34.41 - 40.13 cPDL) at the time of seeding out for the screen of CDKN2A gene 

expression. Cell counts were taken at every passage with a Hirschmann 

haemocytometer which, together with the cPDL numbers given by Promocell, 

enabled assessment of cPDL at the time of seeding for experiments. In the SAB 

activity screen, cells at passage 11 were termed younger (cPDL of 32.69 for all) 

for investigating the induction of senescence. For investigating the reduction of 

senescence, cells at passage 21, termed older, were used. These older cells had 

an average cPDL of 41.92 (range 40.77 - 43.2). PD time is not the most stable of 

metrics when dealing with primary cells, but nHDF cells at approximately 33.71 

cPDL averaged half the PD time of cells at approximately 38.66 cPDL. SAB 

activity is markedly increased in the latter compared to the former cells (data not 

shown) meaning these cells are sufficient to model replicative senescence levels 

in early and late passages. For the CDKN2A gene expression screen, cells were 

seeded out in 96-well plates at 6000 cells per well (a density of 1880 cells/cm2). 

For the SAB activity screen, cells were seeded out in 12-well plates at an average 

seeding density of 6226 cells/cm2. Cells were grown in antibiotic-free media for 
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48 to 72 hours before seeding, and all treatments were performed without the 

presence of antibiotics in the medium. 

 

Treatment for CDKN2A gene expression screen 

 

For the CDKN2A screen, cells were grown in their wells for 72 hours before 

treatment. Dose and incubation times were informed by previous work from our 

research group and the literature as discussed in the introduction 61,181,274. On the 

day of treatment, the medium was removed and replaced with 135 µl of fresh 

medium and 15 µl of the appropriate stock solution of each drug or control was 

applied. The drug or control was applied for 24 hours before two washes in DPBS 

(14190136, Gibco™) and performing the RNA extraction. 

 

Treatment for SAB activity screen 

 

Cells were grown for 24 to 48 hours before treatment following the dose and 

incubation time rationale as for the prior CDKN2A screen. On the day of 

treatment, the medium was removed and replaced with 1485 µl of fresh medium, 

and 135 µl of the appropriate stock solution of each drug or control was applied. 

The drug was applied for 24 hours before being washed twice in DPBS and 

performing the SAB activity assay. 

 

RNA extraction 
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The PureLink™ Pro 96 RNA Purification Kit (12173–011A, Fisher Scientific) was 

used to extra RNA from cells grown in 96-well plates for the CDKN2A gene 

expression screen. The protocol followed the manufacturer’s instructions and 

used 45 µl of RNase-free water for elution. A selection of samples were tested 

for RNA quality and quantity using the Thermo Scientific™ Nanodrop 8000 

Spectrophotometer (Thermo Fisher Scientific, Waltham, Massachusetts, USA). 

RNA concentration ranged from 5.5 - 9.7 ng/µl across the samples measured. 

 

Reverse transcription 

 

cDNA was produced by reverse transcription using the High-Capacity cDNA 

Reverse Transcription Kit as detailed in Chapter 2: Measurement of gene 

expression. Given the very narrow range of RNA concentrations and low yield, 

the maximum volume possible of RNA was used in the reverse transcription 

reaction without adjustment to standardise the RNA concentration in each 

reaction. 

 

Real-time quantitative PCR (RT-qPCR) 

 

For more details on the RT-qPCR method used, please view Chapter 2: 

Measurement of gene expression. 50 cycles of RT-qPCR were performed. 

Real-time quantitative PCR (RT-qPCR) was run as two biological and three 

technical replicates for each compound/control at each dose (1 µM and 10 µM). 
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Analysis of RT-qPCR data 

 

The relative gene expression was calculated using the comparative CT technique, 

relative to the geometric mean expression level of three housekeeping genes 

(PGK1, PPIA and UBC) 176. These three genes were shown by Reffinder analysis 

using the online Reffinder website to be the most stable three genes of a selection 

of six endogenous housekeeping genes in an earlier preliminary experiment (data 

not shown) 177. The geometric mean of the three genes provided the best baseline 

for comparison across all compounds when analysed again using the Reffinder 

website. Following normalisation to the housekeeping genes, each biological 

replicate was normalised to the average of the appropriate dose’s vehicle-only 

control on the plate. The results were expressed as a ratio for comparison and 

the natural log was used to aid against any skew of data. Due to experimental 

resource constraints, the experiment could only be performed for two biological 

replicates. A technical error resulted in poor RNA quality for two experimental 

plates of the twelve in total. The PCR results from these two plates were 

subsequently omitted from further analysis due to this error. The mean ± three 

standard deviations was used to provide upper and lower bounds for 

determination of effects for informing later validation of results. 

 

Cellular Senescence Staining Assay 

 

The Senescence Cells Histochemical Staining kit (CS0030, Merck) was applied 

following the manufacturer’s instructions to stain for senescence-associated beta 
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galactosidase (SAB). Further detail is available in Chapter 2: Measurement of 

cellular senescence and Chapter 2: Analysis of staining. 

 

Bioinformatic analysis using fmcsR 

 

Structural information on each compound (used in the screens for CDKN2A gene 

expression and SAB activity) was given by the supplier (MedChemTronica, 

Stockholm). The SMILES (simplified molecular input line entry system) data was 

transformed into SDF (structure data file) data for analysis with ChemmineR and 

fmcsR packages in Rstudio software version 4.1.0 178–180,277. The Tanimoto 

coefficient was computed for each pair of compounds and used to construct a 

similarity matrix. The average Tanimoto coefficient within the matrix constructed 

for a test group of functionally related compounds was compared against the 

average Tanimoto coefficient within a control group of compounds. All 

compounds within a group are compared against each other which results in the 

number of values being the square of the number of compounds. A significant 

difference indicates that certain structures are more common in the test group 

suggesting a structure associated with the function. A dendrogram is computed 

to illustrate the similarities between compounds, and the exact maximum 

common substructure can be computed for the two least similar compounds to 

identify the maximum common substructure across the whole test group. 

 

This method was validated using a test group of a selection of compounds that 

target the oestrogen receptor versus a selection of 30 other compounds as a 

control group. The test group compounds are known to be structurally and 
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functionally similar and so this constitutes validation of the methodology. The 

pipeline was tested with a test group of 30 compounds. The number of 

oestrogenic compounds and other non-oestrogenic compounds in the test group 

was varied to assess the sensitivity of the method using 30, 10, 4, 3 and 2 

oestrogenic compounds in a group of other compounds totalling 30 for 

comparison against the control group. Only the test group consisting of 30 

oestrogenic compounds versus 30 unknown other compounds was significantly 

different. Ten oestrogenic compounds compared against ten non-oestrogenic 

compounds showed significance. This method is not very sensitive. Three 

experiments were performed using this process. The first two test groups were 

the compounds that had either increased or decreased CDKN2A gene 

expression the most (averaged across both doses). The third test group was a 

selection of compounds that had decreased SAB activity in the screen. Control 

groups for all three tests were selected based on the compounds with the least 

effect on CDKN2A expression and were matched to the number of compounds 

in each test group. That is to say the compounds were ranked by their effect on 

CDKN2A averaged across both doses, and the compounds with the closest 

effects on expression to zero were chosen to act as a non-functionally associated 

control group. 

 

Statistics 

 

Graphs were produced using GraphPad Prism version 9.4.1 for Windows 

(GraphPad Software, San Diego, California USA, www.graphpad.com) or 

http://www.graphpad.com/
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Microsoft Office Excel. Error bars on the graphs represent the standard error of 

the mean (SEM) unless otherwise stated. 

 

Due to resource limitations, the number of biological replicates (n = 2) for the 

screen of effects on CDKN2A gene expression was insufficient for statistical 

analysis. Given that this was a first-pass screen for further validation of any 

observations, we needed to identify the largest effects and use these to inform 

the selection of compounds for the next screen for SAB activity. The largest 

effects were measured using the control groups’ mean ± several measures of 

variation (SEM, and one or three standard deviations (SD)) as noted in the 

results). For most compounds, if the fold change in gene expression exceeded 

an upper or lower bound which was created from the mean ± three SDs of the 

appropriate control group, the effect was deemed to be sufficiently large that the 

compounds may be worthy of further investigation. 

 

Statistical analysis of SAB activity and average structural similarity was 

performed using Graphpad Prism version 9.4.1. A one-way ANOVA with an 

uncorrected Fisher’s LSD post hoc test was applied to assess significance 

between each treatment and its associated control for the SAB activity screen. 

An unpaired t test was used to assess significant differences in the average 

Tanimoto coefficients in a test group of functionally related compounds and a 

control group. 
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Results 

 

Drug panel design 

 

The drug panel for the initial screen was designed to select compounds that target 

cell fate pathways, as well as a variety of commonly taken medicines. Figure 25 

illustrates the variety of compounds screened. Most compounds are 

FDA-approved with the remainder approved by the EMA or other countries. The 

compounds are linked with a number of disease research areas. Perhaps 

unsurprisingly, given the bias towards cell fate pathways, the most frequent 

research area is for cancer therapies. The compounds are most commonly 

associated with pathways such as cell fate and autophagy. Similarly, the most 

frequently reported drug target amongst the compounds was apoptosis, however 

a wide range of drug targets were reported. 



239 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

0

20

40

60

80

100

120

140

 A
p

o
p

to
s
is

A
n

ti
b

o
d
y
-d

ru
g

 C
o

n
ju

g
a

te
/A

D
C

 R
e
la

te
d

A
n

ti
-i

n
fe

c
ti
o

n

A
p

o
p

to
s
is

A
u

to
p

h
a
g

y

C
e
ll 

C
y
c
le

/D
N

A
 D

a
m

a
g
e

C
y
to

s
k
e

le
to

n

E
p

ig
e

n
e
ti
c
s

G
P

C
R

/G
 P

ro
te

in

Im
m

u
n

o
lo

g
y
/I

n
fl
a

m
m

a
ti
o

n

J
A

K
/S

T
A

T
 S

ig
n

a
lin

g

M
A

P
K

/E
R

K
 P

a
th

w
a
y

M
e

m
b
ra

n
e
 T

ra
n
s
p

o
rt

e
r/

Io
n

 C
h

a
n

n
e
l

M
e

ta
b
o

lic
 E

n
z
y
m

e
/P

ro
te

a
s
e

N
e
u

ro
n

a
l 
S

ig
n
a

lin
g

N
F

-κ
B

O
th

e
rs

P
I3

K
/A

k
t/

m
T

O
R

P
ro

te
in

 T
y
ro

s
in

e
 K

in
a

s
e
/R

T
K

S
te

m
 C

e
ll/

W
n
t

T
G

F
-b

e
ta

/S
m

a
d

Pathway CategoriesApproval Type

EMA

FDA

Other Countries

Research Areas

Cancer

Cardiovascular Disease

Endocrinology

Infection

Inflammation/Immunology

Metabolic Disease

Neurological Disease

Others

a) 

b) 

c) 



240 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 25: Descriptive data for the drug panel for the senescence screen. A) Type of clinical approval, i.e. compounds approved by the European Medical Association (EMA), the US 
Food and Drug Administration (FDA) or other countries. B) Research areas linked with each compound. C) Frequency of biological pathways that are targeted by the compounds in the 
screen. D) Compounds in the panel categorised by target/function. 
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Many compounds altered CDKN2A gene expression 

 

The fold change in CDKN2A gene expression relative to the control was used as 

a proxy for the impact on cellular senescence. Figure 26 illustrates the change in 

expression of the compounds in the screen compared to the control group. Out 

of a possible 480 drug doses (240 individual drugs at 1 or 10 µM), only four drug 

doses did not have an effect outside of the range of the mean ± SEM of the 

controls. 233 drug doses increased senescence, and 246 decreased 

senescence. Using mean ± one SD, 160 drug doses decreased senescence and 

111 drug doses increased senescence. Due to the nature of the experiment as a 

preliminary screen, and the infeasibility of taking so many drugs through to the 

next phase, more stringency was needed. The mean ± three SDs of the control 

treatments therefore provided upper and lower bounds. Effects outside of this 

range were identified as having an effect on senescence that may be worth 

pursuing. There were 22 drug doses (20 individual drugs) identified that increased 

senescence, and 98 (70 individual drugs) that decreased senescence out of a 

possible 480 drug doses (240 drugs). The fold change is recorded in Table 15 for 

drug doses that had effects that exceeded the mean ± three SDs from the mean 

of the controls. 

 

We noted the presence of several compounds that have antidepressant and/or 

anticonvulsant properties in the list of compounds with the largest effects on 

CDKN2A expression, shown in Table 15. Amoxapine, citalopram (hydrobromide), 

sertraline (hydrochloride) and valpromide were identified in this screen with fold 

changes in CDKN2A of 1.034, -1.094, -1.154, and -1.351 respectively. Most of 
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these compounds decreased the expression of CDKN2A, but amoxapine 

increased it. Similarly, we noted that two oestrogenic compounds, 

diethylstilboestrol and ethynyl estradiol, had large effects at both doses in 

decreasing CDKN2A expression. 1 µM diethylstilboestrol had a fold change 

of -0.753, with a larger effect at 10 µM of -3.068. Diethylstilboestrol at 10 µM was 

in the top ten compounds/doses to decrease CDKN2A expression. Ethynyl 

estradiol caused a fold change in CDKN2A expression of -1.259 at 1 µM 

and -2.684 at 10 µM. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 26: Summary data of all compounds in a screen for effect on CDKN2A gene expression. Many 
compounds showed indications of being able to reduce and/or increase CDKN2A expression. Each data 
point represents an individual compound at either 1 µM or 10 µM concentration (average of three technical 
replicates by two biological replicates). The median and range are plotted.  

-15 -10 -5 0 5

Drug Treatments

Controls

Change in CDKN2A expression

Fold change in gene expression (AU)



243 

 

Table 15: Fold change in CKDN2A (arbitrary units, relative to control) by compound and dose in the initial 
senescence screen. All effects listed here were more than three standard deviations above or below the 
mean of control treatments.  

Drug Name Dose (µM) Fold change in CDKN2A 

Tucidinostat 10 2.048 

Doxifluridine 10 1.559 

Doxorubicin (hydrochloride) 10 1.498 

Bromhexine (hydrochloride) 10 1.167 

Homoharringtonine 10 1.160 

Chlorambucil 10 1.133 

Aspirin 10 1.072 

Amoxapine 10 1.034 

Doxorubicin (hydrochloride) 1 0.969 

Imatinib 10 0.948 

Montelukast (sodium) 10 0.888 

Atorvastatin (hemicalcium salt) 10 0.822 

Ribociclib 10 0.820 

Baricitinib (phosphate) 10 0.820 

Irinotecan (hydrochloride) 10 0.804 

Levoleucovorin (calcium) 10 0.798 

Epirubicin (hydrochloride) 10 0.790 

Cobimetinib 10 0.773 

Homoharringtonine 1 0.765 

Decitabine 10 0.744 

Sunitinib 10 0.722 

Temozolomide 10 0.700 

Silibinin 10 -0.686 

Diacerein 10 -0.694 

Vinorelbine (ditartrate) 1 -0.713 

Alpelisib 10 -0.717 

Ethamsylate 10 -0.734 

Diethylstilboestrol 1 -0.753 

Altretamine 10 -0.782 

Panobinostat 1 -0.791 

Sertraline (hydrochloride) 1 -0.805 

Deferoxamine (mesylate) 10 -0.822 

Balsalazide 1 -0.852 

Pexidartinib 1 -0.890 

Bexarotene 10 -0.894 

Clofarabine 10 -0.897 

Caffeic acid 10 -0.903 

Pazopanib (hydrochloride) 10 -0.909 

Aspirin 1 -0.916 

Dexamethasone 1 -0.917 

Pazopanib 10 -0.921 
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Rucaparib (phosphate) 10 -0.984 

Glasdegib 1 -1.005 

Aceglutamide 10 -1.020 

Trimethoprim 10 -1.021 

Crizotinib (hydrochloride) 10 -1.051 

Acalabrutinib 1 -1.069 

Zidovudine 10 -1.080 

Citalopram (hydrobromide) 10 -1.094 

Topotecan (hydrochloride) 10 -1.111 

Rucaparib (phosphate) 1 -1.126 

Alpelisib 1 -1.153 

Sertraline (hydrochloride) 10 -1.154 

Erlotinib 1 -1.157 

Triclabendazole 10 -1.168 

Nefopam (hydrochloride) 10 -1.174 

Altretamine 1 -1.184 

Bortezomib 1 -1.212 

Nefopam (hydrochloride) 1 -1.217 

Penfluridol 10 -1.230 

Clioquinol 10 -1.241 

Ethynyl estradiol 1 -1.259 

Panobinostat 10 -1.260 

Clofibrate 1 -1.272 

Mizoribine 10 -1.291 

Belinostat 10 -1.330 

Valpromide 10 -1.351 

Bosutinib 1 -1.354 

Berberine (chloride hydrate) 10 -1.367 

Nelarabine 1 -1.403 

Acalabrutinib 10 -1.405 

Tofacitinib (citrate) 10 -1.412 

Erdosteine 1 -1.470 

Bortezomib 10 -1.475 

Bosutinib 10 -1.478 

Osalmid 1 -1.493 

Topotecan (hydrochloride) 1 -1.515 

Bezafibrate 10 -1.523 

Orotic acid 10 -1.532 

Methylthiouracil 1 -1.551 

Chlorpheniramine (maleate) 10 -1.559 

Nitisinone 1 -1.561 

Teniposide 10 -1.577 

Sulfasalazine 10 -1.584 
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Pemetrexed (disodium hemipenta 
hydrate) 

1 -1.702 

Nifuroxazide 10 -1.705 

Osalmid 10 -1.716 

Nicotinamide 1 -1.717 

Erlotinib 10 -1.741 

Bendazol 1 -1.820 

Bexarotene 1 -1.835 

5-Azacytidine 1 -1.837 

Nelarabine 10 -1.893 

Clofarabine 1 -1.905 

Niraparib 10 -1.927 

Mycophenolic acid 10 -1.963 

5-Azacytidine 10 -2.022 

Chlorzoxazone 1 -2.045 

Metyrapone 1 -2.066 

Dimethyl fumarate 10 -2.099 

Dexamethasone 10 -2.209 

Dimethyl fumarate 1 -2.227 

Chromocarb 10 -2.277 

Penfluridol 1 -2.460 

Bendazol 10 -2.486 

Methylthiouracil 10 -2.527 

Ethynyl estradiol 10 -2.684 

Abemaciclib (methanesulfonate) 10 -2.768 

Conivaptan (hydrochloride) 10 -2.908 

Sunitinib 1 -2.926 

Diethylstilbestrol 10 -3.068 

Dronedarone 1 -4.099 

Sodium 4-phenylbutyrate 10 -4.861 

Cabozantinib 10 -7.875 

Metyrapone 10 -8.532 

Abemaciclib (methanesulfonate) 1 -11.417 

Cabozantinib 1 -11.571 

Carmofur 10 -11.805 

Balsalazide 10 -11.887 

Chlorzoxazone 10 -12.035 
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Effects on CDKN2A expression in known senotherapeutic compounds 

 

Several known senotherapeutic compounds were included in the screen for 

effects on CKDN2A gene expression: dasatinib (hydrochloride), metformin 

(hydrochloride), resveratrol and trametinib. Table 16 shows the fold change for 

these compounds. These effects were small, but all compounds and doses were 

outside of the bounds of the control group’s mean ± SEM. Only the fold changes 

in CDKN2A caused by metformin (hydrochloride) at 10 µM and resveratrol at 

1 µM were outside the bounds of the control group’s mean ± one SD. The criterion 

for identifying the largest effects was if a fold change was outside the bounds of 

the control group’s mean ± three SDs. Interestingly, none of the known 

senotherapeutic compounds met this criterion. 

 

Table 16: Fold change in CKDN2A (arbitrary units, relative to control) by compound and dose for known 
senotherapeutic compounds in the initial senescence screen. 

 

Drug Name Dose (µM) Fold change in CDKN2A 

Dasatinib (hydrochloride) 1 0.158 

Dasatinib (hydrochloride) 10 -0.106 

Metformin (hydrochloride) 1 -0.181 

Metformin (hydrochloride) 10 0.286 

Resveratrol 1 -0.143 

Resveratrol 10 0.227 

Trametinib 1 0.050 

Trametinib 10 0.100 
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Some compounds had opposite effects depending on the dose 

 

90 drugs (of 240) had a difference in the directionality of their effect on CDKN2A 

gene expression between the 1 µM and 10 µM doses. That is to say that one 

dose decreased and one dose increased CDKN2A expression. These effects 

often did not meet the criterion for identification of the largest effects (an effect 

outside the bounds of the control group’s mean ± three SDs). Excluding those 

that did not meet the criterion, two compounds had opposing effects: sunitinib 

and aspirin. Aspirin 10 µM increased CDKN2A expression with a fold change of 

1.072, whereas the 1 µM dose decreased it with a fold change of -0.916. 

Conversely, the 1 µM dose of sunitinib decreased CDKN2A expression with a 

fold change of -2.926 compared to the fold change of 0.722 with the 10 µM dose. 

 

SAB activity was increased significantly by three compounds 

 

Treatment with doxorubicin (hydrochloride), homoharringtonine and imatinib at 

10 µM concentrations was sufficient to increase SAB staining in younger dermal 

fibroblasts (cPDL of 32.69 prior to seeding out). Table 17 details the mean 

percentage of cells stained for SAB with each treatment, and the p values against 

the appropriate control group. Figure 27 shows the effect size of each treatment. 

Doxorubicin (hydrochloride) had an average increase in SAB of 197%, 

homoharringtonine increased SAB by an average of 146%, and imatinib caused 

an increase of 342%. 
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11 compounds significantly decreased SAB activity 

 

Dermal fibroblasts at a later passage (average cPDL of 41.92 prior to seeding 

out) were treated to identify decreases in SAB activity. The effect sizes are shown 

in Figure 28 and the exact data is described in Table 17. A significant reduction 

was observed with cells treated with aspirin 10 µM (-17%), cabozantinib 1 µM 

(-58%), carmofur 10 µM (-39%), chlorpheniramine (maleate) 10 µM (-34%), 

diethylstilboestrol 10 µM (-30%), ethynyl estradiol 10 µM (-32%), levonorgestrel 

10 µM (-51%), metyrapone 10 µM (-44%), penfluridol 10 µM (-45%), 

sodium-4-phenylbutyrate 10 µM (-41%), and sunitinib 10 µM (-100%). 

 

Investigation of the dose-specific effects of aspirin and sunitinib on senescence 

 

In the screen of early passage cells, neither dose of aspirin caused a significant 

change in SAB activity. In the screen of later passage cells, aspirin at 1 µM 

caused no significant change in SAB activity, but the 10 µM dose caused a 

40% decrease in SAB activity. Sunitinib at 1 µM appeared not to cause any 

significant change in SAB activity in either screen of earlier or later passage cells. 

Sunitinib at 10 µM caused a decrease in SAB activity of 100% in the earlier 

passage cells, and 93% in the later cells. Sunitinib at 10 µM clearly caused cell 

death. This was observed during the experiment itself and during image analysis. 

This is also evidenced clearly by the lack of any SAB activity in the cells at both 

passages. Details on the exact data can be found in Table 17 and the effect sizes 

are visualised in Figure 27 and Figure 28. 
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Table 17: Results from a screen for senescence-associated beta galactosidase (SAB) activity. The mean 
percentages of cells stained for SAB were compared against the appropriate experimental control for each 
batch of the screen. Assays 1-5 were performed on later passage fibroblasts to investigate potential 
reductions in senescence. Assays 6-7 were performed on earlier passage fibroblasts to investigate potential 
increases in senescence. The mean ± standard error of the mean (SEM) and p values from one-way 
ANOVAs with Fisher’s post hoc test are reported: (ns) not significant, * p<0.05, ** p<0.01, *** p<0.001 and 
**** p<0.0001. 

Treatment Mean SEM P Significance 

Assay 1 Control 10µM 44.17 7.506 - - 

5-Azacytidine 10µM 36.99 6.191 0.2496 ns 

Caffeic Acid 10µM 31.67 3.34 0.0553 ns 

Chlorpheniramine (maleate) 10µM 29.33 3.805 0.0264 * 

Diethylstilboestrol 10µM 30.98 1.507 0.0445 * 

Ethynyl Estradiol 10µM 30.1 1.317 0.0337 * 

Levonorgestrel 10µM 21.54 0.8541 0.002 ** 

Assay 2 Control 10µM 40.05 9.082 - - 

Amoxapine 10µM 28.92 9.597 0.4353 ns 

Bendazol 10µM 23.67 6.348 0.2568 ns 

Citalopram (hydrobromide) 10µM 33.56 11.83 0.6466 ns 

Methylthiouracil 10µM 33.69 12.09 0.6531 ns 

Sertraline (hydrochloride) 10µM 26.81 10.88 0.3556 ns 

Valpromide 10µM 23.84 7.242 0.2615 ns 

Assay 3 Control 10µM 27.52 3.686 - - 

Balsalazide 10µM 22.99 2.48 0.3251 ns 

Carmofur 10µM 16.7 2.985 0.0288 * 

Chlorzoxazone 10µM 19.91 2.438 0.109 ns 

Conivaptan (hydrochloride) 10µM 22.33 2.988 0.2627 ns 

Metyrapone 10µM 15.36 0.7593 0.0161 * 

Sodium-4-Phenylbutyrate 10µM 16.16 4.995 0.0228 * 

Assay 4 Control 1µM 19.19 4.546 - - 

Abemaciclib (methanesulfonate) 1µM 12.09 1.888 0.1025 ns 

Cabozantinib 1µM 8.13 0.2987 0.0159 * 

Dronedarone 1µM 14.12 2.768 0.234 ns 

Nicotinamide 1µM 12.11 1.795 0.1034 ns 

Penfluridol 1µM 10.48 1.586 0.0495 * 

Assay 4 Control 10µM 16.11 4.794 - - 

Dexamethasone 10µM 10.26 2.553 0.1728 ns 

Assay 5 Control 1µM 39.1 8.275 - - 

Aspirin 1µM 32.61 2.587 0.3269 ns 

Sunitinib 1µM 40.42 1.816 0.0396 * 

Assay 5 Control 10µM 36.06 3.345 - - 

Aspirin 10µM 21.39 4.997 0.8398 ns 

Sunitinib 10µM 2.563 2.563 0.0002 *** 

Assay 6 Control 1µM 3.163 0.5069 - - 

Aspirin 1µM 4.287 0.5053 0.4963 ns 
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Sunitinib 1µM 3.493 1.016 0.2333 ns 

Assay 6 Control 10µM 4.223 0.6868 - - 

Aspirin 10µM 6.227 1.665 0.8404 ns 

Sunitinib 10µM 0 0 0.0199 * 

Imatinib 10µM 18.67 2.064 <0.0001 **** 

Assay 7 Control 10µM 4.07 0.8632 - - 

Bromhexine (hydrochloride) 10µM 5.65 1.818 0.3679 ns 

Doxifluridine 10µM 6.04 1.637 0.2654 ns 

Doxorubicin (hydrochloride) 10µM 15.84 0.1804 <0.0001 **** 

Ethynyl Estradiol 10µM 5.33 0.8184 0.4704 ns 

Homoharringtonine 10µM 13.11 1.609 0.0001 *** 

Tucidinostat 10µM 3.13 0.27 0.5886 ns 
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Figure 27: Three treatments increased and one decreased the level of senescence-associated beta galactosidase (SAB) activity in cells at an early passage with low levels of SAB 
activity. Error bars show standard error of the mean (SEM), and statistical significance of p values computed using one-way ANOVAs with uncorrected Fisher’s LSD post hoc tests 
(comparing the mean percent of vehicle-treated control cells stained for SAB versus the mean percent of test compound-treated cells stained for SAB) is reported: (ns) not significant, * 
p<0.05, ** p<0.01, *** p<0.001 and **** p<0.0001. 
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Figure 28: Several compounds decreased the senescence-associated beta galactosidase (SAB) activity in cells at a late passage with higher levels of SAB activity. Error bars show 
standard error of the mean (SEM), and statistical significance of p values computed using one-way ANOVAs with uncorrected Fisher’s LSD post hoc tests (comparing the mean percent 
of vehicle-treated control cells stained for SAB versus the mean percent of test compound-treated cells stained for SAB) is reported: (ns) not significant, * p<0.05, ** p<0.01, *** p<0.001 
and **** p<0.0001.
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A common substructure was more common in compounds that decreased 

CKDN2A, but no substructure was detectable in the other functional groups 

 

A structure-function analysis was used to identify any substructure that was 

associated with compounds split by their functionality from the screens for 

CDKN2A gene expression and SAB activity. Figure 29, Figure 30, and Figure 31 

show the three test groups of compounds. Figure 32, Figure 33, and Figure 34 

show the structural similarity between the compounds in the three test groups 

respectively using their Tanimoto coefficients to construct a dendrogram. 

 

The first test group comprised the eight compounds that increased CDKN2A 

expression (above the mean ± 3 SDs criterion) when averaged across both 

doses. The average Tanimoto coefficient of this group (0.2817 ± 0.03492: 

mean ± SEM, n = 64) had no significant difference when compared against the 

average Tanimoto coefficient of eight compounds that had no effect on CDKN2A 

expression (0.2482 ± 0.03798, n = 64, p = 0.5169). 

 

The second test group consisted of the 30 compounds that decreased CDKN2A 

expression the most (averaged across both doses). A maximum of 30 

compounds was chosen for this analysis due to computing power limitations. This 

test group (0.2107 ± 0.005580, n = 900) was significantly structurally different 

from the control group (0.1755 ± 0.006050, n = 900) with a p < 0.0001. The 

maximum common substructure between the two least similar compounds in the 

second test group is shown in red in Figure 35. 
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The number of compounds that increased SAB activity (n = 3) was deemed too 

small to be suitable for this type of analysis, however the number of compounds 

that decreased SAB activity was appropriate (n = 11). Sunitinib was omitted from 

the analysis as it caused cell death rather than acting to reduce senescence. Test 

group three therefore consisted of a group of ten compounds that decreased SAB 

activity, and their Tanimoto coefficients were compared against the coefficients 

of a control group of ten compounds that did not have an effect on CDKN2A 

expression. The average Tanimoto coefficient was not significantly different in the 

test group (0.2928 ± 0.02544, n = 100) compared to the control group 

(0.2524 ± 0.02900, n = 100, p = 0.2964).
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Figure 29: The chemical structures of compounds that increased CDKN2A gene expression and were tested for structure-function association.

Atorvastatin (hemicalcium salt) Chlorambucil Cobimetinib Doxorubicin (hydrochloride) Gemfibrozil 

    

 

Homoharringtonine Imatinib Tucidinostat   

   

  



256 

 

 

Note this figure continues onto the following page.

5-Azacytidine 
Abemaciclib 

(methanesulfonate) 
Acalabrutinib Balsalazide Bendazol 

     

Bexarotene Bortezomib Bosutinib Cabozantinib Carmofur 

     

Chlorpheniramine (maleate) Chlorzoxazone Chromocarb Clofarabine Conivaptan (hydrochloride) 
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Figure 30: The chemical structures of compounds that decreased CDKN2A gene expression and were tested for structure-function association. 

Erlotinib Dexamethasone Diethylstilboestrol Dimethyl fumarate Dronedarone 

    
 

Ethynyl Estradiol Methylthiouracil Metyrapone Nefopam (hydrochloride) Nelarabine 

     

Niraparib Osalmid Penfluridol Sodium 4-phenylbutyrate Topotecan (Hydrochloride) 
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Figure 31: The chemical structures of compounds that decreased SAB activity and were tested for structure-function association. 

Aspirin Cabozantinib Carmofur Chlorpheniramine (maleate) Ethynyl Estradiol 

 
 

 
 

 

Levonorgestrel Metyrapone Penfluridol Diethylstilboestrol Sodium 4-phenylbutyrate 
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Figure 32: Dendrogram constructed using the Tanimoto coefficient to show structural similarity of compounds tested that increased CDKN2A gene expression. 
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Figure 33: Dendrogram constructed using the Tanimoto coefficient to show structural similarity of compounds tested that decreased CDKN2A gene expression. 
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Figure 34: Dendrogram constructed using the Tanimoto coefficient to show structural similarity of compounds tested that decreased SAB activity.
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Figure 35: Maximum common substructure of the two least structurally similar compounds that decreased CDKN2A gene expression

Dimethyl fumarate Conivaptan (hydrochloride) 
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Discussion 

 

In this study, we performed a drug repurposing screen for senescence. We 

assessed compounds based on their effects on gene expression of CDKN2A and 

SAB activity. We identified 90 out of a possible 240 compounds as having an 

effect on CDKN2A (either a decrease or increase). We pursued a screen for SAB 

activity in 32 compounds and found 11 drugs which decreased SAB activity and 

three which increased SAB activity. We related the functional information 

provided by these two screens to the chemical structures of the drugs and found 

an association with a chemical substructure and a decrease in CDKN2A 

expression. 

 

The CDKN2A gene encodes several different transcripts. In particular, the p16 

protein, an inhibitor of CDK4, is produced from the CDKN2A gene. p16 has been 

intrinsically linked with senescence and cancer pathways, with its targeted 

ablation in a progeroid mouse model resulting in astonishing improvements in 

ageing-related phenotypes 66. As a biomarker for senescence, CDKN2A is useful 

for identifying compounds for further validation, but it is not the most specific of 

biomarkers for senescence which is why the SAB activity screen is important. It 

may therefore come as no surprise that many compounds affected the gene 

expression of CDKN2A. Reassuringly, more compounds decreased CDKN2A 

expression than those that increased it. 

 

Having knowledge of the compounds that increase senescence could be useful 

in the context of prescribing therapies for age-related diseases or other 
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non-age-related treatments for elderly patients. Any compounds that are 

identified as increasing senescence might highlight potential oncotherapies. 

Forcing cancerous cells to enter a senescent state might be preferable to other 

therapies, and can give an option to target the cells with senolytic drugs 

afterwards. Indeed, the three compounds that were identified in both the CDKN2A 

expression and SAB activity screens as increasing senescence were all 

anti-neoplastic agents in clinical use as oncotherapies. Sunitinib was also 

identified in the first screen as having contradictory effects at different doses 

(increasing CDKN2A expression at a higher 10 µM dose, while reducing it at 

1 µM), but it emerged that this was due to sunitinib’s potency at causing cell lysis. 

It is currently in clinical use as an anti-tumour agent. No substructure was 

associated with the compounds that increased CDKN2A expression. Although 

these screens did not highlight any novel compounds or structures that increased 

senescence for further research, they provided evidence of the screening 

approach’s potential uses. For example, in the screen for CDKN2A expression, 

one antidepressant was found to increase CDKN2A expression, whereas several 

others (citalopram and sertraline) decreased it. If these findings had translated in 

the same way into the SAB activity screen, then (of course, after further validation 

and testing) this could have been used to inform clinical practice, e.g. prescribing 

antidepressants that do not increase senescence may be preferable, particularly 

in elderly patients. 

 

More success was found in the identification of compounds that decreased 

senescence. As previously discussed, many compounds affected CDKN2A gene 

expression, but the SAB activity screen revealed more robust associations. For 
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example, it is well-established that resveratrol at the dose range used can 

decrease senescence, but the compound was not identified amongst the larger 

effects on CDKN2A gene expression. Compounds of a similar nature may well 

remain unidentified when this screening approach is used, nonetheless, this 

approach can still identify other compounds for further study. The nature of the 

senescence assay for SAB activity means that smaller effects, e.g. a 

10% decrease, are not likely to meet the significance level required. This means 

that any effects noted in this screen are likely to be true effects. Interestingly, the 

common household painkiller, aspirin, was identified as increasing CKDN2A 

expression at 10 µM, but decreasing it at 1 µM. When the two doses of aspirin 

were tested in the SAB activity screen, only the 10 µM dose was significant, but 

this time it caused a decrease in the marker for senescence. Aspirin has been 

shown to extend lifespan in mice 278. Aspirin is often taken by many patients, and 

a 17% decrease in senescence could be a good news story, particularly for those 

with chronic disease who take the medication regularly. However, it is important 

to note the effect of the dosage. 

 

As discussed in the introduction, senotherapeutic compounds often exhibit 

biphasic effects with the preliminary findings of studies of senomorphic 

compounds in vitro suggest a low dose is sufficient to provide mid to long term 

senotherapeutic benefits 181. These findings need human in vivo evidence to 

support or dismiss the clinical usefulness of the information. Another 

consideration is that the appropriate doses of any compound will vary between 

tissue type and person, and will vary according to the bioavailability of the 

compound at the time. It could be difficult to unravel these mechanisms in 



266 

 

complex biological systems when effects may be small. Nevertheless, 

identification of any senotherapeutic effect, even if small, may still be useful. 

 

Intriguingly, three compounds that decreased SAB activity were synthetic female 

hormones. Diethylstilboestrol, ethynyl estradiol and levonorgestrel are commonly 

used in hormone replacement therapy or contraceptives 279. The two oestrogenic 

compounds decreased SAB by about 30%, whereas the synthetic progesterone, 

levonorgestrel, decreased SAB activity by 51%. This is very interesting given that 

female hormones are associated with protective benefits in ageing, and there is 

some evidence of sex differences in senescence-associated phenotypes. 

However, the effects of exogenous synthetic hormones have not yet been 

examined in the context of senescence 111,280,281. This opens an intriguing line of 

enquiry for future investigation. Could these synthetic female hormones exert 

protective effects against ageing? 

 

The other compounds that decreased CDKN2A gene expression and SAB 

activity were similarly interesting in their potential for treating age-related disease, 

for informing clinical practice or for general future study. It would not be feasible 

for several of these compounds to be used in the clinic for age-related disease, 

as they may cause severe side effects and, therefore, could be inappropriate for 

treating milder age-related diseases. Despite this, the information could help 

patients and clinicians choose treatments, and chemical information on the 

compounds could still aid in research for similar molecules, e.g. in structure-

function research. Evidence from the literature can point towards potential 

mechanisms for the compounds’ senotherapeutic effects, e.g. by selective 
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induction of apoptosis or increased autophagy. Cabozantinib had the largest 

effect on SAB activity with a 58% decrease at 1 µM. Cabozantinib is an 

anti-angiogenic compound that can induce apoptosis in endothelial cells 282. 

Carmofur is an anti-neoplastic agent 283. Chlorpheniramine (maleate) is a 

histamine H1 receptor antagonist commonly used to treat allergies 284,285. 

Metyrapone is an 11β-hydroxylase inhibitor and is known to activate autophagy 

286,287. It is used to treat Cushing’s disease and depression 286,288. Penfluridol is a 

potent antipsychotic medication used in the treatment of schizophrenia 289. 

Sodium-4-phenylbutyrate is used in the treatment of genetic urea cycle disorders, 

cystic fibrosis and cancers, and has been implicated as a potential therapy for 

Parkinson’s disease in a mouse model of the disease 290,291. Interestingly it also 

increased lifespan of Drosophila melanogaster 292. Further validation of the drugs’ 

role in senescence and potential as senotherapeutic drugs will be needed before 

any clinical utility can be assessed. 

 

The maximum common substructure that was found in compounds that 

decreased CDKN2A expression (shown in Figure 35) was also found in the 

senotherapeutic-associated substructures identified in a larger-scale analysis. 

13 chemical substructures were identified as being associated with 

senotherapeutic function in the study by Olascoaga-Del Angel et al., and the 

substructure identified in this thesis is common across 11 of the structures in their 

study 152. The compounds they identified often feature ring structures, and this 

observation holds fast for the compounds that decreased CDKN2A expression in 

this study: many compounds in Figure 30 have similar ring structures. The 

method used in this thesis identifies the maximum substructure that is common 
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across all compounds in the test group, however clustering analysis could be 

used to identify more exact substructures. These more specific substructures 

could then be used in the future to perform bioinformatic screening of chemical 

structures in order to select compounds for wet lab screening, and/or to 

reverse-screen for targets and mechanistic insight into cellular senescence 

pathways. 

 

Cellular senescence is a collection of molecular features rather than a definitive 

homogeneous state. It can be induced by different means, such as stress, 

replication, oncogenes and SASP. The heterogeneity of senescence lends itself 

to the idea that different types of senescence cannot always be targeted for 

therapies in the same way. This concept could be useful as it may be preferable 

to only target a particular type of senescent cell for reversal or for senolysis. For 

example, it would not be an attractive prospect to reverse senescence and push 

a DNA damage-induced senescent cell into a proliferative state, but it may be the 

converse for a SASP-induced senescent cell. Similarly, it could be preferable to 

use a senolytic compound in oncogene-induced senescence rather than a 

senomorphic. 

 

This study successfully screened many compounds for potential senotherapeutic 

effects. Several lines of enquiry for future studies into the senotherapeutic abilities 

of particular compounds were identified, e.g. the senotherapeutic effects of 

synthetic female hormones. Other methods for high-throughput analyses may 

emerge in due course, but the method used here was able to identify candidate 

compounds and structure-function associations. 
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Chapter 6: Synthetic female 
hormones exert sex-specific effects 
on cellular senescence in human 

dermal fibroblasts.
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This chapter uses preliminary results from the previous chapter’s senescence 

screen of repurposed drugs. This chapter is prepared as a draft journal article for 

Geroscience in collaboration with my co-authors. Author contributions are 

mentioned in the confines of the article, but I will elaborate on my exact 

contribution for its inclusion in this thesis. I conceptualised the experiment, 

conducted literature reviews, designed the experiment, conducted all laboratory 

work except for the TUNEL assay, analysed all data, interpreted the data, 

prepared all figures and tables for presentation, structured the manuscript and 

wrote the majority of the manuscript. 
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Abstract 

 

Biological sex is known to play a role in ageing and in susceptibility to age-related 

disease. Cellular senescence is a known ‘hallmark’ and driver of systemic ageing. 

Evidence is emerging that biological sex can affect cellular senescence, but drug 

screens for senotherapeutic compounds are rarely carried out in both sexes. 

Female hormones are beginning to be linked with senescence, but the effects of 

the synthetic versions of these hormones, which are commonly prescribed to 

many people, on senescence phenotypes in human cells have yet to be 

determined. We sought to examine senescence outcomes in male and female 

normal human dermal fibroblast (nHDF) cells in response to three synthetic 

female hormones: diethylstilboestrol, ethynyl estradiol and levonorgestrel. All 

three molecules decreased senescence-associated beta galactosidase (SAB) 

activity in male nHDF cells, but not in female cells. We also observed some 

sex-specific differences on measures of apoptosis, DNA damage, 

senescence-associated secretory phenotype (SASP) and regulation of 

alternative splicing. Cells from donors of different sexes may respond differently 

to senotherapeutic compounds, which could provide information on a mechanistic 

basis for sex-specific responses in the hallmarks of ageing. Furthermore, our 

work underlines the importance of donor-related characteristics, such as sex, 

when researching cellular senescence or evaluating senotherapeutic 

compounds. 
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Introduction 

 

The average age of a person in our population has continued to increase, with 

one in five people currently alive set to reach their one hundredth birthday 5. 

Unfortunately, “healthspan” (the proportion of life lived without disease), has not 

increased at the same rate. People now spend proportionally longer in a period 

of ill health at the end of their lives, due to the impact of age-related disease 3. 

This encompasses many common diseases, such as cancer, diabetes and 

cardiovascular disease, which affect many people in society. For example, one 

in six people over the age of 80 suffer from dementia, an age-related 

neurodegenerative disease 6,8. Although they may have differing pathologies, 

many of these diseases share similar upstream processes at a molecular level. 

Targeting these ageing-associated mechanisms may lead to the advent of new 

and improved treatments for the diseases which commonly affect older people. 

 

It is well-known that biological sex affects ageing, with women tending to live 

longer than men. Being biologically female is typically associated with a longer 

lifespan of approximately five years 293. As of August 2022, of all confirmed living 

supercentenarians, persons aged 110 years or more, all eleven people are 

biologically female 294. Many ageing-related diseases are also affected by 

biological sex. Differences in disease susceptibility and/or presentation between 

the sexes have been described across diseases such as Alzheimer’s disease, 

diabetes, cardiovascular disease and Parkinson’s disease, to name a few 295–298. 

It is not yet clear why biological sex can affect susceptibility to age-related 

disease and why the ageing process differs between the sexes. There are two 
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main theories as to why this is the case 299. Firstly, the reproductive-cell cycle 

theory suggests that female hormones exert a protective effect on ageing in 

humans due to an antagonistic pleiotropic effect. It is beneficial for the hormones 

to control cell cycle in early life to push towards biologically-costly reproduction. 

However, over time, the hormones that regulate reproduction attempt to maintain 

the reproductive state, which drives ageing processes 18. Secondly, the genetic 

differences between the sexes offer an explanation. There are differences in 

sex-chromosomal and mitochondrial disorders which can account for one sex 

being more predisposed to particular diseases, but these diseases do not alone 

account for the overall differences seen in ageing. The most pertinent theory of 

how genetic sex can affect ageing is the “unguarded-X” theory 299. This theory 

suggests that the heterogametic sex is at a disadvantage due to only having one 

copy of the genes on the X chromosome. This makes it less resilient because 

there is more opportunity for mutations to alter gene function, whereas in the 

homogametic sex, each X is “guarded” by the other 300. These two theories both 

offer explanations as to how biological sex might drive differences in ageing at a 

molecular level. 

 

The molecular basis of ageing features fourteen “Hallmarks of Ageing” 21,22. 

These hallmarks are present in the normal ageing of multiple species. The 

experimental amelioration of a hallmark increases lifespan and other 

ageing-associated parameters. The reverse is also true with experimental 

aggravation decreasing lifespan. These hallmarks consist of many interrelated 

processes, but all represent a key mechanism of molecular ageing. Genome 

instability, telomere attrition, epigenetic changes and dysregulation of alternative 
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splicing are all hallmarks that ultimately affect genetic processing. Cellular 

senescence, the loss of proteostasis, mitochondrial dysfunction, changes to 

cellular mechanical properties and compromised autophagy are hallmarks 

concerning intracellular processes and functions. In contrast, the remaining 

hallmarks tend to be exerting effects on many cells: inflammation (via the 

collection of chemokines and cytokines termed the senescence-associated 

secretory phenotype (SASP) which can induce senescence in nearby cells), the 

exhaustion of stem cell supplies, altered cell-cell communication (e.g. disruptions 

in general endocrine, paracrine and autocrine signalling pathways and 

impairment of immune system function), altered nutrient sensing pathways and 

disturbances in the microbiome 21. As we uncover more information about the 

hallmarks of ageing, a few examples of potential sex-specific differences in the 

hallmark processes are beginning to emerge. For example, biological females 

demonstrate elevated immune responses to stimuli such as vaccines that come 

at the cost of autoimmunity 301. Mitochondria in female rats have less oxidative 

damage, and, in mice, sex-specific mRNA splicing patterns have been 

demonstrated to exist in cardiac genes involved in mitochondrial function, 

translation and autophagy 302,303. 

 

Cellular senescence is a particularly key hallmark of ageing as it overlaps with so 

many of the other hallmarks. There are only a handful of studies investigating 

sex-specific differences in any aspects of senescence 280,299,304. Most of these 

are in murine models and identify sex-specific differences in the onset of 

senescence. Yousefzadah et al. found senescence biomarkers (mRNA 

expression of the isoforms of CDKN1A and CDKN2A responsible for p21 and p16 
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respectively) were elevated in male mouse cells compared to female cells 305. 

Overexpression of the senescence protein, p53, in Drosophila melanogaster, 

increased lifespan of male flies but reduced it in female flies 306. Data is scarce in 

humans, but alleles encoding p53 proteins with reduced activity have been 

reported to have lifespan-increasing effects in female humans, but not in 

males 307. Sex-specific differences in DNA damage repair mechanisms have 

been shown in human blood cells 308,309. 

 

Cellular senescence has been described as a stable state of cell cycle arrest and 

is associated with impaired function 24,64. Despite this original definition, recent 

research indicates that the senescence phenotypes can be reversed by so-called 

senomorphic drugs 143,151. A drug that targets senescence is termed a 

senotherapeutic drug. Senotherapeutic compounds can include the 

aforementioned senomorphic compounds, but can also include drugs that cause 

preferential lysis of senescent cells (senolysis) or senolytic drugs 71,143,151. 

Senescence may appear as part of natural development, but, in the case of 

ageing, it is often induced by replication, appearing when cells reach their natural 

replicative limit, or induced by cellular stressors such as DNA damage, 

oncogenes and other forms of cellular stress 36,37,269–271. 

 

A senescent cell is linked to a collection of phenotypes: while not every aspect 

will be exhibited in a cell, most senescent cells exhibit one or more characteristic. 

Most senescent cells have a change in morphology and have altered lysosomal 

properties which can be indicated by increased activity of senescence-associated 

beta galactosidase (SAB). SAB activity is typically used as the best measure of 
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a cell’s overall level of senescence 166,167. Senescent cells may have reduced 

levels of cellular proliferation which can be measured by staining for Ki67, a 

nuclear protein and proliferation biomarker. DNA damage is often increased in 

senescent cells and this can be measured with γH2AX staining (present in the 

early stages of double-strand break repair) and/or terminal deoxynucleotidyl 

transferase dUTP nick-end labelling (TUNEL) staining (detects double-strand 

breaks that are generated in apoptosis) 141,167,310. Many aspects of the 

heterogeneous senescent phenotype can be examined by gene expression. 

Analysis can be performed for genes relating to apoptosis, the cell cycle, 

matricellular proteins, splicing factors and SASP factors. CDKN1A and CDKN2A 

are genes related to proteins that become elevated in senescence (p53 and 

p16/p14 respectively) 24,75,311. Together these biomarkers can provide evidence 

to support observations of senescence in different cells or diseases and to identify 

if a compound has any impact on senescence. 

 

There is limited evidence to directly identify any sex-specific effects on cellular 

senescence. It is clear that being biologically female offers protective benefits 

against ageing, and the two main female hormones, oestrogen and progesterone, 

are known to be involved in many ageing and senescence-related 

pathways 304,312–315. Predictably, the typical nuclear receptors for these two 

hormones, the oestrogen receptors (ERα and ERβ) and progesterone receptors 

(PR-A and PR-B) are involved in the same pathways 314,316. Resveratrol, a 

compound with known senomorphic properties, is thought to be an ER 

agonist 317. Despite much information about the female sex hormones in ageing, 

there is comparatively very little information about the senotherapeutic properties 



279 

 

of synthetic analogues of the female hormones. Most research is confined to 

mouse models treated with synthetic oestrogens 315,318–320. In humans, oestrogen 

and progesterone are endogenous to both sexes, but understandably differ in 

their circulating levels 321,322. Unlike progesterone, there are many forms of 

oestrogen: estrone (E1), estradiol (E2), estriol (E3) and other minor oestrogens, 

but the major oestrogen is E2. This has two isoforms: 17α-estradiol and the more 

potent and biologically-most relevant 17β-estradiol 316,323. 

 

Synthetic oestrogen and progesterone compounds are taken on a daily basis by 

millions of women for many reasons including perimenopausal hormone 

replacement therapy (HRT) and for contraceptive purposes. Diethylstilboestrol is 

a non-steroidal oestrogen analogue that acts on both oestrogen receptors and is 

commonly prescribed for HRT 324,325. Ethynyl estradiol is a synthetic analogue of 

17β-estradiol, and levonorgestrel is a synthetic progesterone. Often in 

combination, ethynyl estradiol and levonorgestrel are both commonly prescribed 

for contraception 279. Large clinical trials following women taking HRT suggest 

that the impact on age-related disease risk, such as risks for coronary heart 

disease and diabetes, is not straightforward. The trials show HRT has a complex 

effect on chronic disease, and might not be suitable for therapy to prevent chronic 

diseases. However, the conflicting and complex results demonstrate that the 

mechanism of action of HRT on ageing and age-related disease is unclear and 

that the question of whether HRT has any senotherapeutic benefit is as yet 

unanswered 326. 
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We aimed to investigate experimentally if synthetic female hormones have any 

direct senotherapeutic benefit. We sought to identify if any of three compounds, 

diethylstilboestrol, ethynyl estradiol and levonorgestrel, could have any effect on 

aspects of the senescence phenotype in an in vitro model. We used human 

dermal fibroblasts from both male and female donors to be able to see any 

sex-specific effects. We found that female synthetic hormones had a sex-specific 

senomorphic effect in male cells only. This is important for future research into 

senotherapeutics as it provides evidence of how female sex hormones can affect 

the mechanisms of senescence and it highlights the possibility that sex may 

impact response to a senotherapeutic intervention.  
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Methods 

 

Tissue culture 

 

Normal human dermal fibroblast (nHDF) cells from a male and a female donor 

were commercially sourced with full ethical permission granted at source 

(Promocell, Heidelberg, catalogue number C-12302, lot numbers 445Z026.3 

(male) and 467Z026.3 (female)). Both donors were Caucasian. The male donor 

was 36 years old at the time of donation, and the female donor was 28 years old. 

The cells were taken from the abdomen of the male donor, whereas the female 

donor’s cells were taken from the breast. For further information on cell culture 

protocols, please view Chapter 2: Tissue culture and Chapter 3: Considerations 

for the replacement of foetal bovine serum with human serum and other 

alternative supplements in cell culture. Cells were grown until their population 

doubling (PD) time had doubled (approximately passage 17 for both sexes) and 

then transferred to antibiotic-free medium for a minimum of 48 hours before the 

experiment. Male cells had cumulated population doublings (cPDL) of 39.46 at 

the time of seeding out for the experiments. Female cells had a cPDL of 33.68 at 

the same point. Cells were seeded at approximately 7,200 cells/cm2 in a 12-well 

plate for the senescence assay. Cells were seeded at approximately 6,000 

cells/cm2 in a 12-well plate on 13 mm coverslips for immunocytochemical staining 

for Ki67 and γH2AX. Cells were seeded at approximately 7,000 cells/cm2 in a 

24-well plate on 13 mm coverslips for the TUNEL assay experiments. Cells were 

seeded at approximately 14,000 cells/cm2 in a 6-well plate for RNA extraction. 
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Treatment 

 

Cells were treated with either a DMSO vehicle control (J66650.AD, Thermo 

Scientific Alfa Aesar), or a 10 µM dose of diethylstilboestrol, ethynyl estradiol or 

levonorgestrel (Catalogue numbers HY-14598, HY-B0216 or HY-B0257 

respectively, MedChemExpress, Stockholm). Fresh medium was added to the 

plates before the addition of the treatment stock. Cells were treated for 24 hours 

before being stained for the senescence assay, fixed for immunocytochemistry 

experiments or harvested for RNA extraction. 

 

Senescence-associated beta galactosidase (SAB) experiments 

 

Senescence-associated beta galactosidase (SAB) was stained for using the 

Senescence Cells Histochemical Staining kit (CS0030, Merck) following the 

manufacturer’s instructions. Further detail is available in Chapter 2: Measurement 

of cellular senescence and Chapter 2: Analysis of staining. 

 

Immunocytochemical staining for Ki67 and γH2AX 

 

Further detail is available in Chapter 2: Measurement of protein biomarkers, 

Chapter 2: Analysis of staining and Chapter 3: Image analysis using the 

Fluorescence Imaging of Nuclear Staining (FINS) algorithm. The DAPI-stained 

nuclei that were also stained for Ki67 or γH2AX were expressed as percentages, 

and the median percentage of the five images was taken forward for each 

biological replicate for further statistical analysis. 
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TUNEL assay 

 

Cells were washed in DPBS (14190136, Gibco™), before the cells were fixed 

with 4% paraformaldehyde, washed again and stored in DPBS. The Click-iT® 

TUNEL Alexa Fluor® Imaging Assay (C10245, ThermoFisher) was performed 

according to the manufacturer’s instructions using additional DPBS, Bovine 

serum albumin (BSA) fraction V fatty acid-free (10775835001, Roche), and Triton 

X-100 (A16046.AP, Thermo Scientific Alfa Aesar. In the same manner as for the 

other immunofluorescently-stained cells, the Leica DM4 B Upright Microsope at 

10 × magnification was used to capture five images per coverslip. The cells in the 

images were later counted manually using Leica Application Suite X 2019 

3.7.1.21655v software (Leica Microsystems, Wetzlar, Germany). For each 

biological replicate, the median percentage of Hoescht-stained nuclei that also 

stained for TUNEL was used for further statistical analysis. 

 

RNA extraction 

 

For further detail on the TRI RNA extraction, please view Chapter 2: 

Measurement of gene expression. RNA was eluted into 20 µl 1  TE buffer, pH 8 

(BP2473-500, Fisher Bioreagents). 

 

Reverse transcription 
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Reverse transcription was performed on the RNA samples using the 

High-Capacity cDNA Reverse Transcription Kit following the manufacturer’s 

instructions as detailed in Chapter 2: Measurement of gene expression. 

 

Pre-amplification of cDNA 

 

cDNA was produced by reverse transcription using the High-Capacity cDNA 

Reverse Transcription Kit as detailed in Chapter 2: Measurement of gene 

expression. TaqMan™ Gene Expression Assay IDs are listed in Table 1. The 

pre-amplified products were diluted in 1 × TE buffer, pH 8.0 (BP2473-500, Fisher 

Bioreagents). 

 

Real-time quantitative PCR (RT-qPCR) 

 

RT-qPCR was performed for 50 cycles as detailed in Chapter 2: Measurement of 

gene expression. 

 

Analysis of RT-qPCR data 

 

Gene expression was calculated using the comparative CT technique 176. Five 

housekeeping genes (GUSB, IDH3B, PGK1, PPIA and UBC) were included in 

the experiment. Using the RefFinder website, the mean of the five genes was 

shown empirically to be the most stable baseline across the dataset. Gene 

expression was therefore normalised to the mean of the five endogenous 

housekeeping genes before being normalised to the respective sex’s DMSO 
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vehicle control 177. A natural logarithm was taken of the relative ratios to aid with 

any skew within replicates. 

 

Statistics 

 

The graphs were created using GraphPad Prism version 9.4.1 for Windows 

(GraphPad Software, San Diego, California USA, www.graphpad.com). Unless 

otherwise stated, error bars show the standard error of the mean (SEM). The 

effect sizes and/or means ± SEM are reported in the text, with tabulated full data. 

One-way ANOVAs with uncorrected Fisher’s LSD post hoc tests were used to 

assess statistical significance.

http://www.graphpad.com/
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Results 

 

SAB activity was decreased by synthetic female hormones in male cells, but not 

in female cells. 

 

SAB activity is the best marker of general senescence and for identifying a 

senotherapeutic effect. All three synthetic female hormones caused a decrease 

in SAB activity in male cells, but did not cause any significant effect in female 

cells. Figure 36 shows a graph of the percentage of cells stained for SAB with 

data and statistics presented in Table 18. The two synthetic oestrogens exhibited 

similar effects; a significant 30% (p = 0.0122) and 32% (p = 0.0083) decrease in 

SAB activity in male cells for diethylstilboestrol and ethynyl estradiol respectively. 

The male cells were most affected by levonorgestrel which caused a significant 

51% (p = 0.0002) decrease in SAB activity. 

 

 

 

 

 

 

 

 

Figure 36: Male cells had a lower percentage of cells stained for senescence-associated beta galactosidase 
(SAB), a marker of cellular senescence, in female (F) and male (M) dermal fibroblast cells treated with 
synthetic female hormones at 10 µM or a DMSO-only control. n = 3 for all groups. Error bars show standard 
error of the mean (SEM), and statistical significance of p values computed using one-way ANOVAs with 
uncorrected Fisher’s LSD post hoc tests is reported: (ns) not significant, * p<0.05, ** p<0.01, *** p<0.001 
and **** p<0.0001.
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Table 18: Statistics of the percentage of cells stained for biomarkers in female (F) and male (M) dermal fibroblast cells treated with synthetic female hormones at 10 µM or a DMSO-only 

control. Biomarkers for senescence (senescence-associated beta galactosidase (SAB)), proliferation (Ki67) and DNA damage (γH2AX and TUNEL) are assessed. Although some cells 

stained for it, γH2AX staining was negligible across all experimental groups. The mean ± standard error of the mean (SEM) and p values from one-way ANOVAs with Fisher’s post hoc 

test are reported. Significant p values > 0.05 are emboldened. n = 3 for all groups. 

 

 

Biomarker 
F DSMO F Diethylstilboestrol F Ethynyl Estradiol F Levonorgestrel 

Mean SEM Mean SEM p value Mean SEM p value Mean SEM p value 

SAB 18.21 2.7040 19.12 1.2410 0.8485 10.12 1.2400 0.1022 17.68 3.9700 0.9099 

Ki67 22.66 3.7140 18.24 3.0860 0.3822 20.54 4.0410 0.6722 27.66 2.1510 0.3245 

γH2AX 0.00 0.0000 0.00 0.0000 1.0000 0.00 0.0000 1.0000 0.00 0.0000 1.0000 

TUNEL 0.93 0.7201 1.45 1.4500 0.8140 4.50 2.4830 0.1185 2.93 2.2740 0.3682 

Biomarker 
M DMSO M Diethylstilboestrol M Ethynyl Estradiol M Levonorgestrel 

Mean SEM Mean SEM p value Mean SEM p value Mean SEM p value 

SAB 44.17 7.5060 30.98 1.5070 0.0122 30.10 1.3170 0.0083 21.54 0.8541 0.0002 

Ki67 26.04 2.7720 14.23 3.5600 0.0289 22.80 4.5130 0.5190 26.52 3.4300 0.9235 

γH2AX 0.00 0.0000 0.00 0.0000 1.0000 0.00 0.0000 1.0000 0.00 0.0000 1.0000 

TUNEL 0.74 0.1738 1.09 0.8579 0.8757 4.30 1.8790 0.1191 1.23 0.6385 0.8246 
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Gene expression of biomarkers of senescence showed little change in female 

cells, but no change in males 

 

Testing genes in pathways involved in senescence can offer some insight into 

the mechanisms of senescence affected by a compound. CDKN2A gene 

expression was only altered in female cells treated with ethynyl estradiol with a 

significant 54% increase (p = 0.0038). MYC gene expression was also increased 

in the same cells with the same treatment. Female cells treated with ethynyl 

estradiol had a 50% increase (p = 0.0471) in MYC gene expression. CDKN1A 

and ATM are genes associated with senescence and DNA damage response/cell 

cycle checkpoint pathways respectively, however unlike CDKN2A and MYC 

neither showed any significant change with treatments. Nuclear matrix changes 

are also linked with senescence, but no change in LMNB1 gene expression was 

observed with these treatments. Figure 37 illustrates the changes in gene 

expression in CDKN2A and MYC with full data and statistics for all genes 

available in Table 19 and Table 20.
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Figure 37: Gene expression of A) CDKN2A, a biomarker of senescence, and B) MYC, an oncogene, in 
female (F) and male (M) dermal fibroblast cells treated with synthetic female hormones at 10 µM or a DMSO-
only control. n = 3 for all groups. Error bars show standard error of the mean (SEM), and statistical 
significance of p values computed using one-way ANOVAs with uncorrected Fisher’s LSD post hoc tests is 

reported: (ns) not significant, * p<0.05, ** p<0.01, *** p<0.001 and **** p<0.0001. 
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Table 19: Gene expression data in female (F) dermal fibroblast cells treated with synthetic female hormones at 10 µM or a DMSO-only control. Genes relating to apoptosis, senescence, 
cancer pathways, matrix proteins, senescence-associated secretory phenotype (SASP) factors, splicing factors and spliceosomal components are assessed. The mean ± standard error 
of the mean (SEM) and p values from one-way ANOVAs with Fisher’s post hoc test are reported. Significant p values > 0.05 are emboldened. n = 3 for all groups. 

Gene 
F DSMO F Diethylstilboestrol F Ethynyl Estradiol F Levonorgestrel 

Mean SEM Mean SEM p value Mean SEM p value Mean SEM p value 

AKAP17A 0.0000 0.04877 -0.0696 0.06734 0.8157 -0.0861 0.19660 0.7730 -0.6028 0.33060 0.0568 

ATM 0.0000 0.09368 0.1328 0.04374 0.5080 0.3512 0.01997 0.0922 0.2723 0.14300 0.1838 

BCL2 0.0000 0.29700 -0.1545 0.14940 0.6721 0.8249 0.26470 0.0351 0.9137 0.49020 0.0214 

CASP1 0.0000 0.05322 -0.1025 0.07671 0.5717 0.0087 0.18090 0.9618 -0.0475 0.24950 0.7926 

CASP3 0.0000 0.14620 0.0350 0.02214 0.8806 0.2660 0.09735 0.2631 0.2579 0.26520 0.2772 

CASP7 0.0000 0.12580 0.2608 0.08696 0.4091 0.4815 0.01044 0.1372 0.2679 0.22760 0.3968 

CASP8 0.0000 0.07224 -0.3233 0.06252 0.0643 0.1314 0.08837 0.4311 0.0459 0.11180 0.7816 

CASP9 0.0000 0.10600 0.0008 0.05213 0.9962 0.0991 0.15160 0.5748 0.1031 0.10360 0.5596 

CDKN1A 0.0000 0.07025 0.1623 0.04824 0.3690 0.2715 0.15020 0.1416 0.0000 0.18610 >0.9999 

CDKN2A 0.0000 0.03624 0.2474 0.00504 0.1374 0.5361 0.14450 0.0038 0.0654 0.14930 0.6848 

CXCL1 0.0000 0.02680 -0.1083 0.06449 0.3681 0.3101 0.09798 0.0174 0.4028 0.17070 0.0033 

CXCL10 0.0000 0.05642 4.7470 4.55000 0.3820 5.5460 5.34900 0.3092 14.1800 0.28910 0.0162 

HNRNPA0 0.0000 0.13760 -0.0999 0.16080 0.6152 -0.0924 0.04577 0.6418 -0.1178 0.19000 0.5541 

HNRNPA1 0.0000 0.05818 -0.1571 0.07813 0.3730 -0.0338 0.15350 0.8461 0.1071 0.03450 0.5409 

HNRNPA2B1 0.0000 0.06352 0.1345 0.04062 0.4240 0.2929 0.11460 0.0931 0.2909 0.18700 0.0951 

HNRNPD 0.0000 0.07285 0.0286 0.09641 0.8892 0.3005 0.13140 0.1563 0.2270 0.18050 0.2777 

HNRNPH3 0.0000 0.08328 -0.0232 0.26490 0.9271 0.1767 0.32310 0.4884 0.4416 0.17970 0.0955 

HNRNPK 0.0000 0.06065 -0.7314 0.07480 0.0003 0.1734 0.11820 0.2883 0.2710 0.08945 0.1053 

HNRNPM 0.0000 0.46980 -0.0369 0.26360 0.9469 -0.1685 0.37730 0.7610 0.3877 0.18980 0.4867 

HNRNPUL2 0.0000 0.03668 0.0272 0.03475 0.8521 0.0702 0.11220 0.6310 0.1518 0.10880 0.3057 

IFNy 0.0000 0.05642 0.2689 0.10360 0.2016 0.3659 0.17120 0.0887 0.3534 0.17230 0.0992 

IL10 0.0000 4.51400 -0.0561 4.20500 0.9857 -4.0910 0.17120 0.2042 -4.1040 0.17230 0.2028 

IL12A 0.0000 0.05474 0.1378 0.02569 0.3868 0.2102 0.05250 0.1935 0.4231 0.07220 0.0148 

IL12B 0.0000 4.64600 4.9630 4.76200 0.4270 4.8630 4.62700 0.4362 9.6640 0.35930 0.1320 
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IL1B 0.0000 0.21700 0.0328 0.34880 0.9524 0.2431 0.52080 0.6593 0.6907 0.09538 0.2200 

IL2 0.0000 0.05642 0.2689 0.10360 0.2016 0.3659 0.17120 0.0887 0.3534 0.17230 0.0992 

IL6 0.0000 0.32160 0.1824 0.14410 0.5236 0.8914 0.36240 0.0057 0.4181 0.11000 0.1544 

IL8 0.0000 0.13850 0.0514 0.04925 0.8299 0.7404 0.17170 0.0062 0.4335 0.27220 0.0841 

LMNB1 0.0000 0.17390 -0.0581 0.09258 0.7828 0.1824 0.06735 0.3921 0.0747 0.09352 0.7235 

MMP1 0.0000 0.03852 -0.2345 0.13800 0.0792 -0.2480 0.14960 0.0649 0.2607 0.05976 0.0535 

MMP3 0.0000 0.12630 0.0219 0.02824 0.9255 0.4238 0.13130 0.0849 0.3824 0.19750 0.1169 

MMP9 0.0000 4.71600 0.4995 4.79000 0.9365 -4.2940 0.17120 0.4966 4.9560 4.46200 0.4338 

MYC 0.0000 0.20510 -0.0579 0.02788 0.8070 0.5017 0.07474 0.0471 0.3308 0.28720 0.1754 

NOVA1 0.0000 0.32020 0.4971 0.03800 0.0645 0.7833 0.10840 0.0065 0.7211 0.08223 0.0109 

PNISR 0.0000 0.09611 0.2793 0.03049 0.1691 0.4409 0.18140 0.0372 0.4214 0.09260 0.0452 

SRSF1 0.0000 0.04145 0.0309 0.08961 0.8674 0.0617 0.16330 0.7388 0.0056 0.14670 0.9759 

SRSF2 0.0000 0.19890 0.0541 0.19900 0.8910 -0.2066 0.22320 0.6027 0.0718 0.26780 0.8559 

SRSF3 0.0000 0.08635 0.1872 0.06322 0.1571 0.1734 0.07024 0.1880 0.1542 0.09125 0.2389 

SRSF6 0.0000 0.04241 0.0692 0.02897 0.5374 0.1745 0.06653 0.1317 -0.0079 0.14760 0.9435 

SRSF7 0.0000 0.12380 -0.0898 0.27420 0.6773 0.2905 0.07296 0.1891 0.0239 0.21770 0.9116 

TNFα 0.0000 4.49500 -0.3955 4.06500 0.9171 -0.1749 4.30400 0.9633 4.6620 0.75530 0.2304 

TNFβ 0.0000 0.49780 -4.6310 4.58600 0.3420 -4.0960 4.53000 0.3992 -8.5940 4.85000 0.0879 

TRA2B 0.0000 0.07368 0.0641 0.03576 0.6262 0.0000 0.15040 0.9998 -0.0894 0.13670 0.4985 
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Table 20: Gene expression data in male (M) dermal fibroblast cells treated with synthetic female hormones at 10 µM or a DMSO-only control. Genes relating to apoptosis, senescence, 
cancer pathways, matrix proteins, senescence-associated secretory phenotype (SASP) factors, splicing factors and spliceosomal components are assessed. The mean ± standard error 
of the mean (SEM) and p values from one-way ANOVAs with Fisher’s post hoc test are reported. Significant p values > 0.05 are emboldened. n = 3 for all groups. 

Gene 
M DMSO M Diethylstilboestrol M Ethynyl Estradiol M Levonorgestrel 

Mean SEM Mean SEM p value Mean SEM p value Mean SEM p value 

AKAP17A 0.0000 0.37760 0.0210 0.09971 0.9440 -0.3786 0.04596 0.2155 0.0548 0.18780 0.8543 

ATM 0.0000 0.18660 -0.2546 0.25860 0.2124 0.2516 0.11400 0.2176 0.3945 0.08646 0.0613 

BCL2 0.0000 0.08764 0.0840 0.05186 0.8177 -0.1902 0.20160 0.6028 0.2631 0.20420 0.4734 

CASP1 0.0000 0.05472 -0.2825 0.08580 0.1312 -0.2063 0.09652 0.2625 -0.2590 0.05251 0.1641 

CASP3 0.0000 0.15720 0.0125 0.13620 0.9574 0.2428 0.24680 0.3054 0.5133 0.06678 0.0397 

CASP7 0.0000 0.37070 -0.0541 0.18840 0.8625 -0.3383 0.30450 0.2878 0.1789 0.19410 0.5689 

CASP8 0.0000 0.07372 -0.0977 0.17910 0.5567 -0.0275 0.14140 0.8679 0.2294 0.13750 0.1777 

CASP9 0.0000 0.09776 -0.0735 0.11170 0.6768 0.0691 0.05622 0.6950 -0.0901 0.21660 0.6099 

CDKN1A 0.0000 0.12250 -0.1919 0.13720 0.2907 0.1486 0.08915 0.4100 0.2106 0.13070 0.2478 

CDKN2A 0.0000 0.10770 0.1774 0.12650 0.2788 0.2899 0.10420 0.0856 0.2698 0.13110 0.1075 

CXCL1 0.0000 0.04399 0.1552 0.05730 0.2029 0.0829 0.07512 0.4884 0.1873 0.01454 0.1288 

CXCL10 0.0000 0.26310 4.2230 4.56800 0.4356 4.7290 4.73100 0.3837 4.5990 4.33400 0.3967 

HNRNPA0 0.0000 0.23390 0.2974 0.05454 0.1464 0.2161 0.05255 0.2837 -0.0282 0.09186 0.8867 

HNRNPA1 0.0000 0.22000 -0.0813 0.09392 0.6417 0.0273 0.06772 0.8755 0.0037 0.14640 0.9832 

HNRNPA2B1 0.0000 0.15400 -0.0063 0.09194 0.9698 0.0778 0.02540 0.6415 0.2511 0.14480 0.1452 

HNRNPD 0.0000 0.13050 0.0631 0.08105 0.7590 -0.2701 0.23930 0.1999 0.3851 0.13380 0.0747 

HNRNPH3 0.0000 0.07911 -0.0558 0.10670 0.8256 -0.0306 0.08842 0.9037 0.3165 0.09597 0.2223 

HNRNPK 0.0000 0.18530 0.5549 0.08881 0.0029 0.4991 0.04690 0.0060 0.6198 0.15490 0.0012 

HNRNPM 0.0000 0.66730 0.3579 0.03542 0.5204 0.0038 0.48630 0.9945 0.1567 0.18580 0.7773 

HNRNPUL2 0.0000 0.15270 -0.1152 0.07064 0.4334 -0.0466 0.15870 0.7493 -0.0581 0.04227 0.6910 

IFNy 0.0000 0.26310 -0.2527 0.09234 0.2286 -0.0330 0.03345 0.8722 0.2254 0.10600 0.2806 

IL10 0.0000 0.26310 -0.2527 0.09234 0.9358 -0.0330 0.03345 0.9916 0.2254 0.10600 0.9428 
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IL12A 0.0000 0.24460 0.0120 0.10710 0.9391 0.0624 0.03350 0.6921 0.2606 0.10890 0.1118 

IL12B 0.0000 4.41100 4.3260 4.47200 0.4876 0.2934 4.84600 0.9622 0.1350 4.42100 0.9826 

IL1B 0.0000 0.49860 0.2727 0.52560 0.6211 0.4637 0.19580 0.4041 1.0400 0.39830 0.0727 

IL2 0.0000 0.26310 -0.2527 0.09234 0.2286 -0.0330 0.03345 0.8722 0.2254 0.10600 0.2806 

IL6 0.0000 0.08726 -0.0177 0.05395 0.9503 0.0457 0.08289 0.8723 -0.0176 0.16700 0.9507 

IL8 0.0000 0.20190 -0.0505 0.16650 0.8329 -0.1289 0.16130 0.5914 0.1584 0.04279 0.5106 

LMNB1 0.0000 0.25630 0.1886 0.10950 0.3767 0.2435 0.06835 0.2574 0.2177 0.19370 0.3093 

MMP1 0.0000 0.08279 -0.0753 0.08249 0.5556 -0.1072 0.03083 0.4040 -0.0403 0.03862 0.7514 

MMP3 0.0000 0.18370 -0.1831 0.14400 0.4390 0.0401 0.07253 0.8643 -0.0985 0.28310 0.6750 

MMP9 0.0000 4.82100 4.1040 4.50300 0.5156 0.0306 4.64900 0.9961 0.2664 4.70400 0.9661 

MYC 0.0000 0.11100 -0.2597 0.10220 0.2820 -0.0252 0.07915 0.9153 -0.0400 0.24030 0.8661 

NOVA1 0.0000 0.03965 -0.2846 0.33680 0.2722 0.0007 0.07166 0.9977 0.1478 0.08962 0.5632 

PNISR 0.0000 0.14170 -0.0921 0.09357 0.6413 -0.0557 0.10550 0.7776 0.2480 0.24270 0.2193 

SRSF1 0.0000 0.13730 0.1992 0.07704 0.2899 -0.1585 0.13280 0.3967 0.2535 0.17920 0.1827 

SRSF2 0.0000 0.48240 0.2587 0.11900 0.5154 -0.0533 0.13000 0.8928 -0.0508 0.37510 0.8977 

SRSF3 0.0000 0.08197 0.0421 0.15530 0.7429 0.1169 0.04936 0.3677 0.1806 0.07489 0.1714 

SRSF6 0.0000 0.08067 0.1928 0.03623 0.0983 0.2390 0.05504 0.0449 -0.0977 0.09249 0.3868 

SRSF7 0.0000 0.09516 -0.2363 0.10150 0.2809 -0.1442 0.07144 0.5057 0.1147 0.10790 0.5956 

TNFα 0.0000 0.13420 0.1262 0.17540 0.9735 0.2699 0.08071 0.9434 -0.0307 0.20740 0.9936 

TNFβ 0.0000 0.33380 0.4300 0.49070 0.9287 0.5454 0.21720 0.9096 -3.8980 4.87100 0.4219 

TRA2B 0.0000 0.04219 0.2672 0.07561 0.0550 0.2555 0.02158 0.0653 0.2954 0.10360 0.0361 
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Synthetic female hormones have limited effects on cellular proliferation and 

apoptosis, and no observable changes in DNA damage repair. 

 

Cellular proliferation, apoptosis and DNA damage are key aspects of the 

senescence phenotype, but are not present in every senescent cell. However, 

knowing how a compound affects these aspects can identify if it is a senolytic or 

a senomorphic compound. Diethylstilboestrol induced a 45% decrease in Ki67 

staining (a marker of cellular proliferation) in male cells (p = 0.0289). No other 

effects on proliferation were observed in either male or female cells as shown in 

Table 18 and Figure 38. As shown in Table 18, the levels of DNA damage repair 

using the biomarker, γH2AX, were negligible in all cell lines. This was reflected in 

very low levels of cell death in the culture as measured by TUNEL assay; an 

average of 2.1% of cells had evidence of double-strand breaks. There was no 

significant difference in double-strand DNA breaks between any of the 

experimental groups (Table 18). This was also evident at the molecular level; 

assessment of apoptosis markers revealed that only two of them, BCL2 and 

CASP3, had any significant changes (shown in Table 19, Table 20 and Figure 

39). BCL2 expression was increased by 82% (p = 0.0351) and 91% (p = 0.0214) 

by ethynyl estradiol and levonorgestrel, respectively, in female cells. There were 

no significant changes in male cells for BCL2 expression, but CASP3 expression 

was significantly increased by 51% (p = 0.0397) when male cells were treated 

with levonorgestrel. No changes in CASP3 expression were observed in the 

treated female cells.  
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Figure 38: Ki67 staining was mainly unaffected by the synthetic hormone treatment. Percentage of cells 
stained for Ki67, a marker of cellular proliferation, in female (F) and male (M) dermal fibroblast cells treated 
with synthetic female hormones at 10 µM or a DMSO-only control. n = 3 for all groups. Error bars show 
standard error of the mean (SEM), and statistical significance of p values computed using one-way ANOVAs 
with uncorrected Fisher’s LSD post hoc tests is reported: (ns) not significant, * p<0.05, ** p<0.01, *** p<0.001 

and **** p<0.0001. 

 

 

 

 

 

 

 

 

 

 

 

Figure 39: Gene expression of markers for apoptosis in female (F) and male (M) dermal fibroblast cells 
treated with synthetic female hormones at 10 µM or a DMSO-only control. A) BCL2 and B) CASP3. n = 3 for 
all groups. Error bars show standard error of the mean (SEM), and statistical significance of p values 
computed using one-way ANOVAs with uncorrected Fisher’s LSD post hoc tests is reported: (ns) not 
significant, * p<0.05, ** p<0.01, *** p<0.001 and **** p<0.0001. 
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Sex differences in splicing factor expression in response to synthetic female 

hormones 

 

Splicing factor dysregulation is known to be a driver of senescence, therefore 

measuring gene expression of a selection of senescence-associated splicing 

factors or spliceosomal components can help identify the way in which a 

compound is affecting senescence 56. There were sex differences in the splicing 

factor gene expression (Table 19, Table 20 and Figure 40). In female cells, 

expression of the splicing factor, PNISR, was significantly increased by ethynyl 

estradiol by 44% (p = 0.0372). Expression of NOVA1, which encodes a 

spliceosomal component, was increased in female cells by ethynyl estradiol 

(78%, p = 0.0065) and by levonorgestrel (72%, p = 0.0452). Whereas in male 

cells, SRSF6 expression was increased by ethynyl estradiol by 24% (p = 0.0449), 

and TRA2B expression was increased by 30% by levonorgestrel (p = 0.0361). 

Only one splicing factor’s gene expression was altered by the treatments in both 

male and female cells: HNRNPK. HNRNPK gene expression was significantly 

increased in male cells by 55% (p = 0.0029), 50% (p = 0.0060) and 62% 

(p = 0.0012) for diethylstilboestrol, ethynyl estradiol and levonorgestrel 

respectively. In female cells, only diethylstilboestrol had any effect on HNRNPK 

expression. We observed a decrease of 73% (p = 0.0003) in gene expression 

compared with the increases in HNRNPK expression seen in the male cells. No 

significant change was observed for other splicing factor transcripts.
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Figure 40: Gene expression of genes encoding splicing factors or spliceosomal components in female (F) and male (M) dermal fibroblast cells treated with synthetic female hormones 
at 10 µM or a DMSO-only control. A) HNRNPK, B) NOVA1, C) PNISR, D) SRSF6, and E) TRA2B. n = 3 for all groups. Error bars show standard error of the mean (SEM), and statistical 
significance of p values computed using one-way ANOVAs with uncorrected Fisher’s LSD post hoc tests is reported: (ns) not significant, * p<0.05, ** p<0.01, *** p<0.001 and **** 
p<0.0001. 
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Alterations in the expression of SASP proteins occurred in female, but not male 

cells, in response to synthetic female hormones 

 

The SASP is another key aspect of the senescence phenotype, and measuring 

SASP factors can help show how a senotherapeutic compound affects 

senescence. We found limited evidence of alterations in the expression of SASP 

markers in response to synthetic female hormones in male or female cells (Table 

19, Table 20 and Figure 41). No significant changes were observed in the gene 

expression of SASP factors in male cells in response to the treatments, but 

female cells showed several changes in expression of interleukins and CXCLs. 

In female cells, diethylstilboestrol increased IL6 expression by 89% (p = 0.0057) 

and IL8 expression by 74% (p = 0.0062). IL12A expression was increased by 

42% (p = 0.0148) in female cells treated with levonorgestrel. CXCL1 expression 

in female cells was increased significantly: an increase of 54% (p = 0.0174) by 

ethynyl estradiol and 40% (p = 0.0033) by levonorgestrel. CXCL10 expression in 

female cells had a 14-fold increase in expression (p = 0.0162) caused by 

levonorgestrel. This is a very large effect, but it is important to say that expression 

for CXCL10 was at the edge of detection (average CT of 38 cycles). Thus, this 

result is likely skewed by low gene expression in the controls, which gives rise to 

an artificially larger effect. Expression for IFNy, IL2, IL10, IL12B and MMP9 was 

at the edge of the detectable range for gene expression too, but no significant 

changes in expression were observed. The remainder of SASP factors examined 

(IL1B, MMP1, MMP3, TNFα and TNFβ) were well within the detectable range, 

but no significant changes were observed in either male or female cells with 

treatments.
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Figure 41: Gene expression of genes encoding senescence-associated secretory phenotype (SASP) factors in female (F) and male (M) dermal fibroblast cells treated with synthetic 
female hormones at 10 µM or a DMSO-only control. A) CXCL1, B) CXCL10, C) IL6, D) IL8, and E) IL12A. n = 3 for all groups. Error bars show standard error of the mean (SEM), and 
statistical significance of p values computed using one-way ANOVAs with uncorrected Fisher’s LSD post hoc tests is reported: (ns) not significant, * p<0.05, ** p<0.01, *** p<0.001 and 

**** p<0.0001.
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Discussion 

 

This study aimed to investigate whether three synthetic female hormones could 

have an impact on senescence, and identify the type of any senotherapeutic 

effect observed. The study was repeated in cells from both male and female 

donors to identify if any of the changes in senescence characteristics were 

sex-specific. We found that the three compounds were senomorphic, but only in 

male cells. Other sex-specific patterns were shown across the other aspects of 

the senescence phenotype. 

 

A key finding is that the three compounds (diethylstilboestrol, ethynyl estradiol 

and levonorgestrel) do have a senomorphic effect. In males, they lower SAB 

activity without any major increase of apoptosis. Diethylstilboestrol decreases 

proliferation in male cells, which is at odds with oestrogen’s often growth-inducing 

effects, e.g. during the female pubertal growth spurt 321. Reassuringly, there are 

no changes in DNA damage levels in male cells to accompany the decreases in 

cellular senescence. Apoptosis is not heavily affected in males, with only CASP3 

gene expression increasing with levonorgestrel treatment. This suggests the 

three synthetic hormones are not acting in a senolytic manner on the male cells. 

Therefore, a senomorphic effect is occurring in the cells, or possibly an induction 

of growth in non-senescent cells in the case of diethylstilboestrol. 

 

The second major takeaway is that the senomorphic effects were only observed 

in male cells. This suggests a sex-specific response to a senotherapeutic 

compound. Female cells were affected by the compounds with a minor increase 
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in the expression of a limited number of genes associated with senescence 

pathways (CDKN2A and MYC) and apoptosis (BCL2). In the male cells, there 

were no changes in gene expression of any SASP factors. Whereas in female 

cells, only the diethylstilboestrol treatment did not affect SASP factor gene 

expression. The splicing factors/spliceosomal components NOVA1, PNISR, 

SRSF6, and TRA2B were affected by one or two treatments and results appear 

sex-specific. HNRNPK expression was changed with treatment in both sexes, but 

the directionality of the change is sex-specific. 

 

These results could inform further research as other senotherapeutic compounds 

may have similarly sex-specific responses. It is worth caveating that, although the 

two cell donors in this study were matched for ethnicity and age, there was an 

age gap of 8 years with the male being older. Each cell type will reach replicative 

senescence at a different number of population doublings, but in this case, there 

was only 5.78 population doublings between the cells. As far as was reasonable, 

the cells were matched, but the female cells had lower overall levels of SAB 

activity. It is possible that the effect of the treatments was the same in both sexes, 

but, given the lower overall levels of SAB activity in the females, the proportional 

effects were masked. Arguably, this is more of a relevant comparison than an 

exact match for SAB activity because females tend to have lower levels of 

molecular ageing than males; a senomorphic compound may well rescue 

senescence in male cells, but may not have the same result in female cells. 

 

The reasons for both the senomorphic effect of the three synthetic female 

hormones and the sex-specificity of the senomorphic effect may well lie with the 



302 

 

pathways involved in senescence and/or bioavailability. The canonical or 

classical signalling pathways for both oestrogen and progesterone feature the 

hormone and its respective nuclear receptor(s) acting as ligand-activated 

transcription factors. The complex binds to hormone responsive elements (HREs) 

in the genome to control gene expression. There are many HREs across the 

genome, for example there are over 70,000 oestrogen-responsive-elements 

identified 327. Both hormones are able to act via other pathways, including 

membrane bound GPCRs. Activation of their respective GPCRs can activate cell 

fate pathways such as Ras/Raf/MEK/ERK and PI3K/Akt, as well as 

cross-signalling with classical pathways 328,329. The cell fate pathways are 

intrinsically linked with senescence, and the involvement of the hormones could 

provide a potential shared mechanism that may explain why both the oestrogenic 

compounds and the synthetic progesterone had a similar effect on SAB activity. 

The altered expression of CDKN2A and MYC provide evidence of ethynyl 

estradiol affecting these pathways in the female cells. Differing 

expression/activity/sensitivity of receptors between the sexes might also be a 

factor in the sex-specificity of the senotherapeutic effect. The differences in how 

the synthetic female hormones interact with a male cell versus a female cell could 

be a reason why splicing factor gene expression is different between the sexes, 

which could also be driving the difference in the overall effect on senescence. 

When considering these compounds in vivo, the dosage is also a factor. This 

experiment used a single dose at 10 µM, chosen due to the results from previous 

experiments with small molecules for senotherapeutic effects, but repeated 

exposure and/or higher/lower dosage may have different effects. Another 

consideration is that these cells were donated by a pre-menopausal woman, so 
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it is possible that cells from women who are undergoing or have gone through 

the menopause may have differing responses to synthetic female hormones, or 

indeed they may have a similar effect compared to the effect seen in the male 

cells. Similarly, the cells are dermal fibroblasts, and results may be tissue specific. 

Given that the canonical signalling pathways for oestrogen and progesterone can 

affect the transcription of many genes via HREs, and recently sex-specific 

splicing factor expression patterns have been identified in the context of ageing, 

it is perhaps unsurprising that several splicing factors were affected, and that they 

were not consistent between the sexes 303. The most affected splicing factor was 

HNRNPK, which is involved in the PI3K/Akt pathway amongst others 330. This 

particular splicing factor has been shown to be oestrogen responsive, but the 

converse effects between the sexes are intriguing: HNRNPK expression was 

increased in all three treatments in male cells, but was decreased in female cells 

treated with diethylstilboestrol 331. The same study indicated HNRNPM was 

oestrogen-responsive, however HNRNPM expression was not altered in any 

treatment group. 17β-estradiol is known to regulate NOVA1, so one might expect 

the oestrogenic compounds to affect its expression in both sexes, however it was 

increased by ethynyl estradiol and levonorgestrel only in female cells 332. The 

same two treatments in females caused an upregulation in PNISR, a splicing 

factor, whereas the male cells did not share the same effects. SRSF6 is inhibited 

by oestrogen in breast cancer cells, so it is curious that ethynyl estradiol-treated 

male cells showed an increase in SRSF6 expression. TRA2B is thought to be 

associated with age at menarche, so given an obvious link with biological sex, it 

may be expected to be changed more, but only levonorgestrel caused effects in 

male cells 333. 
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Similarly, there are sex-specific differences in the expression of the SASP factors. 

Male cells had no change to the expression of SASP factors in any treatment, 

whereas female cells showed increased expression of a handful of SASP factors. 

Female cells treated with ethynyl estradiol had an increase in expression of 

CXCL1, IL6 and IL8. Treating them with levonorgestrel resulted in increases in 

the expression of CXCL1, CXCL10 and IL12A (although CXCL10 expression 

levels were so low in the controls that the effect is likely to be exaggerated). The 

increase in SASP factor expression in response to treatment suggests that 

female cells may exhibit some inflammation when challenged with female sex 

hormones. 

 

These findings must be taken into account in future research, in particular when 

investigating senotherapeutic drug responses. The three synthetic female 

hormones do not currently offer a potential clinical application as a mainstream 

senotherapeutic drug. This is because the effect is not observed in females who 

routinely take the medicines, and males taking the hormones would have 

feminising side-effects. The side-effects would probably be unwanted and so their 

risk of side effects would outweigh any benefits offered by the senotherapeutic 

mechanism. Also, oestrogenic compounds have often been linked with 

proliferation increases and cancers 326,334. Despite this, the compounds offer an 

interesting direction for research. Firstly, the identification of mechanisms - do 

other senomorphic compounds have sex-specific effects? How are oestrogenic 

and progesterone-based compounds exerting the same effect? Why does 

levonorgestrel have the largest effect on SAB activity when oestrogen, rather than 

progesterone, is more commonly associated with senescence in the literature? 
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Are splicing factors regulated by sex hormone pathways? Then, clinical 

applications - are there potential senotherapeutic compounds that have been 

missed due to studies only using cells from one sex? Are there any 

similarly-structured polyphenolic and/or steroidogenic compounds that may act 

via a similar pathway with more targeted effects (as opposed to the widespread 

endocrine effects of close analogues of female hormones)? Is the effect seen in 

female cells retained post-menopause? The evidence of sex-specific differences 

reiterates that sex can affect drug response and any new therapy must consider 

sex in experimental design as early as the in vitro experiments because 

responses can differ based on the genetic sex of the cells. 

 

Overall, these results indicate that the three compounds have senomorphic 

effects and that senotherapeutic compounds can show sex-specific effects. 

Levonorgestrel had the most observed effects on aspects of the senescence 

phenotype, which may offer a new direction for research that typically focuses on 

oestrogenic compounds/pathways over progesterone’s. These compounds are 

unlikely to be suitable as widespread therapies for senescence, but open up 

avenues of research for further exploration of the mechanisms of senescence. 

Biological sex in in vitro experiments can cause dimorphic effects and this should 

be considered more regularly when designing experiments, particularly in the 

process of investigating senotherapeutic compounds.  
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Summary of thesis 

 

Ageing-related diseases are set to become more of a problem as our population 

increases in age. Ageing has a molecular basis and the mechanisms of the 

hallmarks of ageing underpin many age-related diseases. Therefore, targeting 

these mechanisms could offer valuable insight and help with future treatments for 

many different diseases. Cellular senescence and mRNA splicing dysregulation 

are two hallmarks that are particularly promising in this regard. 

 

Cellular senescence is not a homogeneous state, but rather a collection of 

characteristics that are typically associated with senescence. Senescence can 

be targeted with senotherapeutic compounds: senolytic compounds cause 

selective lysis of senescent cells, whereas senomorphic compounds induce a 

return to the normal cell cycle. The field of senotherapeutics is relatively novel 

and many commonly used drugs could have untapped potential. 

 

Our research team uses several techniques for assessing senescence in in vitro 

models, but these required a degree of optimisation for use in this project. I 

improved the human-relevance of cell culture conditions, developed a method of 

measuring senescence that was suitable for a medium-throughput application 

and helped create an algorithm for image analysis of immunocytochemically 

stained cells to aid in analysis of Ki67 and γH2AX biomarkers. 

 

Aside from being important diseases to study in their own right, premature ageing 

syndromes or progeroid diseases can offer mechanistic insight into the hallmarks 
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of ageing. Senescence is known to be increased in progeroid diseases, but as 

splicing factor dysregulation is a relatively new hallmark of ageing, there was no 

information on how the progeroid syndromes affected splicing. I assessed 

splicing factor dysregulation to be present in the progeroid syndromes. I also 

applied a known senomorphic compound, trametinib, which was able to rescue 

some aspects of senescence in the progeroid syndromes. Trametinib had more 

effects in the less severe syndromes meaning that extreme levels of senescence 

could not be rescued, but lower levels of senescence could. Trametinib and other 

senomorphic compounds are worthy of investigation as therapies for progeroid 

syndromes. 

 

As previously mentioned, many commonly used drugs could have untapped 

senotherapeutic potential. I performed a medium-throughput screen of 

senescence using CDKN2A gene expression and validated a selection of 

compounds with an SAB activity assay. I performed structure-function analysis 

and found a substructure to be associated with a decrease in CDKN2A 

expression. Several compounds had potential senotherapeutic effects including 

some synthetic female hormones. 

 

I investigated this further by conducting an experiment treating male and female 

cells with three synthetic female hormones. I found a sex-specific senomorphic 

effect: the compounds decreased SAB activity only in male cells. Further 

sex-specific effects were seen in other senescence characteristics. This finding 

of sex-specific senomorphic effects has serious implications in the field of 

senotherapeutic development. 
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I developed better techniques for studying senescence, provided further evidence 

of splicing factor dysregulation, found many potential senotherapeutic 

compounds and an associated substructure, as well as finding that three 

synthetic female hormones exert a sex-specific senomorphic effect.
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Discussion of thesis 

 

There is much evidence in the literature in support of cellular senescence as a 

fundamental process involved in ageing and multiple age-related diseases 

69,213,335. The work in this thesis also supports senescence as a fundamental 

process in ageing, by showing the senescence phenotype again in progeroid 

diseases and by successfully using senotherapeutic compounds to target the 

senescence phenotype in both normal and progeroid cells. Cellular senescence 

is implicated across all of the other hallmarks of ageing; it is possibly the most 

fundamental hallmark because it overlaps and intersects with so many of the 

other hallmarks as discussed in the introduction of this thesis 

37,44,56,61,63,70,71,104,141,142. This thesis provides further evidence that the novel 

hallmark, alternative splicing dysregulation, is also important in ageing and is a 

part of the senescence phenotype in progeroid cells. 

 

Categorising biological processes as hallmarks of ageing can be beneficial, as 

the classification draws attention to the biological process itself and can aid in 

identifying and/or prioritising new and/or key areas for research. This is similar to 

the way in which ageing can be usefully classed as a disease in certain 

circumstances 11,12. However, many of the hallmarks show distinct overlap and/or 

could be split into further categories. For example, inflammation was recently 

recognised as a separate hallmark from the original hallmark of altered 

intercellular communication 21. Arguably, the evidence presented in the 

introduction regarding immunosenescence, the SASP and the changes within 

neuroendocrine pathways is now substantial enough that each aspect also meets 



312 

 

the three criteria and could be considered hallmarks of ageing on their own 

merit 103,111,122,112–116,119–121. It is likely that more hallmarks will emerge as time 

goes on, and they will provide more potential ways in which to target ageing 21. 

 

Cellular senescence is not a homogeneous irreversible state of cell cycle arrest 

as scientists once thought, but rather a heterogeneous collection of common 

characteristics which can be reversed in certain circumstances 37,64. It can be 

difficult to quantify as a result of its heterogeneous nature, so identifying any 

unique signatures of different types or stages of senescence could be useful in 

the future 68,141. 

 

The work in this thesis shows just how difficult senescence can be to quantify. 

Small effects, which can be a common occurrence with senomorphic compounds, 

can often fall outside the limit of detection for many methods for measuring 

general senescence and other aspects of the senescence phenotype. The “gold 

standard” SAB assay is the most reliable marker of general senescence, but the 

current methods for quantifying SAB are subjective and difficult to perform in a 

high or medium-throughput manner 166,167. The work in this thesis identifies the 

use of CDKN2A gene expression as a suitable first pass screen, but we found it 

could not replace SAB activity as the “gold standard”. The expression of CDKN2A 

is not as reliable as SAB activity, evidenced by the fact that large effects on 

CDKN2A caused by compounds in the senescence screen in chapter five were 

not replicated when validated against SAB activity. Unpublished work from within 

our research team suggests that using gene expression analysis of CDKN1A, 

CDKN2A or one of their associated isoforms still has the same issue identified 
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within this thesis: they are not as reliable as SAB activity as a measure of general 

senescence. Often the splicing factors that are involved with ageing can regulate 

large swathes of the genome, meaning it can be difficult to attain a stable baseline 

as many traditional housekeeping genes are affected by the altered splicing. 

Absolute quantification of markers of senescence may mitigate against this issue. 

 

The fluorometric kit used in chapter three held promise, but it was not sensitive 

enough for the small effects on senescence that are caused by many 

senotherapeutic compounds. Similarly, unpublished work from within our team 

suggests that senescence assay kits using flow cytometry and/or fluorometric 

principles are also not appropriate for detecting small senotherapeutic changes. 

The sensitivity range is a factor again, but the irregular shape of senescent cells 

and morphology of particular cell types can also cause issues. SAB staining can 

become diffuse in the cytoplasm in larger cells meaning that although a cell with 

senescence-associated morphology may have more SAB activity overall, it may 

appear less stained than a smaller cell that is not showing the 

senescence-associated morphology. As SAB staining remains the most sensitive 

and reliable method, it will be worthwhile to further investigate if any 

improvements can be made because, in spite of it being the most reliable 

measure, SAB activity is difficult to perform in a high-throughput way and is 

difficult to analyse in a standard way without subjectivity. Although other options, 

like fluorometry or flow cytometry, have not been able to replace SAB activity 

staining, with further optimisation or perhaps used in combination, they may be 

able to help standardise the measurement of senescence. An automated image 

analysis technique, perhaps similar to the FINS algorithm created in chapter 
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three, could eventually be created to analyse images of SAB staining. This could 

be difficult to achieve as, due to the more complex images involved, it may have 

to rely on artificial intelligence computing rather than simpler segmentation 

methods and may need the additions of other stains or measures. For example, 

ways of measuring nuclear and cell size could be added into the analysis 336. 

Recently a study, which uses the artificial intelligence approach of deep neural 

networking, has been able to link nuclear size and the intensity of DAPI staining 

to act as a biomarker for senescence 337. This approach will be tested within our 

research group. 

 

Other aspects of the senescence phenotype can be difficult to quantify too, due 

to both the method and the biomarker used. The FINS algorithm should 

significantly improve upon the manual cell counting techniques used to measure 

Ki67 and γH2AX within our team. Ki67 is a very reliable marker of cellular 

proliferation, but γH2AX is less reliable as a biomarker 166–168,174. γH2AX is often 

thought to be a biomarker of DNA damage, however it is a little less direct of a 

biomarker than it is often purported to be. γH2AX is produced following 

phosphorylation of H2AX by kinases, such as ATM, and is present at the location 

of double-stranded DNA breaks that are being repaired 173,174,259,338. In several 

experiments for this thesis, the level of γH2AX was low or negligible. Low levels 

of DNA damage could be expected in chapter six as the cells used are from 

non-diseased donors and aren’t subjected to major cell stresses during the 

course of their treatments, but the observation in chapter four of low levels of a 

supposed DNA damage biomarker in the progeroid cells was unexpected. It is 

well reported that progeroid diseases have damaged DNA 33. However, although 
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DNA damage is often present in progeroid diseases, the DNA damage repair 

response is often also affected even in well-characterised disease pathologies 

like HGPS. Zhang et al. find that HGPS cells treated with doxorubicin (to induce 

DNA damage) have less intense signal than controls at the site of γH2AX foci, 

and when they attempted to restore part of the ATM activation pathway in these 

cells, the intensity of the γH2AX signal increased 260. Similarly, the reason for the 

low γH2AX levels in the progerias could be due to the lack of repair response 

rather than lack of DNA damage per se. The levels of biomarkers of apoptosis 

(the gene expression of caspases in this case) are higher in the progeroid cells 

and could support the notion that the cells are undergoing apoptosis instead of 

being repaired. Other measures that can assess DNA damage such as a comet 

assay (or even TUNEL staining, which measures double stranded DNA breaks 

associated with apoptosis) may perhaps be more appropriate than γH2AX 

staining for measuring general levels of DNA damage 173,339. Narrowing down a 

signature of senescence would be helped by improvements in the way that each 

characteristic is measured, as well as more research into how each characteristic 

plays a role in senescence. This could enable further exploration into how 

senescence could be categorised. Identifying relevant and informative ways of 

categorising senescence could be useful, particularly if it emerges that different 

senotherapeutic compounds target specific stages or types of senescence 340. 

 

Although cellular senescence has been shown as a hallmark of ageing across 

multiple species, as discussed in the introduction, aspects of the senescence 

phenotype can differ between species. The naked mole-rat’s negligible levels of 

senescence compared with other species exemplifies this statement 60. Another 
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hallmark of ageing, the dysregulation of alternative splicing, was also remarkably 

different in the naked mole-rat compared with other species. The regulatory 

patterns of RNA splicing are well known to differ between animals, but it is less 

well known that splicing patterns can be altered by the presence of 

animal-derived biomaterial within the microenvironment of the cell culture 

model 136. To avoid this issue, our team has removed animal-derived biomaterial 

from the culture of several cell lines. It is worthwhile thinking about all aspects of 

an in vitro cell culture model, as the model can impact experimental results and 

alter effects. In chapter six, a sex-specific effect is noted. The sex of the cells’ 

donor may play a role in how a cell culture model responds to an intervention, 

and sex-specific effects could be a contributory factor to the failure at clinical trial 

of any downstream therapeutic compound. The sex of a cell is particularly 

important in ageing research because ageing is linked with sex in many regards, 

including as part of the evolutionary theories of ageing, as discussed in the 

introduction and chapter six. 

 

There is also overlap between steroid hormone pathways and ageing pathways, 

so it is possible that some senotherapeutic compounds mimic sex hormones 

and/or interact via similar mechanisms. For example, the well-known 

senomorphic compound resveratrol is an agonist for the oestrogen receptor 341. 

Despite the unreliability of CDKN2A as a biomarker of senescence, the common 

substructure identified by the bioinformatic structure-function analysis correlates 

with larger polyphenolic substructures associated with known senomorphic 

and/or senolytic compounds by other research teams 152. Future studies might 

look to identify sex-specific differences of ageing, any senotherapeutic effects of 
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polyphenolic compounds (including steroidogenic compounds) and any 

crossover between sex hormone pathways and ageing pathways that could give 

mechanistic insight into the pathways of senescence. 

 

It is clear that senotherapeutic compounds can have impacts on age-related 

diseases with clinical trials for several compounds already underway 149,150,153. 

Most of these compounds are senolytic drugs, but there are some senomorphic 

compounds involved. For example, metformin is a drug used to help treat the 

age-related disease of diabetes, and is currently the focus of a unique clinical 

trial. Rather than measuring aspects of a specific disease, the TAME trial 

(targeting ageing with metformin) is following people who are taking the drug to 

identify any improvements in ageing and age-related diseases 153. Metformin has 

senomorphic properties and is known to target many pathways including the IIS 

and the SASP pathways 153,342,343. Senomorphic drugs may be only targeting 

certain aspects of the senescence phenotype, e.g. the SASP 117. In the work on 

progeroid syndromes in chapter four, we found the more severely affected cells 

were less affected by the senomorphic compound, trametinib. This lends support 

to the notion that senomorphic compounds may not be able to rescue severely 

damaged cells, as well as to the ideas surrounding different stages or types of 

senescence as discussed in the introduction 68,141. Other studies also identify that 

the phenotype of certain senescent cells cannot be reversed, e.g. senescence 

induced via p16 was not reversible in Beauséjour et al.’s study 266. 

 

Senomorphic compounds, including compounds such as resveratrol and 

metformin, often show a biphasic dose response which is an example of hormesis 
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263–265. A biphasic dose response is when a drug has two different effects at two 

different doses, and often can be considered a hormetic response. A hormetic 

response is when a response to a stressor overcompensates to the extent that it 

actually provides a benefit overall 263. This type of response is limited by how 

much a cell can respond reasonably to ensure a stressor is mitigated against, but 

without compromising its own survival. The cell may only have a small response 

overall, and this may be the reason why known senomorphic compounds were 

not identified within chapter five’s senescence screen. In chapter six, female cells 

exhibited a small amount of inflammation in response to the synthetic female 

hormones, contrasting with the response of the male cells. The treatments’ 

reduction in senescence in male cells and increase in inflammation in female cells 

may suggest the synthetic female hormones posed a small amount of cellular 

stress that induced the male cells to respond (and overcompensate as a hormetic 

response) more than the female cells. Potentially, future studies seeking 

repurposed drugs as senomorphic compounds should focus on small changes in 

the biomarkers of senescence rather than the largest effects. Nonetheless, the 

approach used in chapter five was sufficient to identify potential senotherapeutic 

effects, and stratifying a screen by effect size could also help ascertain 

mechanisms of senescence. 

 

Repurposed drugs can exert senotherapeutic effects, and we have seen that 

screening for effects on senescence could also identify senescence-inducing 

compounds that would have potential as anticancer drugs. Further screening 

studies may be useful to test different compounds to the selection chosen in 

chapter five. This thesis has revealed some potential senotherapeutic benefit for 
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drugs prescribed for other indications, e.g. chlorpheniramine maleate. All 

compounds would need stringent further investigation before the clinical 

usefulness of each compound as a senotherapeutic could be judged. In chapter 

four, trametinib was used to successfully ameliorate some aspects of the 

senescence phenotype in milder progeroid phenotypes, and many compounds 

were identified in chapter five. On further investigation, some of the compounds 

may not be feasible as a drug to target ageing and/or age-related diseases as 

they may have unintended side effects, e.g. chapter six’s finding that synthetic 

female sex hormones can have a senomorphic effect in biologically male cells is 

highly likely to not be translatable into widespread use as a senomorphic 

compound. However, several known senomorphic compounds did not come up 

in the screen and this is likely to be the result of the dosage regimen applied: 

these compounds often have a biphasic dose response and/or only exhibit a 

small effect and this method of screening could only identify the largest effects. 

Further studies that are able to perform a high or medium-throughput screen may 

expand the premise to use more than two doses, and definitely should have 

enough resources available to complete multiple repeats enabling proper 

statistical analysis. These studies can be used in combination with bioinformatic 

analysis of structure-function, as demonstrated in chapter five, but could also be 

used for studies to use rational small molecule design to develop compounds 

from a chemical structure that is associated with the particular function (i.e. a 

senolytic or senomorphic function). 
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Conclusion of thesis 

 

This thesis provides further evidence in support of a role for cellular senescence 

in ageing and age-related disease, and that splicing factor dysregulation is an 

important contributor to the senescence phenotype. A molecular basis of ageing 

is formed from the biological processes identified as the hallmarks of ageing. 

They are interrelated and overlap, but cellular senescence is a particularly key 

hallmark. Compounds that affect senescence may be useful in treating ageing 

and age-related disease. Many compounds have senotherapeutic potential, but 

cellular senescence can be difficult to quantify as a result of both the methods 

used to assess it and its heterogeneous undefined phenotype. 

 

The work in this thesis improves many methods for assessing senescence, which 

should help with future ageing and senescence research. We created a pipeline 

for characterising senotherapeutic effects. We improved methods for assessing 

senescence/senotherapeutic effects through the creation of more 

human-relevant tissue culture practices, the optimisation of measuring 

senescence in a medium-throughput way, the creation of the FINS algorithm, the 

planning and processing of a drug screen and its subsequent bioinformatic 

analysis, and the in vitro characterisation of senotherapeutic effects in models for 

both normal ageing and premature ageing. The results from this pipeline also 

show novel findings. 

 

We found that splicing factor dysregulation occurs in progeroid syndromes, that 

trametinib can ameliorate some aspects of senescence in progeroid cells, that 
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several compounds may have senotherapeutic effects and share a molecular 

substructure, that synthetic female sex hormones can be senomorphic and that 

senomorphic effects can be sex-specific. These results merit further research and 

assessment of clinical utility for the potential senotherapeutic compounds 

identified. The results also contribute to basic knowledge about the mechanisms 

of senescence. Alternative splicing dysregulation was observed in the progeroid 

cells, making the case stronger for targeting splicing regulation for 

senotherapeutic benefit. The literature and this thesis suggest that steroidogenic 

sex hormone pathways may cross over with pathways that control senescence, 

and this information can aid in research that seeks to target the pathways of 

senescence. Polyphenolic compounds appear as steroid sex hormones and 

many known senotherapeutics. This structure-function association can be helpful 

in both drug screening and drug design. The association is strengthened by the 

fact that this thesis finds polyphenolic compounds in its drug screen, bioinformatic 

analysis and subsequent validation work. This thesis also has evidence 

supporting the notion that many senomorphic compounds show hormetic or 

biphasic responses. This is an important consideration for future senotherapeutic 

research because the benefit may be reliant on a particular dosage. 

 

Overall, this thesis demonstrates that cellular senescence is a fundamental part 

of the molecular basis of ageing, and that understanding these processes can 

lead to the identification of new targets for future therapies for ageing and age-

related disease. Repurposed drug screens can be used to find novel 

senotherapeutic effects and repurposed drugs could become promising 

candidates for the treatment of age-related disease. 
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