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Abstract

With the rapid development of multimedia services and wireless technology, new gen-

eration of network traffic like short-form video and live streaming have put tremendous

pressure on the current network infrastructure. To meet the high bandwidth and low la-

tency needs of this new generation of traffic, the focus of Internet architecture has moved

from host-centric end-to-end communication to requester-driven content retrieval. This

shift has motivated the development of Information-Centric Networking (ICN), a promis-

ing new paradigm for the future Internet. ICN aims to improve information retrieval on

the Internet by identifying and routing data using unified names. In-network caching and

the use of a pending interest table (PIT) are two key features of ICN that are designed

to efficiently handle bulk data dissemination and retrieval, as well as reduce bandwidth

consumption.

Performance analysis has been and continues to be key research interests of ICN.

This thesis starts with the evaluation of content delivery delays in ICN. The main compo-

nent of delay is composed of propagation delay, transmission delay,processing delay and

queueing delay. To characterize the main components of content delivery delay, queue-

ing network theory has been exploited to coordinate with cache miss rate in modelling

the content delivery time in ICN. Moreover, different topologies and network conditions

have been taken into account to evaluate the performance of content transfer in ICN.

ICN is intrinsically compatible with wireless networks. To evaluate the performance
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of content transfer in wireless networks, an analytical model to evaluate the mean service

time based on consumer and provider mobility has been proposed. The accuracy of the

analytical model is validated through extensive simulation experiments. Finally, the ana-

lytical model is used to evaluate the impact of key metrics, such as the cache size, content

size and content popularity on the performance of PIT and content transfer in ICN.

Pending interest table (PIT) is one of the essential components of the ICN forward-

ing plane, which is responsible for stateful routing in ICN. It also aggregates the same

interests to alleviate request flooding and network congestion. The aggregation feature of

PIT improves performance of content delivery in ICN. Thus, having an analytical model

to characterize the impact of PIT on content delivery time could allow for a more precise

evaluation of content transfer performance. In parallel, if the size of the PIT is not prop-

erly determined, the interest drop rate may be too high, resulting in a reduction in quality

of service for consumers as their requests have to be retransmitted. Furthermore, PIT is a

costly resource as it requires to operate at wirespeed in the forwarding plane. Therefore,

in order to ensure that interests drop rate less than the requirement, an analytical model of

PIT occupancy has been developed to determine the minimum PIT size.

In this thesis, the proposed analytical models are used to efficiently and accurately

evaluate the performance of ICN content transfer and investigate the key component of

ICN forwarding plane. Leveraging the insights discovered by these analytical models,

the minimal PIT size and proper interest timeout can be determined to enhance the per-

formance of ICN. To widen the outcomes achieved in the thesis, several interesting yet

challenging research directions are pointed out.
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Chapter 1

Introduction

The proliferation of multimedia services such as short-form video, ultrahigh-definition

(UHD) multimedia services and streaming media that demand high bandwidth and ultra-

low latency put tremendous pressure on the current communication networks. Instead

of focusing on guaranteeing the location of the host, these services are more interested in

how to provide the high quality of services. In parallel, users are typically more concerned

with how fast and reliable the content can be accessed [3]. Consequently, the Internet is

shifting from a host-centric to a content-oriented model. The evolution of the Internet has

led to the addition of numerous patches and overlays to the current Internet protocol stack

[4], including P2P networks, proxy servers, CDNs, multi-homing, multicast, and mobile

IP, among others. However, despite addressing the challenges posed by new applications,

the host-centric structure of the Internet has resulted in decreased performance for end-

users. This is due to its limited scaling ability, rendering it inadequate for addressing the

issues of scalable content distribution, Quality-of-Experience (QoE), and mobility. As a

result, the complexity of the Internet has increased, and its ability to provide optimal per-

formance to end-users has diminished. It is necessary to consider alternative approaches

to address these limitations and improve the overall performance of the Internet.

To tackle the aforementioned shortcoming and meet the requirements of the future In-
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ternet, Information-Centric Network (ICN), an emerging paradigm for the future network

has been proposed by research communities [2] to relieve the network pressure arisen

from multimedia content transfer. ICN is a receiver-driven networking model, where

end-users only need to emit their interests for a given content, then the entire network

is in charge of routing the requests based on the content names only. The requests are

forwarded towards the best content containers and delivering the contents through the re-

verse paths to the end-users. It decouples content from location to achieve a naturally

content-centric architecture. [5]

The following section of this chapter is structured as follows: In Section 1.1, the mo-

tivations and challenges of this research are discussed. Section 1.2 presents the research

objectives and significant contributions of this thesis. Finally, the overall structure of this

thesis is outlined in Section 1.3.

1.1 Motivations and Challenges

ICN offers a distinct advantage in terms of scalable and highly efficient information

retrieval, facilitated by its two key components: the Pending Interest Table (PIT) and

in-network caching. In-network caching enables requests to be served by intermediate

routers, reducing the load on the original server. The PIT allows for efficient aggregation

of requests, mitigating the risk of request flooding. However, despite these advantages,

there remain several open research issues that need to be addressed in order to fully re-

alize the potential of ICN. These include performance modeling and resource allocation,

which require further investigation. For example

• As ICN is still in its research phase, it is meaningful to have a comprehensive un-

derstanding of the factors that impact its transfer performance prior to its widespread

adoption in commercial systems. While current evaluations of ICN content transfer
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primarily focus on cache performance, specifically considering propagation delay, the

total delay experienced by content transfers is comprised of not only propagation delay

but also transmission delay and queueing delay. The transmission delay and queue-

ing delay are influenced by the traffic load at intermediate routers and the size of the

content being transferred, which presents a challenge in analytically characterizing the

traffic load at arbitrary routers. Thus, it is necessary to consider these additional factors

in order to accurately assess the transfer performance of ICN.

• Multimedia applications have emerged as major contributors to Internet traffic [6], ow-

ing to their widespread usage in the current Internet landscape. The dynamic nature

of multimedia applications leads to variations in the generated data streams over time.

The traffic generated by multimedia services is known to exhibit bursty behavior [7],

which is also reflected in the content request process of these services in ICN due to

its receiver-driven nature. However, the constant arrival rate or Poisson process models

[8] commonly employed in existing studies on ICN cache performance evaluation are

insufficient in capturing the burstiness of multimedia traffic. In light of this, the traffic

pattern becomes a critical aspect to consider, and the development of a new analytical

model that accurately captures the bursty nature of content requests is essential for a

comprehensive evaluation of the performance of content transfer in ICN.

• PIT is a critical component in stateful routing for ICN systems. It enables efficient

content transfer by blocking redundant requests and aggregating requests for the same

content. However, due to the impact of multiple network metrics, it is challenging

to analytically characterize the performance of the PIT in ICN. Despite this difficulty,

the evaluation of the PIT performance is crucial for optimizing the content transfer

performance in ICN systems. Therefore, it is necessary to develop a comprehensive
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and accurate analytical model to evaluate the performance of the PIT in ICN. This will

provide valuable insights into the behavior and efficiency of the PIT and enable the

optimization of content transfer in ICN systems.

• As the escalation of mobile data traffic continues, it is anticipated that the number of

mobile hosts and the volume of their traffic will surpass that of wired counterparts. This

increasing trend in mobile traffic highlights the significance of evaluating the perfor-

mance of content transfer in wireless networks. With the introduction of multimedia,

users have the opportunity to serve as content providers, leading to the consideration of

both the mobility of consumers and providers in the design of wireless networks. How-

ever, research regarding the evaluation of content transfer in ICN wireless networks

taking into account PIT influence has yet to be conducted. Hence, the development

of an analytical model to examine the performance of content transfer in ICN wireless

networks is deemed necessary.

• The function of PIT, in ICN networks, is to track the interfaces of incoming requests,

thereby allowing the requested data to be returned to the consumer, and to aggregate

requests for the same data in order to prevent request flooding. To ensure the proper op-

eration of the PIT in ICN routers, it is necessary for the PIT to operate at wirespeed in

the forwarding plane. However, this requirement makes the PIT a costly resource. For

cost-saving purposes, allocating a small size to the PIT may seem reasonable. However,

ICN routers with insufficient PIT sizes may result in unacceptably high drop rates for

incoming interests, leading to adverse effects on content delivery time due to the need

for retransmission of content and increased delay experienced by consumers. To guar-

antee that the interest drop rate remains below the required level, having an analytical

model that determines the minimum size of the PIT is imperative.
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• In ICN, the consumer is responsible for retransmitting the interest packet in the event

that the corresponding chunk packet is not received within the specified retransmission

timeout (RTO) interval. The design of the RTO, however, poses a significant challenge

due to the difficulty in accurately evaluating the distribution of the Round Trip Time

(RTT). This is because the delay in the network can vary significantly as a result of

in-network caching and the use of the Pending Interest Table (PIT), making it difficult

to precisely estimate the RTT distribution. Thus, the task of accurately determining the

RTT distribution remains a challenge in the field of ICN.

1.2 Research Aims and Objectives

The research work reported in this thesis is focused on the analysis and optimisation of the

performance of ICN serving multimedia services under realistic network environments.

The main objectives of the research are:

• To develop a new analytical model for content delivery within ICN environments

by employing the principles of queueing network theory. The importance of var-

ious factors, such as content requests and service popularity, in determining the

efficiency and effectiveness of content delivery is emphasized and taken into con-

sideration in the proposed model.

• To develop a new analytical model for characterizing PIT performance and investi-

gate content transfer in ICN under bursty content requests.

• To develop an analytical model to investigate the performance of content transfer in

wireless networks of ICN.

• To develop an analytical model of PIT occupancy for determining the minimum

PIT size and develop an analytical model of Round Trip Time (RTT) distribution to
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accurately predict the retransmission timeout.

To achieve the above objectives, this research develops new analytical models and

resource allocation strategies. The effectiveness and accuracy of the proposed models

and algorithms are demonstrated by extensive experimental results with various network

conditions. The original contributions of this research are summarised as follows:

• A novel analytical model is presented for the evaluation of content transfer perfor-

mance in ICN under diverse topologies. The model incorporates queuing delays

to provide a more precise representation of the content delivery time in ICN. A

comprehensive analysis has been performed to examine the content transfer perfor-

mance of arbitrary network topologies under a Zipf-like content distribution and the

application of a Least Recently Used (LRU) caching strategy. The results of this

analysis provide valuable insights into the content transfer performance of ICN.

• A comprehensive model for the assessment of the impact of PIT aggregation on

content transfer has been proposed. In order to accurately represent the bursty na-

ture of multimedia services, the proposed model incorporates the Markov mod-

ulated Poisson process (MMPP) as a method of characterizing the time-varying

content request process. The PIT miss ratio, derived within the framework of the

model, serves as a crucial metric in the evaluation of content transfer performance.

Additionally, the model has been utilized to investigate the effect of chunk trans-

mission window size on the content transfer performance. The results of this study

provide valuable insights into the optimization of content transfer in ICN networks.

• An analytical model is presented for chunk transfer in the wireless networks of ICN.

The model takes into consideration both consumer and provider mobility, making
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it distinct from traditional TCP/IP networks that primarily focus on consumer mo-

bility. The aim is to investigate the feasibility of incorporating mobility features

into the architecture of ICN networks, particularly those operating in wireless en-

vironments. The results obtained from the proposed model have implications for

the design of future ICN networks and can contribute to the understanding of the

impact of mobility on the mean service time.

• The Occupancy of PIT has been analyzed through the creation of a mathematical

model with the aim of determining the minimum required size of PIT. The model

has been utilized to study the distribution of mean chunk service time, which has

implications for the design of the retransmission timeout in ICN.

1.3 Outline of the Thesis

The rest of this thesis is organised as follows.

• Chapter 2 introduces the background of ICN including the key features, architec-

tures and mobility. A detailed literature review on the performance modelling is

then presented.

• Chapter 3 exploits the queueing network theory to develop a new analytical model

for content delivery in ICN considering various content requests and service pop-

ularity. The analytical model is used to investigate the impact of new consumers’

behaviours on cache miss rate and content delivery time.

• Chapter 4 proposes a novel analytical model of PIT performance to investigate con-

tent transfer in ICN under bursty multimedia content requests. In parallel, an ana-

lytical model for data transfer in wireless networks is also proposed in this chapter
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to investigate the impact of consumer and provider mobility on mean service time

in ICN.

• Chapter 5 develops an analytical model of PIT occupancy to determine the mini-

mum PIT size. In parallel, an analytical model of RTT distribution is proposed to

accurately predict the retransmission timeout.

• Finally, Chapter 6 concludes the thesis and presents the future research work.
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Chapter 2

Background and Literature Review

Since the Internet was designed in 60s-70s, it has played an increasingly important role in

the lives of mankind. From its inception, the Internet operated on top of the protocol stack

of TCP/IP with the intention of connecting a small number of machines. The Internet

information exchange is realized through the establishment of communication channels.

This host-centric Internet has perfectly matched the early Internet usage. However, over

the past few years, the proliferation of multimedia services has led to the host-oriented

communication model, which was designed for special data transmission in the early age

of Internet, added more and more overlay and became too heavy. Consequently, ICN

is proposed to solve these problems. As a permanent clean-slate approach for the next

generation Internet, ICN has attracted much attention from network researchers in the

passed few years. Although ICN enters now into the main stream of networking research,

it is still in its early stage. Many projects have been carried on in order to propose a

concrete ICN solution to deploy it in reality. This chapter gives a general background

knowledge and presents an in-depth review of the related research on wired and wireless

networks of ICN.

The rest of this chapter is organized as follows. The background knowledge includ-

ing the ICN architectures with important features is presented in Section 2.1.1. One of
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the most promising ICN architectures, Content-Centric Networking (CCN) is introduced

in Section 2.1.2. The characteristic of content is detailed in Section 2.1.3. A detailed

literature review on modelling of ICN performance is then presented in Section 2.2.

2.1 Information-Centric Networking (ICN)

In order to overcome the mismatch between the current usage patterns and the original

design of the Internet paradigm. ICN is proposed to shift the current host-centric commu-

nication model to a content-oriented model. To realize this, ICN uses the name of content

for routing, which decouples content from location to achieve a naturally content-centric

architecture. In this section, the fundamental features of ICN common to most proposed

designs are investigated.

2.1.1 Fearture of ICN

There have been several ICN architectures proposed by different research groups. De-

spite the differences in the specifics of each design, these proposed architectures share

several overarching objectives and common components. These common components in-

clude location-independent naming, in-network caching, name-based routing, and content

security. These key features are central to the realization of a content-centric communi-

cation model and ensure that the fundamental principles of ICN are consistently upheld

across different architectural designs. It is worth noting that while the specific details of

these ICN architectures may differ, they all aim to address the limitations of the current

host-centric communication model and offer a more effective solution for the demands of

the modern digital landscape.
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Naming

The Internet has undergone a significant transformation from an academic network to

a worldwide infrastructure for the widespread dissemination of information. Currently,

there are over 4 billion connected devices and more than 80% of the traffic consists of

video [6], leading to a shift in the Internet paradigm from a host-based to a name-based

architecture. In ICN, content naming, used for routing, is location-independent and per-

sistent, unlike IP addresses that are associated with a specific geographical location. Var-

ious naming schemes have been proposed to achieve efficient and scalable name look-up

for billions of contents. These schemes can be broadly classified into three categories:

hierarchical name, flat name, and Attribute-Value-Based Name [9]. Each scheme has its

advantages and disadvantages in terms of security and scalability, thus, naming remains

an open research issue.

The hierarchical name scheme, similar to IP addresses and Uniform Resource Loca-

tor (URL), aggregates prefixes and performs the longest or shortest match. This design

enhances the scalability of the routing system, as seen in some proposed ICN architec-

tures such as Content-Centric Networking (CCN) [1]. In Fig. 2.1(a), a content name

prefix in a hierarchical format is presented as an illustration. This depiction conforms to

a convention commonly used in the organization of information in a systematic manner.

As for the flat name, it is primarily derived from hash algorithms applied to content.

There is neither a semantic nor a structure behind a flat name. The generated name is

not human-friendly and cannot be assigned to dynamic content that has not yet been

published. In addition, flat naming has problems with scalability since it does not support

routing aggregation. Fig. 2.1(b) shows a flat name for the hierarchical name in Fig. 2.1(a).

This result has been obtained by using the MD2 hashing algorithm.

For the Attribute-Value-Based Name, there are several attributes associated with the
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Figure 2.1: ICN naming schemes for the same content

content; each attribute has a name, a type, and a set of possible values. Collectively, they

represent a unique content and its properties. This kind of naming scheme is benefit for

the searching process by using known content keywords, which means it is quite possible

to find many contents against one search request. Hence, it is hard to ensure naming

uniqueness and find unique content in a short period. Fig. 2.1(c) illustrates attribute

naming scheme’s example.

In-network Caching

An important feature that differentiates ICN from the current Internet is the ability to

cache data within the network. The routers of the ICN have the capability of temporarily

storing copies of the data packets that traverse them. The name of content delivered in

ICN is transparent to the router based on the unique names. Therefore, requests can be

satisfied by any node holding a copy in its cache within the network, which reduces the
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transfer delay. In this way, instead of leveraging any external storage resource such as

Content Delivery Networks (CDN) and Peer-to-Peer (P2P) systems, commonly adopted

in the current Internet architecture [10], ICN architectures naturally offer a reliable, scal-

able and application-independent content delivery system. The feature of ubiquitous in-

network caching significantly improves content retrieving efficiency and alleviates traffic

congestion.

Pending Interest Table

PIT is an essential component for stateful routing in ICN. When the router receives an

interest, it first checks its local cache and the PIT to determine whether it holds the cor-

responding chunk of data. If the requested chunk is not available locally and the PIT

does not have a record of the interest, the router forwards the interest to the Forwarding

Information Base (FIB) for further processing.

The PIT, in parallel, updates its record by appending the name of the requested chunk

and the incoming face of the interest, in a manner similar to the breadcrumb mechanism.

This helps in aggregating subsequent interests that request the same chunk and reduces

the flooding of interests. The PIT records the incoming interface of each new interest and,

if the corresponding chunk is not yet available, it waits for its return.

In the process of being delivered to the provider, the interest may encounter a router

that holds the required chunk. In such cases, the router’s cache will return the chunk

through the reverse path of interest forwarding. Upon arrival of a new chunk at a router,

the router checks the chunk name against its PIT. If there is a match, the chunk is trans-

mitted through the interfaces associated with the matched entry.
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Routing and Delivery

There are two main approaches to realizing interest routing in ICN: naming resolution-

based routing and direct name-based routing [11]. In naming resolution-based routing,

one or several centralized servers are utilized. These servers collect information about

the publication of content and maintain a global view of the contents within the network.

When an ICN router receives an interest, it sends the request to the server, which then

resolves the chunk name to identify the closest node that stores a copy of the chunk.

In contrast, direct name-based routing is performed directly by the ICN routers. Each

router maintains a local routing FIB that stores information about the publication of con-

tent. In this case, the router addresses the interest and forwards the request to one or

multiple potential data sources, following its own forwarding strategies.

The chunk retrieval methods in ICN heavily rely on the PIT, which records the path of

incoming interests and facilitates the delivery of chunks back to consumers through the

reverse path. By leveraging the PIT, the network is able to efficiently route interests and

deliver chunks to the intended recipients, thereby improving the overall performance and

scalability of the network.

Mobility

The decoupling of content from location and stateless nature of the publish/subscribe

paradigm of ICN is expected to facilitate the support of mobility. Consumer mobility is

generally easier to handle as it only requires consumers to re-issue pending interests upon

mobility.

The provider mobility requires updating the name resolution system with the new

location of the mobile provider. When a move of provider takes place, the interest has

a high probability to be served by intermediate node. If the interest is not served by the
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intermediate cache from consumer to provider, it will have to wait for the notification of

the mobile provider’s reconnection to the global network.

Security

Traditional host-centric Internet security relies on the protection of the communication

channel. As an example, Transport Layer Security (TLS) is used to establish end-to-end

connectivity, and synchronized three-way authentication is performed by an authenticated

server. Contrarily, ICN adopts a content-based security concept by applying security

mechanisms to the content itself and using selfcertification. [12]. Although such a tech-

nique can improve the security of a network, knowing the semantics of the name as well

as using plain text may cause different issues. Leshov et al. [13] proposed a naming

scheme for the NDN architecture in order to improve the security of content naming in

sensitive applications. The main idea is that the requester uses a symmetric key to en-

crypt a part of the chunk name in the Interest packet. This allows a secure information

exchange (the Interest and Data packets) only between trusted nodes that are in the path

while hiding the real content name. In parallel, intermediate nodes utilize a three-way

handshake mechanism to transfer the key for decrypting the real chunk name.

2.1.2 Content Centric Network

Content-Centric Networking (CCN) [1], designed by Palo Alto Research Centre (PARC),

is one of the most well-known ICN paradigms. CCN proposes a clean-slate Internet ar-

chitecture considering the naming structure and forwarding functionalities. CCN also

elaborates the mobility, security and content dissemination issues. The design of CCN

mainly focuses on the network layer and transport layer of the Open Systems Intercon-

nection model (OSI). CCN introducing the naming of content to replace the IP address for

content dissemination. The research work described in this thesis is mainly focused on the
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Figure 2.2: CCN packet types. (Source: [1])

architecture proposed in CCN, but the results can broadly apply in the context of general

ICN architectures and other caching-related work. In this section, the CCN architecture

is described.

The forwarding process of CCN is driven by types of packets : Interest and Data.

The structure of the two types of packets is shown in Fig. 2.2. Interest packets sent

by consumers to request the named contents. Every Interest packet contains a hierarchi-

cal structure content name, similar to a URL, with the prefix indicating the global and

organizational routing information, and a suffix illustrating the details of version and seg-

mentation. Data packet, which also refers to as chunk packet, contains a unit of data of

the request content, is transmitted in response to the matching interest.

The Content Store (CS) is the cache of the router. In general, the purpose of CS is to

cache chunks that are likely to be requested in the near future. When new interest arrives,

the CS will check whether a corresponding chunk of interest is stored. If it is, the CCN

router will deliver back that chunk from the CS.

The PIT is a new structure proposed by CCN. PIT carries out two functions: one is

recording the incoming interface of the interest if the interest is not served by the cache of
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Figure 2.3: The key components of CCN router. (Source: [2])

router, and, similarly to the breadcrumb, assists in returning the chunk back through the

reverse path of the interest. Another function is aggregating the same interests before the

return of the chunk.

In CCN, content names replace the IP addresses for routing. The FIB in CCN maps

the names of content to the output interface(s) that should be used to forward Interest

towards appropriated router(s). This router may have the right chunk or knowledge about

how to propagate the interest to potential data sources. As shown in Fig. 2.3, content

store, PIT and FIB are the three main parts of the CCN router.

The simple working flow of CCN is illustrated in Fig. 2.4. A unique identifier (name)

must be assigned to all content in ICN, which is used by consumers for retrieval. An
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interest with a unique name is generated by consumers to request content. Producers

provide the corresponding Data in response. As soon as an interest is received by a router,

the router looks for the content in its own cache called the Content Store (CS). In case of

a hit, the router replies with the corresponding data. If a miss occurs, the router looks up

the PIT which stores the incoming interface of interest that has not yet been served. When

a request for the same content already exists in the PIT, the entry in the PIT is updated to

record the interface of the new interest, but the new request is not forwarded by the router.

The router adds an entry into the PIT for the interest if a match cannot be found in the

PIT. After that, the router refers to the FIB, which maps each name prefix to the next hop

router, and finally forwards the interest to the next hop router.

For data packet routing, when a packet arrives at the CCN router via the reverse path

of the interest, it will first be delivered to the PIT for checking which interface(s) it should

be forwarded to. The data packet will be dropped if there is no match in the PIT. Oth-

erwise, the data packet will be sent to the content store. In accordance with the caching

replacement policy, the data packet has the possibility of being stored in the content store.

Following this, the data packet will be sent to the next router via the interface recorded in

the PIT.

2.1.3 Content characteristics

In this section, the key characteristics of content that are important for content transfer

performance of ICN are discussed.

Types of content: The Cisco Visual Networking Index published in 2019 classifies

Internet traffic and forecasts global demand for the period 2017-2022 [6]. Cisco forecast

that in 2022, nearly 98% of traffic will be content retrieval, classified as web, email and

data, gaming and Internet video. Moreover, Internet video streaming and downloads are
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Figure 2.4: The forwarding flow of Interest/data

beginning to take a larger share of bandwidth and will grow to more than 82 percent of

all consumer Internet traffic in 2022. Internet video can be further divided into short-

form Internet video (for example, YouTube, video on Facebook and Twitter), long-form

Internet video (for example, Hulu), live Internet video, Over-the-top video (for example,

Netflix, HBO, Amazon Video), online video purchases and rentals, webcam viewing, and

web-based video monitoring (excludes P2P video file downloads).

Catalog and content size refers to the number of individual contents in a network.

According to [14], there are at least 4.33 billion indexed web pages in the world. Due

to the fact that ICN identifies contents by their global unified names at a chunk level, the

number of names object in ICN is estimated at 1023 orders of magnitude [15].

Performance and efficiency of caching policies may be affected by deployment and

scalability concerns [16]. User Generated Content (UGC) is dominated by YouTube. A

19



recent study by Zhou et al. estimated that there are currently 5×108 YouTube videos of

mean size 10 MB [17].

Popularity distribution Distributions of content popularity play a crucial role in

determining the performance of content transfer. [18] highlights that the popularity of

Youtube content can be described by Zipf-like laws: the request rate q(n) for the nth

most popular page is proportional to 1
nα . Many caching strategies are based on content

popularity distribution, such as LRU, LFU and more sophisticated variants derived from

them.

2.2 Literature Review

In recent years, a considerable amount of research has been dedicated to the field of ICN.

This literature survey focuses on the studies addressing the modeling of content transfer

in ICN. These models aim to analyze the behavior of content delivery and identify the key

factors that influence the efficiency of the transfer process.

Similarly, the issue of PIT occupancy has been widely studied in the context of ICN.

The PIT is a key component in ICN and its efficient management is crucial for ensuring

the performance and scalability of the network. Studies have aimed to address the issue of

PIT occupancy by proposing various solutions, such as optimization algorithms, efficient

data structures, and proactive cache management. Furthermore, the contribution of this

research will be discussed.

2.2.1 Content transfer performance modelling of ICN

In-network caching plays a crucial role in evaluating the performance of ICN and as

a result, a substantial body of research has been devoted to studying the behavior and

features of in-network caching. [19–31]. The research conducted on ICN cache have

provided valuable insights into the intrinsic behavior and performance of these networks.
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In particular, these studies have shed light on the impact of in-network caching on the

efficiency of content transfer, making it an indispensable factor in the evaluation of the

performance of content transfer in ICN.

In the realm of transport in ICN, numerous proposals have been put forth, including

HR-ICP [32], ICTP [33] , ECP [34] , CCTCP [35], and HIS [36]. However, there is

limited research on transport models in ICN, and these protocols often lack consideration

of the impact of in-network caching on congestion control algorithms. This is a significant

omission, as in-network caching is a hallmark feature of ICN and has a major influence

on content delivery performance.

Despite this, much work has been done on caching in ICN, focusing mainly on cache

deployment and sharing mechanisms, cache decision policies, and cache replacement al-

gorithms. However, there is a scarcity of studies on the analytical modeling of cache

performance in ICN. Furthermore, there is limited research on the interaction between

caching and transport in ICN, particularly with regards to modeling.

In the research of content transfer performance. The main component of delay is com-

posed of propagation delay, transmission delay, queueing delay. The cache performance

is a key factor in evaluating the propagation delay. Gallo et al. [37] derived a mathe-

matical model to estimate the cache hit rate based on random cache replacement policy

(RND). Gallo’s work serve as the foundation for the modelling of ICN performance.

The model proposed by Gallo enables the prediction of cache hit rates, which is essen-

tial for evaluating the performance of content delivery in ICN. As Gallo’s work builds a

stepping stone in performance evaluation, many work has been done to model various as-

pects of ICN [38–44], which also includes the content transfer performance [8, 45–48]. In

[48], author not only analyze the miss probability, but also derive expressions for the aver-

age content delivery time. However, they only consider the propagation delay, which short
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of considering the impact of transmission and queueing delay on content delivery time.

In [45], author both consider the propagation delay and transmission delay. However, in

the process of calculating the content delivery time, they did not accumulate the cache

miss rate. In parallel, they model the content delivery time in simple topology and did not

consider a realistic topology, thus ignored the correlations among ICN nodes. In contrast

to the linear and tree topologies, the realistic ICN topology of cache networks should be

represented by arbitrary graphs [43] due to the mobility and on-path caching features of

ICN. In light of this, to fill up the gap. We design a comprehensive model which takes

into account the effects of cache hits and queueing delays on the performance of content

delivery under arbitrary topology.

2.2.2 PIT and content transfer performance modelling of ICN in wired

and wireless network

Rapid developments in mobile technologies and multimedia services promote the devel-

opment of ICN. In the past decade, it has become a research hotspot in the field of future

Internet architecture [49]. Several features such as routing by name, network caching, and

natural mobility make ICN ideal for the transfer and distribution of multimedia content.

In recent research, more and more researchers [22, 50–55] believe that ICN can be served

as a promising alternative to solve the dilemma that the current TCP/IP network can not

cope with the traffic of live-streaming and video content transfer.

There have been extensive studies on caching mechanisms at the application level,

primarily in relation to web applications. Analysis of current traffic patterns may shed

further light on the popularity characteristics of information today and the potential ben-

efits that can be gained from the widespread use of caching. Recently, a study has shown

that the popularity of web information has changed over the past few years, affecting
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application-level caching performance [56]. In ICN, caching has been brought to net-

work level. Cache space management therefore becomes crucial for the ICN. In today’s

service-oriented network, different types of multimedia traffic will compete for the same

caching space, therefore the simplified traffic models such as Poisson is not enough to

accurately quantify the characteristics of content requests in ICN. Most of the existing

in-network cache studies consider the simplified traffic models such as constant arrival

rate and Poisson process [45, 57, 58], which fail to capture the bursty nature of content

requests in ICN.

Among the existing research work on performance of ICN, only a few have consid-

ered the transport model of ICN [8, 48]. In [48], author provides the analytical model

of the cache miss rate, which help to characterize the propagation of the content trans-

fer. In [45], the author attempts to take queueing delay into account to provide a more

accurate estimate of content transfer performance. PIT, however, is an equally important

component of ICN content forwarding that yet to receive proper consideration in current

research. During the time between the issuance of an interest and the receipt of the cor-

responding chunk, the PIT is capable of aggregating identical interests, thereby reducing

the incidence of interest flooding and shortening the delivery time. To address the gap

in understanding the role of the PIT and its impact on content delivery, Through a thor-

ough examination of the aggregation function of the PIT, this study presents an analytical

method for evaluating the performance of the PIT in content delivery time.

Due to the decoupling of time and space between request resolution and data transfer,

the publish/subscribe communication model used in the context of ICN fundamentally

realizes the seamless mobility of mobile nodes (MNs) [59, 60]. In light of this, the mo-

bility issue has drawn increasing attention [2, 61, 62]. Several approaches have recently

been proposed to address the issue of mobility in ICN from the perspectives of consumers
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and providers. The approaches to enable consumer mobility in ICN mainly include ar-

chitectural mobility support [2, 61, 62], fast request retransmission recovery [63–65] and

proactive caching [66–68]. Indirection [69–71] and routingbased [72] techniques are con-

sidered to support publisher mobility in ICN. However, ICN research currently lacks a

model to assess the impact of consumer and provider mobility on content transfer per-

formance. Therefore, we are motivated to develop an analytical model to investigate the

performance of content transfer in wireless network.

In this work, instead of the simple traffic assumption, we take into account the bursty

traffic arisen by multimedia services, heterogeneous content popularity distribution and

PIT aggregation to investigate content transfer performance in wired and wireless net-

works of ICN. To the best of our knowledge, this is the first attempt to evaluate the impact

of PIT on content transfer performance.

2.2.3 PIT Occupancy modelling of ICN

In the literature, the sizing of router buffers for TCP/IP networks has been extensively

explored [73, 74]. In ICN routers, the PIT can be viewed as a buffer that stores information

about pending interests. Upon receipt of a data packet, the PIT is checked. It is essential

that these operations be performed at wire-speed. Because of the trade-off between the

cost of implementing PIT at wire-speed and the required performance value, finding the

minimum size of PIT is an important issue. Authors in [75–79] discuss the problem of

wire-speed implementation of PIT.

Perino et al. [80] systematically evaluate the usability of the existing router compo-

nents for the support of Content Centric Networks. This study examines the three main

components of ICN routers, namely, the FIB, the CS, and the PIT. Taking into account

parameters such as interest arrival and data response rate, they present a primitive model
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for different metrics such as PIT hit probability and PIT miss probability. By evaluating

these metrics, the authors determine the minimum size required for the PIT in the worst

case scenario. Contrary to our work, the authors do not model the occupancy of the PIT

analytically.

Abu et al. [81] develop a Markov model for PIT occupancy with interest timeouts and

retransmissions. The authors assume that interest arrivals follow a Poisson distribution

and interest service time follows an exponential distribution. Using these assumptions,

they model the interest drop probability based on a two-dimensional continuous time

Markov chain. While their model takes into account various factors associated with ICN,

such as caching in-network and interest drop probabilities, their work only considers that

interest arrivals follow a Poisson distribution.

In ICN, a consumer retransmits the Interest packet if the corresponding Data packet

is not received within a retransmission timeout (RTO) interval [65]. Like the calculation

method of RTO in IP networks, it relies on the predicted Round Trip Time (RTT), which

is the time interval between the transmission of the Interest packet and arrival of the

corresponded content [65]. However, because of in-network caching and PIT aggregation,

the transmission delay can vary significantly, which makes it harder to exactly estimate

RTT [63]. As of the present, the current work only examines the average round-trip time,

which is not sufficient to accurately design the RTO. For the purpose of filling this gap,

we evaluate the distribution of mean service time of chunks to support the design of RTO

in ICN.

Although authors in [81] address the problem of minimum PIT size by analytically

modeling PIT occupancy taking interest drop probability into account, our proposed model

models PIT occupancy as a queue for more accurately evaluating the PIT miss rate. In

parallel, our developed model can also be extended to evaluate the distribution of mean
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service time of chunks.

2.3 Summary

In this chapter, the background knowledge of ICN, including the key features and existing

architectures have been investigated. Furthermore, the important components and work

flow of the most well-known ICN paradigm, CCN, has been presented. More specifically,

the key characteristics of content that are important for content transfer performance of

ICN are discussed. At last, a comprehensive literature review of state-of-the-art content

transfer, PIT miss rate and PIT occupancy modelling has been presented. Building upon

the previous research efforts, this work propose a model for analyzing the delay of file

transfers in ICN under various levels of popularity. To further understand the impact of

network load on transfer efficiency, the queueing network model has been employed. Our

aim is to provide a comprehensive analysis of the interplay between network load and file

transfer delay in ICN. The study presents a thorough examination of the impact of the PIT

on transfer efficiency in ICN systems. Additionally, the effect of consumer and provider

mobility on file transfers in wireless ICN networks has been analyzed. Given the costly

nature of PIT, the study optimizes its size to facilitate the effective deployment of ICN

networks. The results of the study offer valuable insights into the design of retransmission

mechanisms in ICN networks, particularly with regard to the delay distribution of file

transfers under varying levels of popularity. The findings provide a deeper understanding

of the complex interplay between the various factors that influence transfer efficiency in

ICN systems.
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Chapter 3

Analytical Modelling of Content

Transfer in Information Centric

Networks

3.1 Introduction

With the rapid development of multimedia services, the Internet has invaded all aspects

of human life. The novel services such as Augmented Reality (AR), Virtual Reality (VR)

and ultra-high-definition (UHD) put tremendous pressure on the bandwidth and latency

of the network architecture. Therefore, latency becomes a crucial factor in evaluating

the performance of content transfer. In particular, the high transfer efficiency is a key

advantage of ICN over the traditional TCP/IP architecture. The main component of delay

composed of propagation delay, transmission delay, queueing delay and processing delay.

The processing delay, which is characterized by the time required for intermediate routers

to process the data packet, encompasses tasks such as header checksum calculations, the

updating of Time-to-Live (TTL) value, and the determination of the forwarding path. The

processing delay is dependent on the speed of the router’s processor. With high-speed
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routers typically exhibiting processing delays of microseconds or less, in this study, the

processing delay has been excluded. However, it should be noted that, if deemed to be

indispensable, the processing delay could be incorporated into the service time of the

queueing network in our model.

In-network caching is an integral part of ICN [21] that contributes to the efficient ac-

quisition of content, reducing the network load, and improving the Quality of Experience

(QoE) of users. Transport performance is affected by caching dynamics. There may be a

situation in which routers lack enough computing resources to handle traffic at wirespeed

as a result of the increasing load of Internet traffic. A high level of traffic leads to chunks

joining the queue of the waiting list at the router, awaiting the sending of prior chunks. In

light of this, queueing delay is also a significant factor of delay that should be quantified.

A unified modeling framework is necessary to evaluate data transfer performance as

well as to guide the design of optimized CCN protocols. The weakness of the existing

transfer performance studies of ICN is short of consideration of the impact of queueing

delay and transmission delay. To fill the gap, this chapter aims to investigate the perfor-

mance issues of content transfer in ICN. To this end, a new analytical model is developed

as a cost-effective performance tool to investigate the content transfer of ICN, especially

the cache miss rate and average waiting time at routers. Two scenarios are considered in

the analytical model, namely the model for the tree network and the model for the new

consumer at the intermediate router. The developed analytical model adopts the Markov

Modulated Rate Process (MMRP) as the input process. The Least-Recently-Used (LRU)

replacement policy is taken into account because it has been successfully implemented in

many caching systems [44]. Extensive simulation experiments are conducted to validate

the accuracy of the analytical model. In addition, the analytical model is used to evaluate

the impact of key metrics, such as cache size, content size, and content popularity, on the
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performance of content transfer in ICN.

The remainder of this chapter is organized as follows. Section 3.2 presents the system

parameters and the model of the input process, and then derives the analytical model for

content transfer of ICN. Section 3.3 validates the analytical model and carries out the

performance analysis. Finally, Section 3.4 concludes the chapter.

3.2 Analytical Model of Content Delivery

In this section, an analytical model is proposed to investigate the performance of content

transfer in ICN under single consumer and network of consumers scenarios.

We mentioned the main component of delay is composed of propagation delay, trans-

mission delay, queueing delay and processing delay. Processing delays are determined by

the processing efficiency of ICN routers, and currently there is no concrete standard for

this measurement. Additionally, the simulation does not conduct the processing time in

parallel. Therefore, our model omitted the processing time, however it could be used in a

scenario where processing time is considered by adjusting our queueing network model.

To derive the expression of content transfer, the system parameters will be introduced

first.

3.2.1 System Parameters

The system parameters used to derive the analytical model are introduced in this subsec-

tion, followed by the process of chunk request arrived represented. The system investi-

gates

1) A total of M different contents equally partitioned in K classes. Each class is consid-

ered as one kind of services that contains m = M/K different contents. Futhermore,

Contents belonging to class are requested with the identical probability qk following
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a Zipf distribution, where qk = d/kα with parameter d ≥ 1. The Zipf distribution has

been extensively utilized to quantify the popularity of Internet content [44, 82, 83],

and [84] has conducted a comprehensive study and discovered that the popularity of

video content on two major platforms, BiliBili and YouTube, exhibits a Zipf distribu-

tion. This finding highlights the importance and wide-spread application of the Zipf

distribution in characterizing content popularity on digital media platforms.

2) The content is segmented into chunks and the chunk size is set at L bytes. The dis-

tribution of content size follows a geometrically distributed model with an average of

δ . The CS of each CCN router runs the LRU cache replacement policy, with a cache

size of router i is ci chunks. The LRU policy with low complexity has been used in

[85–87]. Moreover, the caching operations of LRU can be implemented at line speed,

which is one of the requirements of CCN.

The arrival chunk request rate for a given content is modelled by Markov Modulated

Rate Process (MMRP) [88], in which the emission of content requests of class k follows

the Poisson distribution with intensity λk = λqk, where λ is the requests rate of all types

of contents. Contents in the given class have the same possibility to be requested. The

process of content transfer in ICN starts from sending the first requesting packet of a

content called interest. Once the chunk request has been matched and the corresponding

chunk has been returned to the consumer, the next chunk request is generated. The cycle

repeats until the last chunk of the content is received or being terminated by the user. To

facilitate reading, the notations of system parameters are summarised in Table 1.

3.2.2 Queueing network model

In this subsection, we present a queueing network model for content transfer in ICN and

derive an closed-form expression for the average waiting time of a chunk in the queueing
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Table 3.1: SYSTEM PARAMETERS INVESTIGATED IN CHAPTER 3

Parameter Meaning
N Number of ICN routers in the network
M Number of different contents served in the network
m Number of different contents with same popularity
K Number of different popularity classes
δ Average content size in number of chunks
α Zipf exponent
ci Cache size of node i in number of chunks
Ni The size of queue in number of chunks at node i
B(i) Link bandwidth from node i to node i−1
λ ,λ (i) Content request rate at at node 1,i
qk,qk(i) Popularity distribution for class k at node 1, i
pk(i) Miss probability for class k at node i
TN(i) Queueing delay for one chunk experienced at node i
VRTTk Virtual round trip delay of calss k

network.

To illustrate our model from an intuitive perspective, we consider our model in a linear

topology as shown in Fig. 3.1. The network comprised of N nodes, numbered from 1 to

N, forming a linear path from the consumer to the repository. A request of a chunk, named

interest, yielded from the consumer node is transmitted hop by hop to the repository or the

cache that contains a temporary copy of the data chunk along the path. Once the request is

satisfied, the chunk flows down to the consumer following the reverse path of the request.

In this process, buffer resource management, i.e. queues of packets organised on the

router’s interfaces, is one of the essential components of content transfer. Our queueing

network system is composed of several separate router interface queues, the size of each

interface queue depends on the amount of traffic that is transmitted to the interface per

unit of time. Compared to the chunk size, the interest packet is quite small. Therefore, in

our queueing network model, we focus on the return traffic of chunks within the interface

queues. The process by which a chunk is sent back to the consumer moves along a tandem

queue, where the chunk coming out of each queue is fed into the next queue in the chain.

As a request not only can be satisfied at the repository but also can be hit at the cache of
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Figure 3.1: Basic network topology

any on-path router, the number of queues that the data passed is determined by where the

request is satisfied. Considering the chunks output from interface queue at node i only fed

into node i−1, Our queueing network model can analyse through the following variables.

We define λ (i) to indicate the arrival rate of interests at node i. Among those interests

that arrive at node i, some of them are hit at the cache of node i, while the remaining

interests may hit at the subsequent nodes or finally be satisfied at the repository. Based on

the feature of PIT, ICN inherently route the content on the interest?s reverse path through

recording the interface of the coming interest. For those interests that have reached node

i, all of their corresponding chunks will be passed back to the node i. Consequently, the

chunk arrival rate at different interfaces of node i is equal to the arrival interest rate from

each interface. In the linear topology, interests only come from one interface. Thus, the

chunk arriving rate at node i is equal to the output interest rate at node i− 1. We have,

λ (i) = σ(i−1) , where σ(i−1) denotes the cache miss rate at node i−1. The expression

for calculating λ (i) will be given in the following subsection.

Let µ(i) denote the service rate at node i, which is determined by the chunk size and

link bandwidth, as µ(i) = B(i)/L. The utilisation of the interface queue from node i to

i−1 is ρ(i) = σ(i−1)/µ(i). Since the chunk size in our model is fixed, the queue of each

interface could be modelled as a M/D/1/N queue with a finite capacity N. We extend the

waiting time of a M/D/1/N queue [89], and derive the average service time for one chunk
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experienced at node i as

TN(i) =
1

σ(i−1)
1+ρ(i)bNi−1

bNi−1

Ni +Niρ(i)bNi−1 −∑
Ni−1
n=0 bn

1+ρ(i)bNi−1
. (3.1)

where Ni represents the capacity of the queueing system at node i. Letting Hk(t) =

((λ t)k/k!)e−λ t , the coefficients bn could be derived as [89]:

bn =
n

∑
k=0

Hk((k−n)T ), ∀n ≥ 0. (3.2)

where T denotes the average service time in the system, which is T = 1/µ(i) in our model.

As ICN inherently routes the chunk on the reverse path of the interest by recording the

interface of the coming interest, the chunk arrival rate at interface of node i is equal to

the interest arrival rate at interface of node i. Therefore, the chunk arrvial rate at node

i is represented by λ (i) chunks per second, with λ (N) being the interest arrival rate at

the provider. The average waiting time of a chunk in the queueing network Tavg can be

obtained by:

Tavg =
N

∑
1

λ (i)TN(i)
λ

. (3.3)

where λ represents the arrival of content request at node 1. The average delivery time

for chunks in the queueing network system is primarily determined by the content request

rate λ (i) at each node, and we will quantify the content request rate through cache miss

rate in the next subsection.

By taking processing delay into consideration, the waiting time of a content in the

router increases. The service rate should incorporate processing time in our model in

order to evaluate the impact of processing delay on the performance of content trans-
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fer. Therefore, in this scenario, service time is composed of both transmission delay and

processing delay.

3.2.3 Single consumer model

In this subsection, we derive an expression for the average delivery time for content items

in popularity class k under single consumer.

Cache miss rate characterization

Assuming the request arrival process is modelled through MMRP with class popular-

ity follows Zipf distribution (qk = d/kα ) and cache implements the LRU replacement

policy, the cache miss rate at chunk level can be expressed as pk = e−
λ

m qkgcα
i , where

1/g = λdδ αmα−1Γ(1− 1
α
)α and g(i)/g = σ(i−1)/λ (i).

The proof and accuracy of the property can be found in [58]. The following is a brief

description of the approximation methodology.

Let Ri
jk denotes the number of requests for chunk i of content j in class k in an

open interval (u, t), and Ri
jk ∼ Poisson(λqk/m). In parallel, Bi

jk = 1{Ri
jk(u, t) > 0} is

the Bernoulli variable, which means that at least one chunk i in class k is requested in the

open interval (u, t). Based on the probability mass function of Poisson distribution, the

probability can be written as

P(Bi
jk(u, t) = 1) = 1− e−

λqk
m (t−u). (3.4)

S(u, t) indicates the number of different chunks that are requested in the interval (u,t)

over all popularities.

S(u, t) =
K

∑
k=1

mk

∑
j=1

δ

∑
i=1

Bi
jk(u, t). (3.5)
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To derive the mean arrival rate of new chunk requests between the interval (0, t),

the number of different chunks that are requested in the interval (0,t), limt→∞E[S(0, t)],

should be first addressed. The lower bound of limt→∞E[S(0, t)] is computed as K → ∞

E[S(0, t)] =
∞

∑
k=1

mk

∑
j=1

E[
δ

∑
i=1

Bi
jk(0, t)]

= mδ

∞

∑
k=1

∫ k+1

k
(1− e−

λqk
m t)du

≥ mδ

∞

∑
k=1

∫ k+1

k
(1− e−

λqu
m t)du

= mδ

∫ k+1

0
(1− e−

λ

m
d

uα t)du

= (
λdt
m

)
1
α

mδ

α

∫ λdt
m

0
v1− 1

α evdv

∼ Γ(1− 1
α
)mδ (

λdt
m

)
1
α , t → ∞.

(3.6)

Similarly, the upper bound can be derived as,

E[S(0, t)] = mδ

∞

∑
k=1

∫ k+1

k
(1− e−

λqk
m tdu)

≤ mδ (1− e−
λ

m dt)+mδ

∞

∑
k=1

∫ k+1

k
(1− e−

λqu
m t)du

= mδ (1− e−
λ

m dt)+mδ

∫ k+1

0
(1− e−

λ

m
d

uα t)du

= mδ (1− e−
λ

m dt)+(
λdt
m

)
1
α

mδ

α

∫ λdt
m

0
v1− 1

α evdv

∼ mδ +Γ(1− 1
α
)mδ (

λdt
m

)
1
α , t → ∞.

(3.7)

Assuming that ci is the cache size in number of chunks, then the interval Tc between

two consecutive misses occurs after more than ci different requests have been sent to the

router within the interval. thus, Tc can be written as
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Tc =
ci

E[S(0, t)]/t

≈
cα

i
E[S(0, t)]α

t, t → ∞.

(3.8)

As a consequence, both the upper and lower bounds of the mean arrival rate of chunk

requests, 1
g , coincide with

1
g
= lim

t→∞

E[S(0, t)]α

t

= λdδ
αmα−1

Γ(1− 1
α
)α .

(3.9)

After g is derived, the minimal interval of two consecutive misses occur can be deter-

mined. A cache miss occurs when more than C different chunks are requested after the

previous request for a chunk. Considering that the number of arrival chunks is greater

than the cache size, C, the given chunk has been removed from the cache prior to the

arrival of the new request. Thus, the minimal interval of two consecutive misses can be

written as

Tc = gcα
i . (3.10)

Let pk and qk indicate the miss probability and probability of requests for class k

at the first cache node respectively. Here, we use pk(i) and qk(i) to represent the miss

probability and popularity distribution at node i. Having pk(1) ≡ pk and qk(1) ≡ qk, the
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popularity distribution can be written as

qk(i) =
qk ∏

i−1
j=1 pk( j)

∑
K
l=1 ql ∏

i−1
j=1 pl( j)

. (3.11)

As we described in Sec.III.B, the input content request rate of each node is equal to the

intensity of miss request at the front node, and thus λ (i) is given by

λ (i) = λ (i−1)∑K
k=1 pk(i−1)qk(i−1)

= λ (i−2)∑K
k=1 pk(i−1)pk(i−2)qk(i−2)

= λ∑
K
k=1qk∏

i−1
j=1 pk( j), ∀i > 1.

(3.12)

As a result, the expression of the miss probability at node i is given by

pk(i) = e−
λ (i)

m qk(i)g(i)cα
i

= e−
λqk∏

i−1
j=1 pk( j)

m
σ(i−1)

λ (i) g( ci
c1
)α cα

= pk(1)
(

ci
c1
)α

∏
i−1
j=1 pk( j)

, ∀i > 1.

(3.13)

Average delivery time

After obtaining the miss probability for class k at each node, we analyse the average

content delivery time.

We define VRTTk to indicate the average duration between the emission of an in-

terest in class k and the reception of the corresponding chunk. It is important to note

that virtual round trip times are not constant in practice since hit/miss probabilities may

change over time. However, we examine the system in steady state under a stationary

content request process where the average hit/miss probabilities and VRTTk have con-

verged into a constant value. VRTTk is formed of the weighted sum of propagation delay
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and transmission of each node, where the value of the weight is cache miss probabilities

pk(i− 1) at the previous node. Therefore, the virtual round trip time can be obtained by

VRTTk = ∑
N
i=1(TN(i)+2θi)pk(i−1), where θi indicates the link delay from node i−1 to

node i and pk(0) = 1 denotes that all the requests dispatched by consumer will be sent to

the connected router. Note that VRTTk is in term of chunk packet. Accordingly, one can

easily infer content level delivery time E(Tk) = δVRTTk.

Thus, ∀i ≥ 1, the average delivery time for content items in popularity class k is given

by:

E(Tk) =δ

N

∑
i=1

(TN(i)+2θi)
i

∏
j=1

Pk( j−1). (3.14)

where TN(i) can be calculated by Eq. (4.16)

3.2.4 Network of consumers

In the previous subsection, we derive the expression for the average delivery time for

content items in popularity class k under single consumer. However, as shown in Fig.

3.2, the fact that multiple consumers in the networks in realistic scenarios makes the

performance of content delivery hard to estimate. To tackle this problem, we present an

analytical model of the average delivery time for content under network of consumers.

The node in which the previous request arrives and the new requester accesses is

called a junction node. Having junction nodes is a key feature that differentiates network

of consumers model from single consumer model. Recall that the average delivery time is

generated based on cache miss rate and Eq. (3.13) is also applicable for router before the

junction node. Therefore, we characterize the cache miss rate at the junction node before

giving the expression of average content delivery time.
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Figure 3.2: Network of consumers topology

Cache miss rate characterization

Given another consumer with similar request preference connect to network at the x-th

router, the cache miss rate pk(i) for class k at node i (where i > 1) is given by

pk(i) =



pk(1)
(

ci
c1
)α

∏
i−1
j=1 pk( j) i < x

pk(1)
(

ci
c1
)α (1+∏

i−1
j=1 pk( j)) i = x.

pk(1)
(

ci
c1
)α (1+∏

i−1
j=1 pk( j))∏

i−1
l=x pk(l) i > x

(3.15)

Proof. The content request rate at the junction node λ (x) = λ +σ(x−1) is composed of

the total content request rate from the new consumer λ and the intensity of request missed

at node x− 1, which could be obtained through the expression (3.12). The popularity

distribution for class k at node x, qk(x) is determined by the Probability of requests from

new consumer and requests missed from the previous node, can be written as

qk(x) =
qk +qk ∏

i−1
j=1 pk( j)

1+∑
K
l=1 ql ∏

i−1
j=1 pl( j)

. (3.16)

Based on the probability mass function of Poisson distribution, The probability that

the chunk request miss at the router is P(X = 0) = γX e−γ

X! = e−γ , where γ represents the
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average request rate for the given chunk between the average interval of two consecutive

misses and X indicates the frequency with which cache hits occur. Here we have both

chunk request rate at junction node λ (x) and popularity distribution for class k at junction

node. g(i) is the fixed under the linear topology. Thus, the miss probability at the junction

node can be written as

pk(x) = e−
λ (x)

m qk(x)g(x)cα
x = pk(1)

( cx
c1
)α (1+∏

i−1
j=1 pk( j))

. (3.17)

Interests that did not hit on the junction node are directed to the next node, thus the

miss probability for class k at node x+ 1 can be calculated using the interest arrival rate

and popularity distribution at node x+1. It results

pk(x+1) = e−
λ (x+1)

m qk(x+1)g(x+1)cα
x+1

= e
−

λ (x)∑K
k=1 pk(x)qk(x)

m
pk(x)qk(x)

∑
K
k=1 pk(x)qk(x)

σ(x)
λ (x+1)gcα

x (
cx+1

cx )α

= e−
λ (x)qk(x)

m gcα
x pk(x)(

cx+1
cx )α

= pk(1)
(

cx+1
c1

)α (1+∏
x−1
j=1 pk( j))pk(x).

(3.18)

where g(x+1) = gσ(i−1)/λ (i) = g when all the missed interests have been sent to the

next node. Based on this, The miss probability at node i (where i > x) can be derived by

iteratively calculating the miss probability of previous nodes. So we have

pk(i) = pk(1)
(

ci
c1
)α (1+∏

i−1
j=1 pk( j))∏

i−1
l=x pk(l). (3.19)

Here we derive the expression for cache miss rate when there are two consumers. For the

scenario that has network of consumers, the miss probability can be computed by iterating

Eq. (3.15) when i = x and i > x.
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Figure 3.3: Tree network topology

Similarly, our model can be extend to the tree topology in Fig. 3.3. The tree topology

is a reasonable topology for ICN, because with the repository at the root, the shortest

path is always the path linked to the parent. The only difference between the linear and

tree topology is the intensity of input rate at upper level caches, λ (i) = 2σ(i−1). Let us

consider the case i = x+1. Note that g(x+1)/g = σ(x)/λ (x+1) = 1
2 . So we have

pk(x+1) = e−
λ (x+1)

m qk(x+1)g(x+1)cα
x+1

= e
−

2λ (x)∑K
k=1 pk(x)qk(x)

m
pk(x)qk(x)

∑
K
k=1 pk(x)qk(x)

σ(x)
λ (x+1)gcα

x (
cx+1

cx )α

= pk(1)
2 σ(x)

λ (x+1) (
cx+1

c1
)α (1+∏

x−1
j=1 pk( j))pk(x)

= pk(1)
(

cx+1
c1

)α (1+∏
x−1
j=1 pk( j))pk(x).

(3.20)

We could find that the result of Eq. (3.20) is equal to Eq. (3.18). Therefore, the expression

of cache miss rate for tree topology follows the same calculations made for the linear

topology.

Average delivery time

Since we get the miss probability for class k at each node under network of consumers,

the output interest rate from the front node can be written as
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σ(i) =



λ∑
K
k=1qk∏

i
j=1 pk( j), i < x

λ (∑K
k=1qk∏

x−1
j=1 pk( j)+1)∗

∑
K
k=1qk(x)∏i

j=x pk( j), i ≥ x.

(3.21)

By using σ(i) as an input of Eq. (4.16), one can obtain the queueing delay at each

node. The next step is to compute the average delivery time for content of class k for each

consumer. We define Ex(TN(i)) to indicate the average delivery time for new consumer

connect to network at x-th router. The delay of content transfer is composed of prop-

agation delay, transmission delay and queueing. The propagation delay can be derived

directly from the miss probability and the link delay . The transmission delay is based on

the content size and bandwidth . As for queueing delay, it require to acquire chunk arrival

rate at first. As ICN inherently routes the chunk on the reverse path of the interest by

recording the interface of the coming interest, the chunk arrival rate at interface of node i

is equal to the interest arrival rate at interface of node i. Recall that in Sec.3.2.2 we define

ρ(i) = σ(i−1)/µ(i), the purpose of using σ(i−1) replace λ (i) is to just compute those

chunks that pass through this interface. As for the new consumer, chunks arrival rate at

the junction is equal to λ . Therefore, the queueing delay for the new consumer at the

junction can be obtained by TN(1), and thus the average delivery time of class k can be

written as

Ex(Tk(x)) =


δ

N

∑
i=1

(TN(i)+2θi)
i

∏
j=1

Pk( j−1), x = 1

δ (TN(1)+2θx +
N

∑
i=x+1

(TN(i)+2θi)
i

∏
j=x

Pk( j−1)), x > 1.

(3.22)

Following our discussion so far, we derive the miss probability and the average de-
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Figure 3.4: Average content delivery time as a function of the popularity class k

livery time for both single consumer and network of consumers, which is a fundamental

performance metric for content delivery. We will validate our proposed model in the next

section.

3.3 Validation of The Model

The effectiveness and accuracy of the developed analytical models are validated via a

modular NDN simulator ndnSIM [90], developed under the ns-3 framework. This open-

source simulator implements the CS, PIT and FIB data structures, and content retrieve

operations of ICN. For all the simulation scenarios mentioned, we run the simulations 50

times and present our findings based on the mean value of the simulation results.

3.3.1 Single consumer

We consider a population of M = 6× 103 different contents, all the contents are evenly

allocated in K = 30 classes, each class has m = 200 contents. Content popularity follows

the Zipf distribution with the exponent parameter α = 2. Jia et al. [84] indicates that the

realistic Internet video content of YouTube follows Zipf distribution with exponent α = 2.
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We assume each chunk with the same size of 1024 Bytes, which has good bandwidth

savings result in ICN scenario [91]. The size of content is geometrically distributed with

average δ = 103 chunks. We use the topology in Fig. 3.1 with N = 5, in the network, all

the links have the same delay 1ms, and the same bandwidth capacity 100Mbps. Every

router is equipped with a cache with size c = 106 chunks (1GBs) and implement an LRU

replacement policy.

Fig. 3.4 depicts the average content delivery time where the arrival of consumer’s

content request follows the Poisson process with intensity λcontent = 10 content/sec to

compare the numerical results of model and simulation. It shows that the cache node

located closest to the consumer is more likely to host the popular content, driving down

the content delivery time.

3.3.2 Network of consumers

In this subsection, we verify the correctness of our model under network of consumers.

Here we use the topology in Fig. 3.2 with N = 5. The junction node where the new

consumer connects in is allocated with x = 3, The parameters are otherwise identical to

those used in single consumer. Fig. 3.5 depicts the average content delivery time for

consumers connect to network at node 1 and node 3. In comparing Fig. 3.4 and Fig.

3.5, we can see that when a network has new consumers connected, the delivery time for

content with higher popularity becomes shorter than the situation where there is only one

consumer. With new consumers connected to the network, the proportion of requests for

high popularity content after the junction node increases, resulting in an increase in the

possibility of high popularity content being cached after the junction node. Consequently,

The content delivery time for these popular contents correspondingly becomes smaller.

The figure reveals that the analytical performance results closely match those ob-
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Figure 3.5: Average content delivery time as a function of the popularity class k under network of
consumers

tained from the simulation experiments both in single consumer model and network of

consumers model, validating the accuracy of the developed analytical model.

3.3.3 Performance analysis

In this subsection, the developed model is used as a cost-efficient tool to predict the impact

of key metrics on the performance of content transfer for a specific service. According to

Eq. (4.16), Eq. (3.15) and Eq. (3.22), the content delivery time is a function of content

arrival rate λ , the cache size c and the Zipf exponent α . We will investigate the impact of

these three parameters by changing their value. The parameters are otherwise identical to

those used in the single consumer subsection.

As depicted in Fig. 3.6, the content delivery time grows with the amount of λ . With

an increase of content arrival rate, the time that chunks wait in the queue increases, which

in turn leads to an increase of delivery time.

The result of Zipf exponent α influence on the performance of content delivery is

shown in Fig. 3.7. With the α decreases, content requests can be more diverse, which
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Figure 3.6: Content delivery time predicted by the model for different content arrive rate

results in chunks being removed from the cache more frequently. This drives the increase

of cache miss rate and finally lead to the increasing of content delivery time.

Figure 3.7: Content delivery time predicted by the model for different Zipf α

The cache size c of ICN router also play an important role to predict content delivery

time. The result is depicted in Fig. 3.8. When the cache size grows, the number of

contents stored close to the consumer increases, improving the cache hit rate, and finally,
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reducing the delivery time of content.

Figure 3.8: Content delivery time predicted by the model for different cache size

The figures demonstrate that the developed analytical model manages to predict the

content delivery time for each content with different popularity in ICN.

3.4 Summary

In this chapter, a new analytical model based on the queueing network has been proposed

to investigate the performance of content delivery in ICN. Building upon prior work,

which estimated the impact of the propagation delay on the performance of content trans-

fer, the present model includes consideration of both the transmission delay and queueing

delay. These factors also have impact on network performance and result in a more accu-

rate and practical assessment of content delivery time. In parallel, extensive experiments

have been performed to evaluate the accuracy of our proposed model, and the experimen-

tal studies demonstrated that the performance results predicted by the analytical model

closely match those obtained from the simulation. The proposed analytical model offers

a valuable tool for predicting the impact of new consumers on transfer performance in
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ICN systems and evaluating the performance of various cache replacement policies and

services. This study provides a comprehensive analysis of the ICN system’s behavior

and highlights the importance of key metrics for optimizing performance. this study lay

a groundwork for future research. In this next chapter, the content transfer in the wire-

less network of ICN will be investigated, and the effect of interests aggregation will be

evaluated.
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Chapter 4

Performance Analysis of Pending

interest Table and Content Transfer in

Wired and Wireless ICN

4.1 Introduction

A fundamental principle of ICN is to replace the current Internet’s host-based IP address

with an information-based naming scheme [76]. As a result of this principle, ICN is

able to provide consumers with uniquely identifiable network content by naming-based

routing rather than the routing of traditional TCP/IP that needs to establish the connection

between consumer and provider [17]. Consequently, information-centric naming allows

seamless mobility without needing to perform complex network management required in

IP networks when a mobile node’s physical and topological location changes. As reported

in [92], global mobile data traffic will increase 11-fold from 2013 to 2018. By 2018, fixed

devices will contribute to 39 percent of network traffic, while the rest of network traffic

will be brought about by WiFi and mobile devices. As opposed to traditional content

providers who have stationary servers. New generations of content producers, such as
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live streamers and YouTubers, are more likely to work from an unfixed location. As

a result, when studying mobile traffic, we should not only consider the mobility of the

consumer but also consider the mobility of the provider.

Pending interest table (PIT) is one of the essential components of the ICN forward-

ing plane, which is responsible for stateful routing in ICN. It facilitates the routing of

chunks back to the reverse path of interest. Furthermore, it aggregates the same interests

to alleviate congestion and reduce the load on the network. With the PIT factored into

the consideration, the analysis of the content transfer process would be closer to that of

realistic network interaction.

A unified and accurate model for characterizing of PIT performance can be used to

evaluate the content transfer efficiency in ICN. The existing studies, including our pre-

vious work as shown in chapter 3, are short of considering the impact of PIT on content

transfer performance. In parallel, the weakness of the existing content transfer studies

of ICN is also reflected in the assumption of traffic pattern. Most of the existing studies

consider the simplified traffic models such as constant arrival rate and Poisson process

[57, 58, 83, 93], which fail to capture the bursty nature of content requests in ICN. To fill

in the gap, this chapter aims to characterize the PIT miss rate and investigate the perfor-

mance issues of content transfer under bursty content requests. To this end, a new ana-

lytical model is developed as a cost-effective performance tool to investigate the content

transfer of ICN under bursty content requests. Using the developed model, we examine

the influence of chunk transmission window size on content transfer performance. As

ICN is intrinsically compatible with wireless networks, we also developed an analytical

model to evaluate the mean service time based on consumer and provider mobility. All

the developed analytical model adopts the Markov modulated Poisson process (MMPP)

to capture the bursty nature of the content requests. The Least-Recently-Used (LRU) re-
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placement policy is taken into account because it has been applied successfully in many

caching systems [94]. The accuracy of the analytical model is validated through extensive

simulation experiments. Finally, the analytical model is used to evaluate the impact of key

metrics, such as the cache size, content size and content popularity on the performance of

PIT and content transfer in ICN.

The rest of this chapter is organized as follows. Section 4.2 presents the detail of

characterizing the PIT miss rate. Then, an analytical model is developed to investigate

the performance of content transfer under bursty content requests. After that, the impact

of chunk transmission window size on content delivery time is evaluated. The analytical

model for evaluating the mean service time based on consumer and provider mobility is

also proposed. Section 4.3 validates the analytical model and carries out the performance

analysis. Finally, Section 4.4 concludes the chapter

4.2 Analytical Model of Content Delivery

In this section, we model the content delivery time in ICN under bursty arrival. In order to

do this, the system parameters are introduced. After that, the impact of cache hit and PIT

miss on content transfer under bursty arrival will be represented. Then, we approximated

a multistate MMPP with a 2-state MMPP. Finally, we model the content delivery time by

incorporating both delays caused by queueing and propagation.

4.2.1 System Parameters

We summarize the parameters used to develop the analytical model in this section, fol-

lowed by the explanation of how bursty content requests are modeled.

Notations: To facilitate reading, the notations of system parameters are summarised

in Table 1. The detailed explanation of notations is that data chunks may be obtained

from the repository or from any cache along the path that contains a temporary copy of
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Table 4.1: SYSTEM PARAMETERS INVESTIGATED CHAPTER 4

Parameter Meaning
W The size of chunk transmission window
ci Cache size of node i in number of chunks
Bi Link bandwidth from node i−1 to node i
θi The propagation delay from node i−1 to node i
λ ,λ (i) Content request rate at at node 1,i
qk,qk(i) Popularity distribution for class k at node 1, i
pk(i) Cache miss rate for class k at node i
ppit,k) The PIT miss rate for content of class k at the first router
Pk(i) Total Miss probability for class k at node i
TN(i) Queueing delay for one chunk experienced at node i
VRTTk Virtual round trip delay of calss k
RVRTTk(i) The residual virtual round trip time of class k at node i
Tk,p The average waiting time of pending interest of class k before consumer moving
Tk,chunk(n) The average service time for chunk of class k when producer be the nth node
Wk,consumer Mean service time for chunk of class k in wireless network in term of consumer mobility
Wk,provider Mean service time for chunk of class k in wireless network in term of provider mobility

the data chunk. This results in chunks of the same content being retrieved from different

locations, which makes the round trip times (RTTs) not identical, and therefore affects the

performance of the delivery. To model the performance of delivery. The virtual round trip

time of class k, VRTTk, is defined as the average time between the dispatch of a chunk

request and its reception in steady state. This variable functions similarly to the round trip

time for TCP connections in IP networks. In this chapter, the notation that was introduced

in Chapter 3 is consistently employed and retains the same definition throughout.

Bursty content request: This model assumes that consumers generate interests ac-

cording to a Markov Modulated Poisson Process, which is a doubly stochastic process.

MMPP has been widely employed in models of bursty content request since it provides

a qualitative representation of time-dependent arrival rates while remaining computation-

ally tractable. On the basis, A special case of the MMPP called Interrupted Poisson

Process (IPP) is used to model the arrival interest for a specific type of service in this

chapter. The IPP is defined as a 2-state MMPP with one arrival rate being zero. IPPk

with subscript k represents the request for a content in class k, and it is characterized by
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an infinitesimal generator Qk of the underlying Markov process as well as the coefficient

matrix Λk. Qk and Λk are given by

Qk =

−σ12 σ12

σ21 −σ21

 , Λk =

λrk 0

0 0

 . (4.1)

where σ12 indicates the transition rate from state 1 to state 2, and σ21 donates the transition

rate from state 2 to 1. The request arrival rate is λrk when the Markov chain is in state 1.

We define the steady-state vector of MMPP as π , and πk = (π1,π2) donates the steady-

state vector for IPPk, according to the definition of MMPP in cookbook [95], The steady-

state vector πk need to satisfy πQ = 0 and πe = 1, where e = (1,1, ...,1)T is the column

vector. We also have the normalizing equation π1 +π2 = 1. On the basis, we have

π1 =
σ21

σ12 +σ21
, π2 =

σ12

σ12 +σ21
. (4.2)

then, the mean arrival rate of IPPk in steady state, λk is given by

λk = λrk ×π1 +0×π2 =
σ21λrk

σ12 +σ21
. (4.3)

The superposition of K individual IPPs process is remains an MMPP. From the indi-

vidual generators Qk and coefficient matrices Λk, the computation of the generator Q and

the rate matrix Λ are performed as follows

Q =Q1 ⊕Q2 ⊕·· ·⊕QK,

Λ =Λ1 ⊕Λ2 ⊕·· ·⊕ΛK.

(4.4)

where ⊕ represents the Kronecker-sum(defined in [96]. Since each IPPs is a 2-state

MMPP, the composite Q and Λ of the superposed MMPP are 2k × 2k matrices and can
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be written as

Q =



−σ1 σ12 · · · σ12K

σ21 −σ2 · · · σ22K

...
... . . . ...

σ2K1 σ2K2 · · · −σ2K


σi =

2K

∑
j=1, j ̸=i

σi, j

λλλ = (λ1,λ2, · · · ,λ2K)T

Λ = diag(λλλ T).

(4.5)

From the steady-state vector πππ and arrival rate vector λλλ , it can derive the mean arrival rate

λtotal of the composite MMPP as follows

λtotal = πππλλλ . (4.6)

4.2.2 Estimation of Cache and PIT miss rate

A router search for content in its own cache called the Content Store when an interest

arrives at the router. In the event that the interest has not been resolved on the cache of

the router, it will be passed to look up the PIT table. Only if the interest does not hit both

the cache and PIT table will it be sent to the next router. For purposes of estimating the

number of interests that have passed through each intermediate node, in this subsection,

we model the impact of cache and PIT on content transfer. Here, we first discuss the

model of the cache miss rate, and then we derive an analytical model of the PIT miss rate

Cache miss rate

Now, we model the effects of ICN caching on content delivery. To perform this analy-

sis, we need to present the cache miss probabilities at the intermediate nodes along the
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path of requests. Since the cache miss rate of content depends on its popularity, we as-

sume content belongs to an arbitrary popularity class k. Let pk(i) donate the cache miss

probability for content of class k at the intermediate node i. Under the assumption that

all caches adopt the Least Recently Used (LRU) cache replacement policy, pk(i) can be

derived through the following expression [58]

pk(1) = e−
λ

m qkg(1)cα
1 = e

−(
C1

mδΓ(1− 1
α )

)α

g(i)
g(1)

=
µ(i−1)

λ (i)
.

(4.7)

where C1 is the cache size of the ith router, µ(i− 1) is the frequency of request miss

at the (i− 1)th router, δ is the average content size in number of chunks and α is the

constant parameter of Zipf distribution. In parallel, 1/g = λdδ αmα−1Γ(1 − 1
α
)α and

g(i)/g = σ(i− 1)/λ (i) [58]. This expression is based on the probability mass function

of Poisson distribution. Here, ci denotes the cache size in number of chunks and two

consecutive misses for the same chunk cannot take place before gcα
i . Therefore, cache

miss rate can be translated to the probability that chunks of content in class k have not

been requested during the gcα
i .

For the stationary miss probabilities at node i, using the ith and (i+1)th routers along

the path from consumer to the provider as an example. The requests arriving at (i+1)th

router should not be hit at previous i routers. Based on this, the miss probability at (i+1)th

router can be derived by iteratively calculating the miss probability of 1st , , ith routers.

Evaluating this relation gives

pk(i) = pk(1)
(

ci
c1
)α

∏
i−1
j=1 pk( j)

, ∀i > 1. (4.8)
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PIT miss rate

We then examine the impact of PIT on content transfer. The PIT table functions by track-

ing pending interests at intermediate nodes and preventing the dispatch of the same inter-

est when previous interest for the same chunk has been emitted and the chunk has not yet

been received. Taking the impact of PIT into account has the promising to increase the

accuracy of content transfer model as it impacts both throughputs the cache behavior of

the following node.

In ICN, only if the interest does not hit on the cache of the router will be passed to

look up the PIT table. Thus, the request arrival rate for content of class k at PIT table of

first router is λk
m (1− pk(1)).

In steady state, RVRTTk(i) denotes the residual virtual round trip time of class k at

node i, that is the average elapsed time between the emit of interest and the reception of

its corresponding chunk at node i.

Based on the probability mass function, the probability that PIT miss rate at the router

is P(X = 0) = γX e−γ

X! = e−γ , where γ here denotes the average interest arrival frequency

for the same chunk within the RVRTTk(i) and P(X = 0) indicates the probability that no

new interest for the same chunk arrived during the RVRTTk(i). Thus, the PIT miss rate

for content of class k at the first router ppit,k can be written as

ppit,k = e−
λk
m (1−pk(1))RVRTTk(1). (4.9)

The fundamental feature of PIT is to avoid chunk requests flooding is interest aggre-

gation. In the case of linear topology, no interest will be dispatched to the next router on

the condition that interest for the same chunk has already been emitted and the chunk has

not yet been received. With regard to other network topologies, the interests for the same
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chunk are mainly aggregated at the first level of routers, and only interest from different

paths for the same chunk has the chance to be forwarded to the second level of routers.

The number of same interests that reach the second level of routers is orders of magnitude

smaller than the first level of routers. Therefore, we only consider the PIT miss rate at the

first router, while the interest aggregation and PIT rate at the second level of routers are

negligible. The expression of calculate RVRTTk(1) is shown in Eq. (4.23). Momentarily

following the Eq. (4.23) illustrates how the iterative method can be used to calculate PIT

miss rates.

Now, we take both cache and PIT into account. We use qk(i) to represent the popu-

larity distribution for class k at ith router. Having qk(1) follow the Zipf distribution at the

first router, the popularity distribution at the ith router can be written as

qk(i) =
qk ppit,k ∏

i−1
j=1 pk( j)

∑
K
l=1 ql ppit,l ∏

i−1
j=1 pl( j)

. (4.10)

As the input content request rate of router is equal to the intensity of miss request at

the front node, and thus the content request rate at the ith router λ (i) is given by

λ (i) = λtotal∑
K
k=1 ppit,kqk∏

i−1
j=1 pk( j), ∀i > 1. (4.11)

Under the assumption that every router implements the LRU cache replacement pol-

icy. For linear topology, the miss probability for class k at the first router Pk(1) can be

direct derived by Pk(1) = pk(1)ppit,k, and the miss probability for class k at the ith router

Pk(i) can be computed by accounting for the modified popularity distribution and modi-
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fied content request rate. It results:

Pk(i) = e−
λ (i)

m qk(i)g(i)cα
i

= e
−

λtotal∑
K
k=1 ppit,kqk∏

i−1
j=1 pk( j)

m

qk ppit,k ∏
i−1
j=1 pk( j)

∑
K
l=1 ql ppit,l ∏

i−1
j=1 pl ( j)

g( ci
c1
)α cα

1

= e−
λtotalqk ppit,k ∏

i−1
j=1 pk( j)

m gcα
1 (

ci
c1
)α

= pk(1)
(

ci
c1
)α ppit,k ∏

i−1
j=1 pk( j)

, ∀i > 1.

(4.12)

In the case of the complex topology, we assume there are R routers at the first level

connected to a single router at the second level. By using the Eq. (4.7), here we have

g(2)
g(1) =

1
R . Thus, the miss probability for the second router can be written as

Pk(2) = e
−

Rλtotal∑
K
k=1 ppit,kqk pk(1)

m
qk ppit,k pk(1)

∑
K
k=1 ppit,kqk pk(1)

g(i)( c2
c1
)α cα

1

= e−
Rλtotalqk ppit,k pk(1)

m g µ(i−1)
λ (i) cα

1 (
c2
c1
)α

= pk(1)
(

c2
c1
)α ppit,k pk(1).

(4.13)

Thus, no matter what the topology, the miss probability remains unchanged.

4.2.3 Superposition of multiple MMPPs

When MMPPs are superposed the state space of the resultant MMPP grows exponentially.

Hence we approximate the m state MMPP (the resulting arrival process at the router) with

a 2 state MMPP [97]

The approach taken by Kathleen is to match the first three noncentral moments of the

instantaneous arrival rate of the MMPP, as well as a suitable time constant for the process,

which is defined as the integral of the covariance function of the instantaneous arrival rate
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of the MMPP. The rth noncentral moment of the superposed MMPP (Q,Λ) is given by

αi = πΛ
ie. (4.14)

where π is the steady-state vector of superposed MMPP.

Based on the covariance function, the appropriately defined time constant is calculated

as

ρ = v−1
∫

∞

0
πΛ(eQt − eπ)Λe

= v−1[πΛ(eπ −Q)−1
Λe−m2].

(4.15)

where v and m are the variance and mean of the MMPP arrival rate. Assuming the in-

finitesimal generator and coefficient matrix of approximated 2-state is given by

Q̃ =

−τ1 τ1

τ2 −τ2

 , Λ̃ =

λ̃1 0

0 λ̃2

 . (4.16)

After computing the first three non-central moments and the time constant for the

2-state MMPP, we have

α1 = λ̃1π̃1 + λ̃2π̃2, α2 = λ̃ 2
1 π̃1 + λ̃ 2

2 π̃2,

α2 = λ̃ 3
1 π̃1 + λ̃ 3

2 π̃2, ρ = (τ1 + τ2)
−1,

π̃1 =
τ1

τ2 + τ2
.

(4.17)

Due to the fact that our approximated 2-state MMPP is an interrupted Poisson process,

we have λ̃2 = 0. Now we can obtain the attributes of the 2-state MMPP with
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Figure 4.1: Traffic flow in a router

λ̃1 =
α2

α1
, τ1 = ρ

−1 α2 −α2
1

α2
,

τ2 = ρ
−1 α2

1
α2

.

(4.18)

4.2.4 Content Delivery time of Wired Networt

One can directly calculate the propagation delay of the content transfer based on the result

of the cache and PIT miss rate in the previous subsection. The majority of previous work

on content transfer models in ICN lacks the consideration of transmission and queueing

delays. In order to reveal the impact of transmission and queueing delay on content deliv-

ery time, in this subsection, we develop an analytical model for content delivery in ICN

with both propagation delay and transmission delay taken into account.

Average system time

In ICN, the request of a chunk, referred to as interest, is yielded from the consumer node

and transmitted hop-by-hop to the repository or cache that contains a temporary copy of

the data chunk along the path. Once the request is satisfied, the chunk flows down to the

consumer following the reverse path of the request. At peak periods, the network may

encounter a high volume of traffic during the transmission of content. During this period,

chunks are required to remain in the router awaiting transmission.

As depicted in Fig. 4.1. There are two queues for ICN traffic. Queue A is the queue

for interest packets entering the router, while queue B is the queue for returned chunks
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leaving the router. The service time of queue A can be performed in constant time as the

size of interest is similar. The service time for queue B is also constant as each chunk

has a fixed size. Therefore, queue A and queue B are both MMPP/D/1 queues. The

size of interests is orders of magnitude smaller than chunk. Hence, the transmission time

of the interest is negligible when compared to the propagation and transmission time of

the chunk and is thus ignored. If necessary, the interest transmission time can be easily

accounted for in the same manner we calculate the chunk transmission time.

We assume D is the size of the chunk, Bi indicates the bandwidth between node i−1

and i. Let h = D
Bi

be the service time and h(2) be the variance of the service time. The

stochastic matrix G is given by

G = eQ−Λ+ΛG. (4.19)

The complexity of computing G is exponential growth with the increase of superposed

MMPPs. So we approximate the multistate state MMPP with a 2 state MMPP in the last

subsection. The steady-state probability vector b of the stochastic matrix G satisfies

bG = b, be = 1. (4.20)

Thus, the mean waiting time WN in the MMPP/D/1 queueing system can be computed

as [95].

WN =
1

2(1−ρ)
[2ρ +λtotalh(2)−2h((1−ρ)b+hπ̃Λ̃)(Q̃+ eπ̃)−1

λ̃λλ ]. (4.21)

The average system time TN with both transmission delay and queueing delay consid-

ered, can be derived as TN =WN +h. The average system time TN(i) for each intermediate

router can be derived by assigning the appropriate parameter Λ̃.
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Wired networt Content delivery time

After obtaining the miss rate of the router and average system time, we proceed to ana-

lyze the average delivery time of the content. We define VRTTk to indicate the average

duration between the emission of an interest in class k and the reception of the corre-

sponding chunk. VRTTk is formed of the weighted sum of propagation delay and average

system time of each router, where the value of the weight is miss probabilities Pk(i) at

each intermediate router. Therefore, the virtual round trip time can be obtained by

VRTTk =
N

∑
i=1

(TN(i)+2θi)
i

∏
j=1

Pk( j−1). (4.22)

where θi indicates the link delay from node i−1 to node i. As all the interests will be

delivered to the first router, the residual virtual round trip time of class k at node 1 is can

be written as

RVRTTk(1) =
N

∑
i=2

(TN(i)+2θi)
i

∏
j=1

Pk( j−1). (4.23)

As the input parameter for RVRTTk(1), TN(i) and Pk(i) can be determined by apply-

ing Eq. (4.12) and Eq. (4.21). Prior to using Eq. (4.12) and Eq. (4.21), it is necessary

to address the PIT miss rate presented in Eq. (4.9) . However, as shown in Eq. (4.9),

RVRTTk(1) is an input parameter in the process of calculating PIT miss rate. Conse-

quently, the equation for calculating PIT miss requires RVRTTk(1), while the process

of calculating RVRTTk(1) requires PIT miss rate, which makes them a closed loop. In

light of this, to estimate the PIT miss rate, we apply the iterative method which uses

RVRTTk(1) that do not consider the influence of PIT aggregation as an initial guess to

generate successive approximations to PIT miss rate. In the following section, we will

present a chart showing the rate of convergence for the PIT miss rate. Note that VRTTk is

62



Figure 4.2: General topology

in term of chunk packet level. Delivery time for content level is mainly based on the for-

warding strategy at the consumer. We modeled the content delivery time in ICN using two

extreme scenarios, in which the chunk transmission window size are W = 1 and W = ∞,

as examples. Readers can easily modify the attributes of W based on their own forwarding

strategy. In the first case, the emit of interests of the content in a sequential manner, where

only the previous interest has been served, the new interest will be delivered. In this case,

the average delivery time for content items in popularity class k is

Ek(Tone) =δ

N

∑
i=1

(TN(i)+2θi)
i

∏
j=1

Pk( j−1). (4.24)

Another extreme scenario is that all the interests of the contents are sent out together.

In this scenario, we have

E(Tall) =
N

∑
i=1

(TN(i)+2θi)
i

∏
j=1

Pk( j−1). (4.25)
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As the interest the interest rate control proposed for ICN [1] is initially a simple

pipelining and in ICN it remains an open issue how to let W vary over time through a

sliding window control. Therefore, we do not specify a numeric value for W . For future

study, with the varying of the different forwarding protocols, one can easily infer the con-

tent delivery time as a function of the content size and chunk transmission window size,

which is given by

Ek(W ) =
δ

W
VRTTk. (4.26)

4.2.5 Content Delivery time of Wireless Network

ICN paradigms offer a potential for facilitating consumer mobility by separating identity

and location [2], which is beneficial for seamless mobility. In this subsection, the model

of delivery time for wireless networks will be presented from the perspectives of con-

sumer mobility and provider mobility. Since the forwarding strategy of window size W is

uncertain, for convenience, the discussion in this subsection is based on chunk-level.

To facilitate the evaluation of transfer performance at the chunk level, we assume the

producer be the nth node. Then average service time for chunk of content of class k,

Tchunk(n), for this case can be calculated as:

Tk,chunk(n) =
n

∑
i=1

(TN(i)+2θi)
i

∏
j=1

Pk( j−1). (4.27)

Consumer Mobility

Supporting consumer mobility in ICN is generally simpler [98]. In contrast to traditional

connection-oriented networks, ICN does not require reestablishing the connection with
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Figure 4.3: The stage of pending interest

the provider. As for consumer mobility in ICN, the moving consumer upon relocation

and reattachment to the network can reissue a request for those pending interests. Pending

interests refer to those interests that have not yet been served before the consumer moves.

Fig. 4.3 Shows the distribution of pending interest at different stages. The probability

of pending interest in stage i is (1−Pk(i))∏i−1
1 Pk(i). Therefore, the probability density

function of pending interest in stage i is given by

g(x) =



1−Pk(1) x < TN(1)+2θ1

Pk(1)(1−Pk(2)) TN(1)+2θ1 ≤ x < ∑
2
i=1 TN(i)+2θi

...
...

(1−Pk(N −1))∏
N−2
i=1 Pk(i) ∑

N−2
i=1 TN(i)+2θi ≤ x < ∑

N−1
i=1 TN(i)+2θi

(1−Pk(N))∏
N−1
i=1 Pk(i) ∑

N−1
i=1 TN(i)+2θi ≤ x < ∑

N
i=1 TN(i)+2θi

(4.28)

Thus, the average waiting time of pending interest before consumer moving Tp can be
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written as

Tk,p =

∫ TN(1)+2θ1
0 xg(x)dx

TN(1)+2θ1
+

∫ ∑
2
i=1 TN(i)+2θi

TN(1)+2θ1
xg(x)dx

(∑2
i=1 TN(i)+2θi)− (TN(1)+2θ1)

+ · · · · · ·

+

∫ ∑
N−1
i=1 TN(i)+2θi

∑
N−2
i=1 TN(i)+2θi

xg(x)dx

(∑N−1
i=1 TN(i)+2θi)− (∑N−2

i=1 TN(i)+2θi
)+

∫ ∑
N
i=1 TN(i)+2θi

∑
N−1
i=1 TN(i)+2θi

xg(x)dx

(∑N
i=1 TN(i)+2θi)− (∑N−1

i=1 TN(i)+2θi)

=
(1−Pk(1))

∫ TN(1)+2θ1
0 xdx

TN(1)+2θ1
+

(1−Pk(N −1))
∫ ∑

2
i=1 TN(i)+2θi

TN(1)+2θ1
xdx

(∑2
i=1 TN(i)+2θi)− (TN(1)+2θ1)

+ · · · · · ·

+
(1−Pk(N))∏

N−1
i=1 Pk(i)

∫ ∑
N−1
i=1 TN(i)+2θi

∑
N−2
i=1 TN(i)+2θi

xdx

(∑N−1
i=1 TN(i)+2θi)− (∑N−2

i=1 TN(i)+2θi
)+

(1−Pk(N))∏
N−1
i=1 Pk(i)

∫ ∑
N
i=1 TN(i)+2θi

∑
N−1
i=1 TN(i)+2θi

xdx

(∑N
i=1 TN(i)+2θi)− (∑N−1

i=1 TN(i)+2θi)

=
(1−Pk(1))(TN(1)+2θ1)

2
+

(Pk(1)(1−Pk(2)))(TN(1)+2θ1 +∑
2
i=1 TN(i)+2θi)

2
+ · · · · · ·

+
(1−Pk(N −1))∏

N−2
i=1 Pk(i)(∑N−2

i=1 TN(i)+2θi +∑
N−1
i=1 TN(i)+2θi)

2

+
(1−Pk(N))∏

N−1
i=1 Pk(i)(∑N−1

i=1 TN(i)+2θi +∑
N
i=1 TN(i)+2θi)

2

=
1
2

N

∑
i=1

i

∑
j=1

(TN(i)+2θi)(1−Pk( j))
i−1

∏
h=1

Pk(h)).

(4.29)

After Tp is derived, the duration of the consumer is connected to a cellular base station

or a Wi-Fi point should be determined. A generalized Gamma distribution [99] can be

used to describe the duration of time. We denote the expectation of this duration by η1,

and η1 is evaluated as follows:

η1 =
πR
2v

. (4.30)

where v represents the average speed of the producer. Here, every cell is assumed to be a

circle, and R is the radius of the cell.

In the case of moving of consumer (i.e. the consumer is not connected to the network).
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Let us denote the distance to the producer (number of routers on the path from consumer

to producer) before the moving by d and the new path after the moving by d̃. Let η2

denote the average time required for moving consumer relocation and reattachment to the

network. This implies that once the moving occurs, the consumer is not in the network

for time η2 . The average service time T2 in this case is given by

T2 = Tp +η2 +Tchunk(d̃). (4.31)

Let the probability that the consumer is reachable at any arbitrary time be denoted by r.

Then, we can calculate r as follows:

r =
η1

η1 +η2
. (4.32)

Using Equations (4.27) and (4.31), when consider the provider mobility, we can esti-

mate the mean service time for chunk in wireless network Wk,consumer as follows:

Wk,consumer = rTk,chunk(d)+(1− r)T2. (4.33)

Provider Mobility

To characterize provider mobility, the key problem needed to be addressed is that when a

provider is moving and becomes unreachable, the probability that the pending interest of

the consumer could be served by the in-network caching.
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The working flow as shown in Fig. 4.4. Assume that the duration of a provider’s con-

nection to a cellular base station or Wi-Fi point follows a generalized Gamma distribution

with η1 = πR
2v , and η3 is the average time taken for the new address of a provider to be

updated at all the relevant nodes. This implies that once the provider moves, the producer

is not reachable for interval time η3, Note that during this period, interests can still be

served if the requested data is present in any of the in-network caching along the path

to provider. Let the probability that the consumer is reachable at any arbitrary time be

denoted by ρ . Then, we can calculate ρ as follows

ρ =
η1

η1 +η3
. (4.34)

In the event that the provider moves, let ψ indicate the probability that the interest

will not be served by in-network caching. We have ψ = ∏
N−1
i=1 Pk(i). The average service

time after moving of provider T3 is given by

T3 = (1−ψ)(Tk,chunk(d)−ψ

d

∑
i=1

(TN(i)+2θi))+ψ(η3 +Tk,chunk(d̃)). (4.35)

Based on Equation (4.34) and (4.35) , the mean service time for chunk in wireless

network Wk,provider in term of provider mobility is given by

Wk,provider = ρTk,chunk(d)+(1−ρ)T3. (4.36)

Following our discussion so far, we derive the content delivery time based on two
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Figure 4.4: The work flow of Provider mobility

different scenarios of forwarding strategies for window size. Additionally, we evaluate

the average delivery time for chunks in wireless networks. In the next section, we will

validate our proposed model.

4.3 Validation and Performance Analysis

The effectiveness and accuracy of the developed analytical models are validated via a

modular NDN simulator ndnSIM [90], developed under the ns-3 framework. This open-

source simulator implements the CS, PIT and FIB data structures, and content retrieve

operations of ICN. For all the simulation scenarios mentioned, we run the simulations 50

times and present our findings based on the mean value of the simulation results.

We consider a population of M = 103 different contents, all the contents are evenly

allocated in K = 10 classes, each class has m = 100 contents which are split into chunks

of 1024 bytes. and the size of content is geometrically distributed with average δ = 103
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chunks. The content requests generated by mobile users are modeled by MMPP with total

intensity λtotal = 10 content/sec. Content popularity follows the Zipf distribution with the

exponent parameter α = 2. Jia et al. [84] indicates that the realistic Internet video content

of YouTube follows Zipf distribution with exponent α = 2. We assume each chunk with

the same size of 1024 Bytes, which has good bandwidth savings result in ICN scenario

[91]. In our experiment, we use the topology shown in Fig. 4.2. The propagation delay

between two nodes has been set as 10 ms and the bandwitch capacity is allocated with

0.1 Gbps. Every router is equipped with a cache with size c = 105 chunks (0.1GBs) and

implement an LRU replacement policy.

4.3.1 Validation

Based on ndnSIM, we run simulations under two extreme forwarding strategies. One of

the forwarding strategies is that a new interest is only emitted after an existing interest

has been satisfied, so we call it the single window strategy. Another forwarding strategy

is to send all the interests of content at once, which we refer to as ”infinite window”.

Under the same setting of parameters with simulations, we calculate the content delivery

time using our PIT based model (PM) and the model in chapter 3 (BM), which does

not consider the impact of PIT. Then we compare and analyze the numerical results of

the two models and the simulation results. As depicted in Fig. 4.5 .Compared with the

QM, our new model is closer to the simulated result, particularly for classes 2 and 3.

The content of classes 2 and 3 are more likely to be aggregated in the PIT because they

have a lower probability of being stored in the cache when compared with class 1 and a

greater likelihood of being requested when compared with other classes. Comparing the

content delivery time depicted in Fig. 4.5. There is a large difference in the delivery time

of two different strategies. Content delivery time can be significantly decreased if the

70



(a) single window strategy

(b) infinite window strategy

Figure 4.5: Average content delivery time with α = 2

window size reaches infinity. However, it will cause network flooding if all the interests

are emitted at once. Hence, a suitable forwarding strategy that is both within the tolerance

of the network and provides efficient content delivery is important in ICN. In this regard,

our model can serve as a foundation for further research in the forwarding strategy area.

The model can also be applied to different forms of content dissemination. A further

type of short-form video content is user-generated content (UGC),whose popularity is

calculated using the Zipf distribution, with parameter α typically between 1.2 and 2.0.

[100, 101]. As shown in Fig. 4.6, since the α is decreasing, content requests can be more

diverse, thereby resulting in more content being hit at PIT. Compared to the results of
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(a) single window strategy

(b) infinite window strategy

Figure 4.6: Average content delivery time with α = 1.3

BM, our model is more accurate with the decreasing of the popularity distribution α .

Taking both Fig. 4.5 and Fig. 4.6 into account, it is obvious that the window size

has a big impact on content delivery performance. Ideally, the window size should be set

equally to the number of chunks in the content. However, all the interests of the contents

are sent out together may cause network congestion. In parallel, the kernel buffer of

consumer could not be infinite. Therefore, it remains an open issue as to how to allow

W vary over time through a sliding window control to achieve the most efficient content

delivery in the future.
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Figure 4.7: Number of iteration till convergence with α = 1.3

4.3.2 Performance Analysis

In this subsection, we first use our proposed PIT miss rate calculation method to predict

the impact of the Zipf exponent α on PIT miss rate, after that, the developed model is

used as a cost-efficient tool to predict the impact of the number of different content M and

cache size c on the performance of content transfer of ICN under bursty content requests.

Here, we demonstrate how long it takes PIT miss rate to reach convergence by our

proposed method of PIT miss rate calculation. As shown in Fig. 4.7, for α = 1.3, it takes

more than 100 times of iteration to reach the convergence, while when α = 1.5, which

shown in Fig. 4.8, only need less than 30 times to reach convergence. α = 1.7, as depicted

in Fig. 4.9, just need 12 times to convergence. This illustrates

As far as the α of Zipf distribution influences the effectiveness for PIT miss rates to

reach convergence. In Fig. 4.10, the impact of α on PIT miss rate is depitcted. It is
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Figure 4.8: Number of iteration till convergence with α = 1.5

Figure 4.9: Number of iteration till convergence with α = 1.7
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Figure 4.10: PIT miss rate for different Zipf distribution α

observed that PIT miss rates increase as α increases. High value α means the gap of

distribution for different class is large, which leads to the interval of two consecutive re-

quest increases. Consequently, the probability that a new interest will not find a duplicate

interest stored in the PIT increases.

In following work of performance analysis, α and window size have been allocated

with α = 2.0 and W = 1. The result cache size c influence on the performance of content

delivery is shown in Fig. 4.11. When the cache size grows, the number of contents stored

close to the consumer increases, improving the cache hit rate and decreasing the impact

of request aggregation, and finally, reducing the delivery time of content.

The population of different contents M also plays an important role in predicting con-

tent delivery time. With K = 10 classes. The number of contents of each class m is

adapted accordingly. The result is depicted in Fig. 4.12. When the number of contents

of each class m grows, the number of contents stored close to the consumer decreases,

reducing the cache hit rate, and finally, increasing the delivery time of content.
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Figure 4.11: Content delivery time predicted by the model for different cache size c

Figure 4.12: Content delivery time predicted by the model for different content population M

4.4 Summary

In this chapter, we have characterized the miss rate of PIT and investigated the impact

of PIT on content delivery time under bursty requests in ICN. Since the complexity of

calculating the content delivery time of the superposed MMPP grows exponentially, we

approximate the multi-state MMPP with a 2-state MMPP to make computation easier.

Our proposed model has been used to predict the influence of chunk transmission window

size on content transfer performance. We also developed an analytical model to evaluate

the mean service time based on consumer and provider mobility. In comparison with
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the simulation results, the experimental results demonstrate the accuracy of our proposed

model.
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Chapter 5

Modelling Distribution of Content

Delivery Time and Minimal Pending

Interest table size in ICN

5.1 Introduction

The Pending Interest Table (PIT) is one of the essential components of content retrieval

in ICN [76]. The function of PIT is to keep track of the interface of incoming interest (the

request for chunk) to allow requested chunks to be returned back to the consumer. PIT

can also aggregate requests for the same chunk to avoid chunk requests flooding. In order

to ensure the proper operation of the PIT in ICN routers, the PIT is required to operate at

wirespeed in the forwarding plane [75, 76, 76, 77, 79]. This makes PIT a costly resource,

where the cost of an ICN router increases with its increasing size. Hence, for cost-saving

purposes, allocating a very small size to the PIT seems to be a reasonable decision. How-

ever, ICN routers with inadequate PIT sizes may cause unacceptably high drop rates for

interests arriving at the router. If the drop of interest occurs, the content delivery time will

be adversely affected because the content needs to be retransmitted, thus increasing the
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delay experienced by consumers. Thus, in order to ensure that interests drop rate less than

the requirement, it is necessary to have an analytical model that determines the minimum

PIT size. Such a model could be used to investigate the relationship between PIT size and

content delivery time. As ICN holds the promise to become the next generation Internet

architecture. The developed analytical model can be applied to industries as well. For

example, a minimal PIT size could result in cost savings when deploying ICN routers by

Internet service provider.

In ICN, a consumer retransmits the interest packet if the corresponding chunk packet

is not received within a retransmission timeout (RTO) interval [65]. Like the calcula-

tion method of RTO in IP networks, it relies on the predicted Round Trip Time (RTT),

which is the time interval between the transmission of the Interest packet and arrival of

the corresponded content [65]. However, because of in-network caching, the transmis-

sion delay can vary significantly, which makes it harder to exactly estimate RTT [63].

To provide reliable delivery, a timer is encoded in each unsatisfied Interest packet, and

requests are retransmitted when the timer expires [64, 65]. Our previous work as shown

in chapter 3 and 4 has predicted the Virtual Round Trip Time (VRTT). VRTT, however,

only represents the average time that elapses between dispatching the chunk request and

receiving it, which is not appropriate for designing the interest timeout in ICN. It is more

intuitive to design the interest timeout when you have the distribution of RTT. Therefore,

to accurately predict the RTO in ICN, we propose an analytical model that exhibits the

distribution of RTT, which we refer to as elapsed time distribution in this chapter.

The rest of this chapter is organised as follows: Section 5.2 derives the comprehen-

sive analytical model to determine the minimum PIT size. An analytical model for the

distribution of RTT in ICN is also developed in this section. The accuracy of the devel-

oped model is validated in Section 5.3through extensive simulation experiments. Finally,
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Section 5.4 concludes this chapter.

5.2 Analytical Model of PIT Occupancy

In this section, we model the PIT occupancy in ICN router under bursty arrival to find

the minimal PIT size and the distribution of interest elapsed time at consumer. In order

to do this, the detailed description of our model is presented in the first subsection. After

that, the input process at PIT will be introduced. Then, we derive an expression of mean

service time. Finally, we derive the minimal PIT size and the elapsed time distribution of

interest.

5.2.1 Model of PIT occupancy of router

In this subsection, a model of PIT occupancy of ICN router has been proposede. The

detailed description of our model and the parameters used in this chapter can be found

below.

In our model, we assume that the arrival of consumers generated interests follows

Markov Modulated Poisson Process (MMPP), which is a doubly stochastic process. MMPP

has been widely applied in modeling the bursty content requests of real communication

systems since it could describe how arrival changes with time shifting while remaining

computationally tractable. The details of interests arrival after filtering by the content

store (CS) are discussed in section 5.2.2. We assume that the elapsed time between the

dispatch of interest and the reception of corresponding data of interest follows an expo-

nential distribution with mean µ . The detail of service time µ of the queuing model can

be found in section 5.2.3. We define the size of our PIT as C interests, i.e., no more than

C interests can be stored in the PIT table.

In existing research on PIT [80], additional buffers are not taken into account. On the

basis of our analysis of previous work, the PIT system does not use an additional buffer

80



Figure 5.1: Traffic flow in ICN router

for the reason that router has limited resources and PIT requires to work at wirespeed.

Thus, an extra buffer will significantly increase the cost of router. Furthermore, the ex-

periment results indicate that even with an extra buffer at PIT, the content delivery time

is approximately equivalent to the strategy of dropping and retransmitting the interest if

PIT is full. Consequently, The maximum interests in our queuing model is equivalent

to the PIT size C. With attributes have been defined, the PIT occupancy of ICN router

can be modelled as a MMPP/M/C/C queue. To facilitate reading, the notations of system

parameters are summarised in Table 5.1.

Table 5.1: SYSTEM PARAMETERS INVESTIGATED IN CHAPTER 5

Parameter Meaning
C PIT size (number of interest could be stored in PIT)
N System size at PIT
K Number of different popularity classes
δ Average content size in number of chunks
α Zipf exponent
ξ The maximum desired interest drop rate
θi The propagation delay from node i−1 to node i
π Stationary probability Vector of the PIT
πi The steady state distribution of i interests in the system
λk Content request rate for class k
qk(i) Popularity distribution for class k at node i
pk(i) Cache miss rate for class k at node i
ppit,k) The PIT miss rate for content of class k at the first router
Pk(i) Total Miss probability for class k at node i
TN(i) Queueing delay for one chunk experienced at node i
RVRTTk(i) The residual virtual round trip time of class k at node i
E(T ) Elapsed time distribution of interest at the consumer
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5.2.2 Input process at PIT

In this subsection, we describe the arrival of interests after filtering by the content store

and PIT aggregation. As shown in Fig. 5.1, when interest generated by consumers reaches

the router, There are three different scenarios that can occur in ICN routers. The first

scenario is when interest arrives at a router, the router first checks whether the chunk

requested by the interest has been cached on the content store (cache) of the router. If a

hit occurs, the router will return the corresponding chunk back. In the event of a miss,

interest will meet the second scenario. As shown in Fig. 5.1. The interest will first be

delivered to the PIT. Then the router looks up the PIT which stores the interests that are

pending for service. If an interest is already stored in the PIT, then the new income of

interest will update the information stored in the PIT to add the network interface of the

incoming interest, and the new interest will not be forwarded to the next router. In the

event that the new interest arrival finds no match in the PIT, it will jump to the third

scenario of Fig.5.1. The router will add the information of the new interest into the PIT.

A Forwarding Information Base (FIB) is then searched, which maps name prefixes to the

next hop router, and finally, the interest is forwarded to the next router. A potential interest

that could possibly arrive the PIT queueing system is one that has missed both the content

store and PIT.

To model the realistic network, we consider M contents are equally divided into K

classes and let the mean interest arrival rate be λk. Each class represents a specific type

of service that contains m = M/K different contents. Furthermore, contents belonging

to class k are requested with the identical probability qk following the Zipf distribution,

where Zipf distribution is widely used for characterizing the popularity of Internet.

As MMPPs are superposed the state space of the resultant MMPP grows exponentially.

The m state MMPP has been approxiamted by a 2-state MMPP based on the technique
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of matching the first three noncentral moments of the instantaneous arrival rate of the

MMPP, which is characterized by an infinitesimal generator Qk of the underlying Markov

process as well as the coefficient matrix Λk. Matrix Qk and Λk are given by

Qk =

−σ12 σ12

σ21 −σ21

 , Λk =

λk1 0

0 λk2

 . (5.1)

where σ12 indicates the transition rate from state 1 to state 2, and σ21 donates the

transition rate from state 2 to 1. The request arrival rate is λk1 when the Markov chain is

in state 1 and request arrival rate is λk2 when the Markov chain is in state 2. according

to the definition of MMPP in cookbook [95], The steady-state vector πk need to satisfy

πQ = 0 and πe = 1, where e = (1,1, ...,1)T is the column vector. We also have the

normalizing equation π1 +π2 = 1. On the basis, we have

π1 =
σ21

σ12 +σ21
, π2 =

σ12

σ12 +σ21
. (5.2)

then, the mean arrival rate of the 2-state MMPP arrival in steady state, λk is given by

λk = λk1 ×π1 +λk2 ×π2 =
σ21λk1 +σ12λk2

σ12 +σ21
. (5.3)

The process of deriving the superposition of K individual 2-state MMPPs could be

found in section 4.2.1. From the steady-state vector πππ and arrival rate vector λλλ , it can

derive the mean arrival rate λtotal of the composite MMPP as follows

λtotal = πππλλλ . (5.4)

Following the above analysis of superposed MMPP, we are able to model the interest
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Figure 5.2: State transition diagram of MMPP(2)/M/C/C

arrival distribution at the content store. As described, a potential interest that could possi-

bly arrive the PIT queueing system is one that has missed both the content store and PIT.

Let pk and ppit,k be the average cache miss rate and PIT miss rate for interests of class k.

The detail of how to calculate average cache miss rate and PIT miss rate can be found in

chapter 4. The input MMPP for class k at router has been be defined as {Qk,Λk}. Then

the arrival rate of PIT queueing system for class k, Λpit,k can be derived as

Λpit,k = pk ppit,kΛk. (5.5)

A superposition of MMPPs results in an exponential growth of the state space of the

resultant MMPP. It is difficult to direct build up the transition rate matrix of the super-

posed MMPP. Hence, we implement the technique of Kathleen [97] to approximate the

multistate state MMPP with a special case of the 2-state MMPP called Interrupted Poisson

Process (IPP). The approach taken by Kathleen is to match the first three noncentral mo-

ments of the instantaneous arrival rate of the MMPP. As we already get the steady-state

vector πππ infinitesimal generator Q and arrival rate vector λλλ of the superposed MMPPs
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according to the above calculation. [99] give a brief introduction of how to approximate

a superposed MMPPs into a IPP.

In this subsection, we derive the interest arrival distribution after filtering by the con-

tent store and PIT aggregation. Following the input process for the queueing model, we

will discuss the average service time of the queueing model in the next subsection.

5.2.3 Average service time

The average service time for class k is the residual virtual round trip time of class k at the

assessed router. The details of determining the residual virtual round trip time of class k

are outlined in chapter 4. We briefly summary the methodology in this subsection.

Let pk(i) donate the cache miss probability for content of class k at the intermediate

node i. Under the assumption that all caches adopt the Least Recently Used (LRU) cache

replacement policy, pk(i) can be derived through the following expression

pk(1) = e−
λ

m qkg(1)cα
1 = e

−(
C1

mδΓ(1− 1
α )

)α

. (5.6)

where C1 and δ represent the cache size of the first router and average content size in

number of chunks. The PIT miss rate for content of class k at the first router ppit,k can be

written as

ppit,k = e−
λk
m (1−pk(1))RVRTTk(1). (5.7)

We use qk(i) to represent the popularity distribution for class k at ith router. Having

qk(1) follow the Zipf distribution at the first router, the popularity distribution at the ith

router can be written as

qk(i) =
qk ppit,k ∏

i−1
j=1 pk( j)

∑
K
l=1 ql ppit,l ∏

i−1
j=1 pl( j)

. (5.8)
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We can derive the probability of interest for class k miss on both the cache and PIT at

router i as follows:

Pk(i) = pk(1)
(

ci
c1
)α ppit,k ∏

i−1
j=1 pk( j)

, ∀i > 1. (5.9)

The residual virtual round trip time RVRTTk can be obtained by

RVRTTk( j) =
N

∑
i= j

(TN(i)+2θi)
i

∏
l=1

Pk(l −1). (5.10)

where θi indicates the link delay from node i−1 to node i and TN(i) is the queueing delay

for one chunk experienced at node i. As we have the popularity distribution at the ith

router qk(i), The average service time for interest at node i is given by

1
µ
=

K

∑
i=1

RVRTTk(i)∗qk(i). (5.11)

Based on the expression, we can discover that the average service time follows an

exponential distribution

5.2.4 Minimal PIT size

In the subsection, based on the result of section 5.2.2, we use 2-state MMPP to describe

the arrivial of interest after filtering by the content store and PIT aggregation. Two arrival

states correspond to two Poisson process with arrival rate λ and 0 separately. Fig.5.2

shows the state transition of the MMPP(2)/M/C/C queueing system.

According to the diagram of state transition, the corresponding transition matrix Q

can be given as
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Q =



q0

q1

. . .

qC


. (5.12)

The sub-matrices q0, q1 and qC are shown in Eq. (5.13).

q0 =

−(λ +α) α λ 0

β −β 0 0



q1 =

µ 0 −(λ +α +µ) α λ 0

0 µ β −(β +µ) 0 0



qc =

Cµ 0 −(λ +α +Cµ) α 0 0

0 Cµ β −(β +Cµ) 0 0

 .

(5.13)

We assume πi is the steady state distribution of i interests in the system. The steady state

vector πi need to satisfy

πQ = 0

C

∑
i=1

πie = 1.
(5.14)

According to the detailed balance equation, the stationary distribution of the number

of interests in the queueing system can be derived as

πie =
d
i!
(

λβ

αµ +β µ
)i, i ≤C. (5.15)

where d is a constant satisfying ∑
C
i=1πie = 1.

To derive the minimal size of PIT at router, we calculate the steady state vector π of
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Figure 5.3: Network topology: 5 × 5 two-dimensional torus network with one repository connect-
ing to a random node.

our MMPP/M/C/C queueing model. Based on the arrival theorem of queueing theory, πC

indicates that PIT is full and the incoming interests will be dropped. Accordingly, the

drop rate at the PIT is πC, Let the ξ represents the maximum desired interest drop rate.

The minimal size of PIT is subject to

πCe < ξ , C ∈ N+. (5.16)

In this subsection, we provide a methodology for finding the minimum PIT size at the

router. Next, we will model the elapsed time distribution of interest at the consumer.

5.2.5 Elapsed time distribution

It is of interest to us to examine the elapsed time distribution of interest at the consumer

because it can be used to represent the distribution of content delivery time. This model

can be used to estimate the impact of network parameters on distribution of content de-

livery time. Researcher could utilize the elapsed time distribution of interest to assign a

desirable interest timeout.
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In the previous subsection, PIT occupancy is modeled as MMPP/M/C/C queueing at

the router level. An extra buffer at the router level was not considered due to the fact

that it would increase the cost of the ICN router without decreasing the average delivery

time. On the consumer side, the cost of extra buffer at consumer side is not expensive.

Moreover, when an interest finding PIT on the consumer side is full, allowing the interest

to wait in the queue of the PIT is preferable to dropping it and retransmitting it. L and

C indicate the interest buffer and PIT size at consumer respectively. Let N = C + L,

we could model the PIT occupancy at consumer side as a MMPP/M/C/N queue. The

transition matrix Q of the queueing model can be written as

Q =



q0

q1

. . .

qC

qC+1

. . .

qN



. (5.17)

The difference between the transition matrix of MMPP/M/C/C and MMPP/M/C/N is

qC =

Cµ 0 −(λ +α +Cµ) α λ 0

0 Cµ β −(β +Cµ) 0 0



qN =

Cµ 0 −(λ +α +Cµ) α 0 0

0 Cµ β −(β +Cµ) 0 0


qi = qC, ∀i ∈ (C,N).

(5.18)

With steady state distribution satisfy πQ = 0 and ∑
C
i=1 πie = 1, the steady state distri-
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bution of the MMPP(2)/M//N can be written as

πie =


d
i!(

λβ

αµ+β µ
)i, i ≤C

d
C!Ci−C (

λβ

αµ+β µ
)i, C < i ≤ N.

(5.19)

After derived the steady state distribution of the queueing model, we start to analyze

the elapsed time distribution of the interest. The arriving interest may encounter two

mutually exclusive situations. In the first instance, when an interest arrives and the PIT

is not full, the interest will be forwarded immediately and the information of the interest

will be stored. Another scenario is when an interest arrives and the PIT is full, then the

interest can be buffered as it arrives.

Let X(t) and Y (t) be the service and the waiting time of the CDFs when the state is k,

respectively. As the queue is modeled as a MMPP/M/C/N queue, X(t) and Y (t) follow

the exponential and the Erlang distributions, respectively, and are given by

X(t) = 1−ueut (5.20)

Y (t) = 1−
i−C

∑
j=0

e−Cµx(Cµx) j

j!
(5.21)

Thereby, the elapsed time distribution of the interest E(t) can be written by
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E(t) =
C−1

∑
i=0

πieX(t)+
N

∑
i=C

πieP(X(t) | Y(t))

=
C−1

∑
i=0

πie(1− e−µt)+

N

∑
i=c

πie
∫ t

0
(1−

i−C

∑
j=0

e−Cµx(Cµx) j

j!
)µe−µ(t−x)dx

=
N

∑
i=0

πie(1− e−µt)−
N

∑
i=C

πie
i−C

∑
j=0

(Cµ) jµe−µt

(Cµ −µ) j+1 ·∫ t

0
(Cµ −µ)k+1 x je−(C−1)µx

j!
dx

=
N

∑
i=0

πie(1− e−µt)−
N

∑
i=c

πie(
i−C

∑
j=0

(Cµ) jµe−µt

(Cµ −µ) j+1

· (1−
j

∑
a=0

(Cµt −µt)a

a!
e−(C−1)µt).

(5.22)

In this section, we model the PIT occupancy in ICN router as a MMPP/M/C/C queue,

we also derive the elapsed time distribution of interest to help allocate an appropriate

interest timeout. To demonstrate the accuracy of our model, we will discuss the validation

of our model in the following section.

5.3 Validation and Performance Analysis

In this section, we evaluate the performance of our proposed PIT occupancy and elapsed

time distribution of interest stay in the PIT of the consumer based on a modular NDN

simulator ndnSIM [90], which developed under the ns-3 framework. This open-source

simulator implements the CS, PIT and FIB data structures, and content retrieve operations

of ICN. For all the simulation scenarios mentioned, we run the simulations 50 times and

present our findings based on the mean value of the simulation results.

We consider a population of M = 1000 different contents. All the contents are evenly

allocated in K = 10 classes, each data packet is 1024 bytes. Every router is equipped with

a cache capable of storing 1 percent of all content available on the Internet. There are 5
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consumers connected to the edge router. The content requests generated by consumers

are modeled by MMPP with total intensity λtotal = 7.5 content/sec. We adopt a two-

dimensional 5×5 torus network as shown in Fig. 5.3. Torus is adopted as the topology

since it can be formed into different topologies according to our needs. For example, when

using deterministic routing, a torus topology can be modified into a cascade topology. In

this chapter, we use the shortest path routing method in the torus topology. The link

capacities and delays are set as follows. This link between the outermost node has a

capacity of 0.1 Gbps and a 5 ms propagation delay. The link between the outermost and

internal node has a capacity of 0.5 Gbps where propagation delay is 10 ms. The link

between the internal node has a capacity of 1 Gbps and the propagation delay is 20 ms.

5.3.1 Validation

In this subsection, we first use our proposed model to estimate the minimal PIT size at

the bottleneck router of the ICN network under different thresholds of drop rate ξ . In the

simulation, after driving the minimal PIT size through our model, we set the derived value

as the PIT size of the bottleneck router to record the interest drop rate in the simulation.

0.001, 0.01, 0.05, 0.1, 0.2 are the values chosen for ξ in the model. The results are

depicted in Fig.5.4. The figure reveal that the analytical performance results closely match

those obtained from the simulation experiments based on the thresholds of drop rate. The

result also shows that the minimum PIT size increased as the requirement for ξ decreased.

We now evaluate the elapsed time distribution, The PIT size at consumer is 5, with

extra buffer of 5 interests (L=5). As shown in Fig. 5.5, the delay distribution obtained

from simulation is very close to the results of our model, validating the accuracy of the

developed analytical model. Accordingly, the value of RTO can be allocated based on the

acceptable drop rate of interest.
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Figure 5.4: Effect of ξ on optimal PIT size

Figure 5.5: Elapsed time distribution

5.3.2 Performance Analysis

In this subsection, the developed model is used as a cost-efficient tool to estimate the

impact of the network traffic λtotal and cache size l on the minimal size of PIT in the ICN

network.

We first study the effect of varying request arrival rate on the minimal PIT size. The

value of λtotal are 7.5, 10, 12.5, 15, 17.5 and 20. The value of ξ is set to 0.01 for all

the cases. As depicted in Fig. 5.6, with the increase in the content arrival rate λtotal , the

minimal PIT size has risen. This is due to the fact that high arrival of requests causes
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Figure 5.6: Effect of request arrival rate on the minimal PIT size

Figure 5.7: Effect of cache size on the minimal PIT size

more interest to need to be stored in PIT

We then examined the effect of cache size on the minimal PIT size. The value of

cache are 1%, 2.5%, 5%, 7.5% and 10% of content universe. As shown in Fig. 5.7. The

minimal PIT size of router decreased with the increase of cache size. It is due to the fact

that only if the interest misses at the cache, it will be sent to the PIT. By increasing the

cache size, the cache miss rate will decrease, thus resulting in fewer interests being sent

to the PIT
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5.4 Summary

In this chapter, we have modeled the PIT occupancy of ICN router under bursty arrival

using a MMPP/M/C/C queue. The aggregation of PIT interests and filtering of content

stores are taken into consideration to drive the arriving interest at PIT. The model for

estimating the service time for interest has also been developed. Based on our proposed

model, we present a methodology for determining the minimum PIT size at the router.

Additionally, the elapsed time distribution of interest at the consumer was modeled to

help determine the threshold of interest timeout. Moreover, the accuracy of our analytical

model has been demonstrated by comparing it to simulated results.
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Chapter 6

Conclusions and Future Work

In this thesis, the content transfer performance in ICN has been evaluated. In the academic

research, having a unified and accurate analytical model of content delivery in ICN is

imperative. Such a model could be exploited to evaluate the performance of different

cache replacement policies and to monitor the Quality of Service (QoS) of services, which

are important for the wide adoption of ICN. As ICN holds the promise to become the

next generation Internet architecture. The developed analytical model can be applied to

industries as well. For instance, short-form video platforms such as TikTok and Instagram

Reels can use the model as tool to investigate the content delivery time based on different

popularity. When the delivery time of different popularity of content is known, short-

form video platforms can devise strategies for those videos whose delivery time exceeds

the consumers’ maximum waiting time. For example, when a short-form video platform

requests extra time to deliver a video, it might invite customers to engage in a mini-game.

‘

6.1 Conclusions

This research work has presented new analytical models for performance evaluation of

ICN content transfer in the presence of practical network environment for multimedia
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Services. The accuracy of the proposed models has been validated through comparing the

analytical results with those obtained from simulation experiments of an ICN simulator,

ndnSIM. The developed analytical models have been used to explore the impact of the

key networking metrics on the performance of ICN content transfer. Moverover, a new

analytical model for PIT occupancy has been developed to determine the minimal PIT

size. We also proposed an analytical model that exhibits the distribution of RTT to help

design the timeout of the interest. The main contributions of this research are summarised

as follows:

• To evaluate the performance of content transfer in ICN considering various con-

tent requests and service popularity, an analytical model has been developed by

exploiting the queueing network theory. As one of the key components of content

transfer delay, queueing delays have been taken into account in each intermediate

router. The proposed model has been used to investigate the performance of content

transfer under arbitrary network topology. Extensive ICN simulation experiments

based on the ns-3 framework have been performed to validate the effectiveness and

accuracy of the analytical model.

• A novel analytical model has been developed to evaluate the content transfer perfor-

mance of ICN under bursty multimedia content requests. MMPP has been adopted

by the model to capture the bursty characteristics of multimedia services. The PIT

miss rate as the key performance index of ICN has been derived to accurately eval-

uate content delivery time. The proposed model has been used to examine the

influence of chunk transmission window size on content transfer performance. The

accuracy of the analytical model is validated through extensive simulation experi-

ments.
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• ICN is intrinsically compatible with wireless networks. To evaluate the mean ser-

vice time of interest in wireless network of ICN, an analytical model has been de-

veloped. The model considers both the mobility of the consumer and the mobility

of the provider in evaluating the chunk-level transfer performance.

• In order to determine the minimum PIT size at the router in accordance with the

interest drop rate requirement, an analytical model of PIT occupancy has been de-

veloped. Additionally, the elapsed time distribution of interest at the consumer was

modeled to help determine the threshold of interest timeout. Moreover, the accu-

racy of the analytical model has been demonstrated by comparing it to simulated

results.

6.2 Future Work

The research of this thesis mainly concentrates on analysis of content transfer perfor-

mance in wired and wireless ICN with heterogeneous multimedia traffic and arbitrary

topology. As a panacea for content-oriented Internet service, ICN provides potential so-

lutions to various problems in the current host-based communications. The main research

outcomes achieved in the research can be extended to accommodate several interesting yet

challenging research directions and can benefit other emerging networking technologies.

• Interest rate control proposed for CCN is initially a simple pipelining. If we keep

the value sliding window control equal to one, where W = 1, the forwarding of a 1

MB file, however, still requires over 20 seconds as shown in chapter 4. Moreover,

If the link delay increases, for example, content retrieval between two countries, the

content delivery time will be influenced by the link delay more significantly. It may

be opposed to ICN’s quick retrieval feature. Currently, it remains an open issue how

to let W vary over time through a sliding window control W .
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• Experiment result shows that the capacity utilization of content store after the first

three routers decreases significantly. Due to this, we aim to find a method for im-

proving the utilization of the cache resources of routers except for the three front-

facing routers. Considering that the content’s name is transparent to the ICN, it

provides the router with the opportunity to determine the popularity of the content

based on the content’s name. It is our goal to develop a statistical analysis system to

analyze names with high popularity over a period of time and within a geographic

region. The system could be implemented on edge computing resources or in a

data center. Delivering the analytical results to each router periodically in order

to inform them of the popularity of content, thereby enabling the router to make

decisions regarding which content should be cached. A router may also employ a

hybrid strategy for replacing caches.

• There is no clear consensus regarding the use of hierarchical or flat names. Hi-

erarchical names can be human-readable and are easier to aggregate in principle,

but it is unclear whether they can scale to Internet levels without turning into DNS

names due to aggregation. Conversely, flat names are easier to manage, they do

not impose processing requirements for longest prefix matching, they can be self-

certifying, and they can be handled with highly scalable structures such as DHTs,

but it is uncertain whether DHTs can provide satisfactory performance. It is also

unclear how the router’s FIB could contain such a large table since all names of

content need be stored. The bottleneck of ICN structure needs to be addressed to

rekindle the research interest of ICN among the research institutes.

• A notable trend in wireless networks is the deployment of cache-enabled small

base stations (SBSs) to offload traffic from macro base stations (BSs). There has
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been much attention paid to caching content at small BSs in order to enhance the

quality of service for users and to alleviate congestion in the backhaul connection

[102–104]. Nevertheless, this heterogeneous wireless infrastructure may have one

shortcoming: small BSs are connected to the core network through low-capacity,

unreliable backhaul links because of high density and cost constraints. Therefore,

these small cell solutions alone will not be sufficient to meet the QoS requirements

associated with peak traffic volumes.

There is a promising solution that can enhance the accessibility of service contents

by storing the most popular contents in the local caches of SBSs. However, select-

ing the content that should be cached in the limited storage space available at the

SBSs is an NP-hard problem. In [105], a mobility-aware heuristic solution has been

proposed to address the NP-hard optimisation problem of maximising the caching

hit ratio of mobile users. Additionally, in the current work, the popularity distribu-

tion is assumed to be well known. In practice, such assumption is not justified, thus

learning-based approaches have been proposed to estimate the popularity distribu-

tion in [102, 106]. Since the estimation process requires real-time response and is

computationally intensive, it poses new challenges. Thus, intelligent caching place-

ment strategies based on learning-based approaches are noteworthy for improving

the quality of service.

• An outstanding advantage of ICN is the ability to deploy ubiquitous caching across

unreliable networks in order to increase resilience. However, ICN will pose signif-

icant challenges in terms of content discovery when it is used in mobile networks,

particularly MANETs and DTNs [62]. Compared with host-centric routing, ICN-

based wireless environments are characterized by frequent routing churn due to
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caching and replacement behavior of network contents. In order to address the un-

predictable content relocation problem in a mobile network, we must design and

implement an efficient name resolution and routing mechanism. In the process, the

caching of unpopular contents should be properly tackled. Because the potential

gains may be unsatisfactory by using more sophisticated structured routing policies

(e.g., GHT) to deal with unpopular contents [107].
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