
Simulating the impact of stellar flares
on the climate and habitability of
terrestrial Earth–like exoplanets

Robert James Ridgway

50 0 50 100 150 200 250 300 350
Time (days)

0 0

10 10

20 20

30 30

40 40

50 50

60 60

70 70

80 80

Do
bs

on
 U

ni
ts

Ozone Column Comparison
Control
Flare_UV
Flare_Full
Mean_Flare

Dayside
Nightside

Submitted by Robert James Ridgway to the University of Exeter as a thesis for

the degree of Doctor of Philosophy in Physics, May 2023.

This thesis is available for Library use on the understanding that it is copyright

material and that no quotation from the thesis may be published without proper

acknowledgement.

I certify that all material in this thesis which is not my own work has been

identified and that any material that has previously been submitted and

approved for the award of a degree by this or any other University has been

acknowledged.



Front pagefigure (Figure 5.12): Thehemispherically averagedmeanozone column

of the day–side and night–side from the simulations in this work, subjected to

stellar flares. See Chapter 5 for details.

b



Abstract

Stellar flares present challenges to the potential habitability of terrestrial planets

orbitingM dwarf stars through inducing changes in the atmospheric composition

and irradiating the planet’s surface in large amounts of ultraviolet light. To ex-

amine their impact, we have coupled a general circulation model called the Met

OfficeUnifiedModelwith a chemical kinetics scheme to examine the response and

changes of an Earth-like atmosphere to stellar flares and coronal mass ejections.

I have implemented enhancements to the chemical kinetics framework to include

the effects of photolysis, stellar energetic protons, and deposition. This was tested

with a series of chemical networks with increasing complexity. I find that a M

dwarf with stellar flares increases the amount of ozone in the atmosphere by a

factor of 20 compared to aquiescentMdwarf. I find that coronalmass ejections abi-

otically generate significant levels of potential bio-signatures such as N2O, and do

not have a large impact on the amount of ozone. The changes in atmospheric com-

position cause a moderate decrease in the amount of ultraviolet light that reaches

the planet’s surface, suggesting that while flares are potentially harmful to life,

the changes in the atmosphere due to a stellar flare act to reduce the impact of the

next stellar flare.
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Chapter 1

Introduction

Extrasolar planets, also known as exoplanets, are planets which orbit stars other

than the Sun. Ever since the first detection of an exoplanet by Wolszczan & Frail

(1992) and the first discovery of an exoplanet around a main-sequence star Mayor

& Queloz (1995),

As of the time of writing, 5292 exoplanets are known to exist1, with many more

waiting to be detected by future instrumentation and missions. Recent missions

such as Kepler (Borucki et al., 2010), and TESS (Ricker et al., 2014) have discovered

thousands of exoplanets.

We have been able to study exoplanetary atmospheres for some time (Charbon-

neau et al., 2002), giving us the ability to characterise exoplanetary atmospheres,

gaining some understanding into their compositions and chemistry. A recently

launched mission that will greatly improve our understanding of exoplanetary

atmosphere is the James Webb Space Telescope (JWST), which will help us shed

light on exoplanets and their atmospheres.

For the foreseeable future terrestrial planets orbiting M dwarf stars represent our

best opportunity of potentially identifying a habitable world beyond the solar sys-

tem. As we currently have evidence of only one inhabited planet, Earth, we are

1http://exoplanet.eu/, obtained on December 6th, 2022
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focusing efforts to identify potentially habitable worlds through the lens of life on

Earth. However, although efforts are underway to identify targets amenable to

follow–up characterisation as similar to the Earth as possible in terms of host star,

orbital parameters etc.2 these efforts are not expected to yield results in the near–

future. Currently, our sample of potentially habitable planets, essentially defined

as planets orbiting at a distance from their star such that liquid water could be

present on their surface (i.e. in the ‘habitable zone’, or HZ, Kasting et al., 1993),

are dominated by those orbiting M dwarfs. Planets orbiting M dwarfs in the HZ

must have shorter periods than those orbiting Sun–like G dwarfs, due to the lower

luminosity of the central star. This shorter period combined with the ubiquity of

M dwarfs and the more favourable planet–to–star radius and mass ratios make

detection and atmospheric characterisation much more feasible for these planets

compared to their G dwarf counterparts. For some of these M dwarf hosted plan-

ets itmay even be possible to obtain constraints on their atmospheric compositions

in the near future, vital for determining potential climates (De Wit et al., 2018).

The study of potentially habitable terrestrial exoplanets orbitingMdwarfs is likely

to play a pivotal role in answering one of the most significant and long–standing

questions facing humankind: whether life on Earth is a unique and singular oc-

currence. This major, overarching, goal encompasses and requires contributions

from a wide range of research disciplines. Exoplanet research has an opportunity

to make a vital contribution to help unravel this puzzle.

However, there are several difficult challenges to our ability to understand and

interpret the climates of any particular target. M dwarfs are cooler, smaller and

often much more prone to stellar activity than G dwarfs. The M dwarf HZ is

so close to the star that tidal forces are expected to rapidly force the planet into

a circular orbit and becoming tidally locked (the same side of the planet always

faces the star, Barnes, 2017). Being tidally locked has significant consequences for

the planetary climate, primarily a large contrast in the day–night irradiation. This

contrast leads to, for example, planetary–scale circulation througha super-rotating

2For example, the Terra Hunting Experiment, THE, https://www.terrahunting.org/
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equatorial jet (Showman et al., 2013), and large day-night temperature contrasts.

In this thesis I will present relevant background in exoplanets, radiative transfer,

atmospheric chemistry, and fluid mechanics, as they pertain to the models used

in this work. This will lead into a description of the work I have done during my

PhD:

1. Created a series of opacity files for several molecules

2. Extended a chemical kinetics framework to include photolysis, deposition,

and a series of chemical networks describing the chemistry of ozone

3. Created a model describing stellar flares and coronal mass ejections

4. Ran simulations to observe the impact of stellar flares on the ozone chemistry

on terrestrial planets

I will then conclude this thesis by describing several avenues for future work; im-

provements to the models I have developed and applications of my work to other

areas of research within the field of planetary climates and exoplanets.
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Chapter 2

Background

In this chapter Iwill describe necessary background for thework I haveperformed.

I will describe how exoplanets are detected and how their atmospheres are char-

acterised. I will then describe how 3D climatemodellingworks, radiative transfer,

a description of atmospheric chemistry (specifically chemical kinetics), and a de-

scription of M dwarfs, the type of star used in this work. This will be aimed at a

reader who is using a similar code–base as myself.

2.1 Exoplanet Detection

There are several methods that allow us to detect exoplanets, I will describe the

twomost common techniques, the transit method and the radial velocity method.

The transit method uses planetary transits to detect exoplanets. A planet transits

its star if the planets orbital plane is aligned with an observer so that it travels

across the face of the star from the observers perspective, and obscures the light

from the star, lowering the star’s brightness. The amount of dimming of the star

(also known as the transit depth) is related to the ratio between the cross sectional

area of the disk of the planet and the disk of the star and is given by

depth =
�'2

?

�'2
∗
=
'2
?

'2
∗
, (2.1)
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where '? is the radius of the planet and '∗ is the radius of the star, respectively.

Consequently, if the stellar radius is able to be measured or determined using

stellar models, the planets radius can be determined.

There are some caveats regarding the transit method. Large planets (such as gas

giants) or smaller stars (such as M dwarfs) will have a larger signal than smaller

planets or larger stars. As well, planets on relatively short period orbits will be

more likely to be observed transiting, as a larger fraction of time will be spent

in-transit. Thus, this method tends to favour large planets orbiting smaller stars

on short period orbits, and as such these planets represent a large fraction of the

exoplanets that are known to exist at the time of writing, despite gas giants being

expected to exist around only 1% of all stars (Marcy et al., 2005).

Another widely used technique is the radial velocity method. As the exoplanet

orbits around the star, both the star and theplanet are orbiting around the barycen-

tre (centre of mass) of the star system. The orbit of the star around the barycentre

causes the radial velocity (the velocity of the star in the direction of the observer)

to change (Perryman, 2011). This is observed due to the Doppler effect. When the

star ismoving away from the observer, its lightwill be redshifted. When the star is

moving towards the observer, its lightwill be blueshifted. By observing the period

of the signal, the duration of the orbital period, and therefore the planet’s mass,

can be determined. However, without knowing the inclination of the planet’s or-

bit, its mass cannot be determined, merely the apparent mass "? sin(8), where

"? is the planets mass, and 8 is the inclination of the planet’s orbit. The signal is

stronger for more massive planets.

These techniques allow the determination of a planet’s radius and mass, but have

some limitations. If the planet does not transit its star, then the transit method

is not usable. As well, if the planet has a low mass or has a long orbital period,

the planet is much harder to detect. Future instrumentation with increased sen-

sitivity will help alleviate this problem, but for the foreseeable future, exoplanet

detections are dominated byhighmass planets on short period orbits. However, in
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the cases where both techniques are used, having the planet’s apparent mass and

the planet’s radius allows you to estimate the planet’s bulk density. This allows

you to estimatewhether it’s likely to be a terrestrial planet or a gas giant, and allow

some constraints on the composition of the planet (Seager et al., 2007; Rogers &

Seager, 2010; Lopez & Fortney, 2014; Madhusudhan et al., 2020). If only the mass

or the radius is known, then youmust assume that the planet has a certain density

in order to derive the other parameter. For example, Proxima Centauri b (Prox-

Cen b) is a terrestrial planet in the Promixa Centauri system (Anglada-Escudé

et al., 2016), and is the closest exoplanet to the solar system. It was discovered us-

ing the radial velocity method. However, it is not thought to transit (Jenkins et al.,

2019). This means that while estimates exist for the mass of the planet, we do

not know its radius or have any information regarding its atmosphere, including

whether it has one. Despite this, ProxCen b has been the subject of several climate

simulations (eg. Boutle et al., 2017, 2020; Braam et al., 2022; Ridgway et al., 2022).

These works chose to assume that the planet has the same bulk density of Earth,

and derived the radius using that assumption. They also assumed the existence

of an Earth–like (N2–O2 dominated) atmosphere. This is acceptable, but should

be noted when using derived values instead of measured quantities.

2.2 Atmospheric Characterisation

Alongwith estimating the planet’smass and size, it is possible to infer information

regarding the planet’s atmosphere, including whether it has one. This section

will describe three techniqueswhich have been used to retrieve information about

exoplanetary atmospheres.

2.2.1 Transmission spectroscopy

In cases where the planet has an atmosphere and transits the star, transmission

spectra can be retrieved. Light passing through a planetary atmosphere will be

filtered by the atmosphere, and this will be dependent on the atmospheric compo-
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sition of the planet, as well as the pressure and temperature profiles of the planet’s

atmosphere.

An example of transmission spectra is seen in Figure 2.1. These spectra were cre-

ated by myself, using PandExo (Batalha et al., 2017), software created to simulate

JWST observations of synthetic transmission spectra which were created by sim-

ulating the transmission of starlight through a model atmosphere created from

climate simulations ran using the Met Office Unified Model. These were created

for Boutle et al. (2020), which was examining the impact of dust and bio–marker

gases on the transmission spectra of a planet representative of Proxima Centauri

b with an ‘Earth–like’ atmosphere.

2.2.2 Emission spectroscopy

At longer wavelengths the ratio between planetary thermal emission (�%) and the

stellar emission (�B) is higher, allowing a better signal and ease of observation. An

emission spectrum is the spectrum of reflected and emitted light coming from the

planet. This can be measured by separating the stellar emission from the com-

bined stellar and planetary emission. This can be accomplished by observing the

changes in the observed spectra when the planet is eclipsed by the star, when it

passes behind it. Observing the emission spectra allows you to gain some infor-

mation regarding the planet, such as the temperature profile and composition.

The emission spectrum can be obtained by separating the planetary thermal emis-

sion from the stellar emission. When the planet is behind the star, its contribution

to the combined emission of the star system is removed, leaving just the stellar

emission.

Figure 2.2 shows an example of emission spectra, created by myself as part of the

results shown in Drummond et al. (2020).
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Figure 2.1: Transmission spectra created by PandExo simulating JWST observations of a planet
similar to Proxima Centauri b, a terrestrial planet. These plots appeared in Figure 4 (a and b) of
Boutle et al. (2020), and were created by myself.

2.2.3 Phase curves

A phase curve is an extension of the principles behind emission spectroscopy.

By observing the planet throughout its entire orbit, you can determine how the

emission spectra changes over the orbit. This allows you to obtain information
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Figure 2.2: Emission spectra created by PandExo simulating JWST observations of a planet repre-
sentative of HD 189733b, a hot Jupiter. The spectra were created assuming two models of atmo-
spheric chemistry; equilibrium chemistry and chemical kinetics (see Section 2.5 for a description of
those terms). The results fromPandExowere created bymyself, and this plot appeared in Figure 12
of Drummond et al. (2020).

across the entire planet, such as a temperature map. As an example, Demory

et al. (2016) obtained a temperature map of the super–Earth 55 Cancri e, finding

that the planet has strong day–side thermal emission, and a large temperature

contrast between the day–side and night–side of the planet (also known as the

day–night temperature contrast). This implies that the planet does not have strong

circulation transporting hot material to the night–side.

2.2.4 Detection of life

Atmospheric characterisation is currently one of themost promisingmethods that

is likely to lead to the discovery of extraterrestrial life. Currently, we can only use

terrestrial life as an example of how life can affect planetary evolution. Life has had

a strong effect on the Earth’s atmosphere over its history. In Earth’s early history,

also known as the Archean period (3.8–2.5 billion years ago), is when the first
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evidence for life is found (Nisbet & Sleep, 2001). The atmospheric had almost no

O2 and a large amount of CO2. The advent of oxygenic photosynthesis during the

Archeanperiod slowly altered the atmospheric composition to have amuchhigher

amount of O2. This also changed what would be observed through transmission

spectroscopy (Kaltenegger et al., 2007).

Biochemistry is a very complicated field, and life uses thousands of chemical

species. Many of these molecules are released into the atmosphere, such as O2,

which is produced by photosynthesis. There are some species of molecules which

are thought to be produced in large enough quantities that when observed, there

would be a detectable spectral feature. Molecules which are thought to provide

an observable signature of biological activity and are not explainable by abiotic

activity are known as biosignatures. Examples of biosignatures include O2, O3,

CH4, N2O, PH3 (Sousa-Silva et al., 2020), CH3SCH3, CH3S2CH3, and CH3Cl. See

reviews such as (Grenfell, 2018) and the references contained therein for more de-

tails. Work is ongoing to determine how well such molecules (and others) are

indicative of biological activity, and eliminate false positives, such as O2 being

produced by photolysis in a CO2 dominated atmosphere (eg. Meadows, 2017).

The recent Decadal Survey (National Academies of Sciences, Engineering, and

Medicine, 2021) has identified that the discovery and identification of habitable

planets is a priority goal for the next few decades. This includes the develop-

ment of instrumentation capable of characterising the atmospheres of terrestrial

planets. Due to their small size, terrestrial planets have not yet been characterised.

Currently, the state of the art and upcoming instruments, such as the GiantMagel-

lan Telescope (GMT), ThirtyMeter Telescope (TMT), JamesWebb Space Telescope

(JWST), European Extremely Large Telescope (E-ELT), or the Nancy Grace Ro-

man Space Telescope (formerly known as theWide Field Infrared Space Telescope)

should allow the characterisation of nearby rocky exoplanets in the infrared. Look-

ing into the future, proposed instruments such as LUVOIR should be able to char-

acterise rocky exoplanets in the optical and ultraviolet.
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2.3 Modelling of planetary climates

This sectionwill describe howplanetary climates have been simulated in thiswork

using the Met Office Unified Model.

2.3.1 General circulation models

General circulationmodels (GCMs) are a powerful tool for the simulation of plane-

tary atmospheres in 3D. Thesemodels solve a set of equationswhich describe fluid

dynamics and radiative transfer, and describe planetary climates and weather.

They are routinely used for numerical weather prediction, and studying climate

change. They have also been used to study solar system planets and exoplanets.

I will briefly describe the GCM that is used in this work.

2.3.2 The Unified Model

In this work I am using the Met Office Unified Model (UM). The UM is a GCM

which has primarily been designed to simulate the Earth, to provide accurate

weather forecasts and study climate change predictions (Walters et al., 2019). Over

recent years, the UM has been adapted for the study of exoplanets. This was ini-

tially performed by Mayne et al. (2014b,a), which tested the UM for a few cases,

including hot Jupiters. Amundsen et al. (2016) improved the accuracy of the ra-

diative transfer to better describe planets which are much hotter than the Earth

(temperature and pressure rangeswheremany sources for opacity are notwell de-

scribed). The UM has now been used for a range of exoplanet applications, such

as investigating hot Jupiters (Mayne et al., 2014b; Drummond et al., 2016, 2018a,

2020; Zamyatina et al., 2022) and terrestrial planets such as Proxima Centauri b

(Boutle et al., 2017, 2020; Eager et al., 2020; Yates et al., 2020; Braam et al., 2022;

Ridgway et al., 2022) or Trappist-1e (Sergeev et al., 2022).

The atmospheric dynamics in the UM are calculated by a dynamical core known

as ENDGame (Wood et al., 2014). ENDGame solves for the non–hydrostatic deep

equations of motion which describe the flow of fluids on a rotating sphere. Ra-
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diative transfer within the UM is calculated using a scheme called (Suite Of Com-

munity RAdiative Transfer codes based on Edwards & Slingo, 1996, SOCRATES).

This will be described in more detail in Section 2.3.4.

2.3.3 Equations of motion of fluids

The equations of motion solved by ENDGame are equations which describe the

evolution of zonal, meridional and vertical momentum, as well as a continuity

equation, thermodynamic energy equation, as well as an equation of state. These

equations are

DD
DC =

DE tan)

A
− DF

A
+ 5 E − 5 ′F − 2%�

A cos)
%Π

%�
+ �(D), (2.2)

DE
DC = −

D2 tan)

A
− EF

A
− D 5 − 2%�

A

%Π

%)
+ �(E), (2.3)

�
DF
DC = −

D2 + E2

A
+ D 5 ′ − 6(A) − 2%�

%Π

%A
, (2.4)
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A cos)
%D

%�
+ 1
A cos)

%(E cos))
%)

+ 1
A2
%(A2F)
%A

)
, (2.5)

D�
DC =

&

Π
+ �(�), (2.6)

Π(1−�)/� =
'��

%0
, (2.7)

where D, E, and F are the components of the wind velocity using the coordinate

system of a zonal (East–West, �), meridional (North–South, )), and radial (A) di-

rections, respectively. � is the density, � is a switch (0 or 1) that is used to enable

a quasi–hydrostatic form of these equations, & is the heating rate determined by

radiative transfer, 2% is the heat capacity, ' is the specific gas constant, � = 2%/',

%0 is a reference pressure, and 6(A) is an altitude dependent gravity

6(A) = 6surf(
'p

A
)2, (2.8)
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where 6surf is the gravitational acceleration on the planets surface, and 'p is the

planetary radius. � is the potential temperature, which is defined as

� = )(%0
%
) 1
� , (2.9)

and Π is the Exner pressure

Π = ( %
%0
) 1
� (2.10)

5 and 5 ′ are the Coriolis parameters, and are defined as

5 = 2Ω sin), (2.11)

5 ′ = 2Ω cos), (2.12)

respectively, where Ω is the planetary rotation rate. D
DC refers to the material

derivative, which describes how a quantity (a scalar or vector field) within a fluid

changes over position and time, which has the following definitions depending

on whether the quantity - is either a scalar or vector field

D-
DC ≡

%-

%C
+ ®D · ∇-, (2.13)

D ®-
DC ≡

% ®-
%C
+ (®D · ®∇) ®-, (2.14)

where ®D is the fluid’s velocity field. While quite similar, the form of the material

derivative depends on whether the quantity - is either a scalar field - or a vector

field ®-. In the coordinate system the UM uses, the material derivative is defined

as
D
DC =

%

%C
+ D

A cos)
%

%�
+ E
A

%

%)
+ F %

%A
. (2.15)

2.3.4 Radiative Transfer

Radiative transfer is the process where light interacts with some medium. This is

a key component of climate modelling, and is necessary to atmospheric dynam-

ics and photochemistry. The radiative transfer scheme used by the UM is called
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(Suite Of Community RAdiative Transfer codes based on Edwards & Slingo, 1996,

SOCRATES). During each radiative time-step in the UM, SOCRATES determines

the heating rates throughout the atmosphere, which are then used to solve the

dynamic equations. To calculate radiative transfer in a computationally efficient

manner, SOCRATES uses the correlated–k method (Lacis & Oinas, 1991) to de-

termine the opacity of each chemical species present in the atmosphere, which is

combined to determine the overall opacity of the atmosphere. Opacities can vary

drastically over small wavelength ranges (see the Figures in Section 2.4), which

means that accurate radiative transfer would necessitate a high resolution, with

high computational costs. The correlated–k method is quite useful as it reduces

the computational load considerably while providing accurate results. A brief

summary of the method follows. The range of wavelengths considered for radia-

tive transfer are separated into a series of wavelength bands. These bands may

differ between the incident radiation received from the star (shortwave radiation)

and the thermal emission from the planet and atmosphere (longwave). For each

molecule within each band, the opacity of the molecule within that band is rear-

ranged into a profile which is much easier to compute than the original opacity.

This allows the calculation of an averaged opacity for portions of the profilewhich

are then used for the heating rate calculations.

SOCRATES applies the two–stream approximation, where the radiation is as-

sumed to contain only an upward and downward component. As part of re-

cent developments to incorporate the effects of space weather into the UM and

SOCRATES (Jackson et al., 2020), a scheme for calculating photolysis (the destruc-

tion of chemical species due to light) has been included. The work presented in

this thesis has helped validate the inclusion of photolysis and test its capabilities.

SOCRATES has also recently included the option to account for spherical geom-

etry, which was used in this work and Christie et al. (2021). Spherical geometry

accounts for the 3D nature of planets, and changes the radiative transfer from a

plane–parallel approximation (where the radiation is assumed to be only vertical)

to a form where the radiation travels in a slanted path through the atmosphere.
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This allows some shortwave heating and photolysis to occur on the planet’s night–

side.

2.3.5 The planetary surface

An important part of simulating planetary climates is the surface of planet. This

is important for multiple reasons, as different types of surface or topography can

have impacts on the climate and atmospheric circulation of the planet, as seenwith

the Earth. For terrestrial exoplanets with an atmosphere, their surface would also

have some impact, but as there is no current technique for looking at the surface

or topography of an exoplanet’s surface, we must choose what to do to include a

planet’s surface in any climate simulation.

In this thesis and theworkpublished inRidgway et al. (2022), any simulatedplanet

is assumed to be an ‘aquaplanet’, a planet which does not have any land, and is

covered by a global ocean. For the surface, we use a slab ocean model (Frier-

son et al., 2006). The surface consists only of a single layer of ocean which has a

fixedheat capacity of 107 J K−1 m−2), representing anoceandepthof approximately

2.4m. There is no horizontal transport or heat transfer in this model. As well, this

means that the surface is flat, with no topography. This is quite unrealistic, but is

acceptable due to the lack of any ability to constrain the surface environment of

ProxCen b. This choice of surface means that the day–side of the planet is covered

in water, which has implications for the presence of the water cycle on this planet.

A planet with a different land–ocean configuration will have a somewhat differ-

ent climate. For example, if the planet has very little water on the day–side, and

doesn’t circulate enoughheat to the night–side to sustain liquidwater (if anywater

is present on the night–side), then the planet will have almost no water vapour in

it’s atmosphere. This has implications for the presence of clouds aswell as impacts

on the potential emergence of life and the composition of the atmosphere due to

changes in atmospheric chemistry.
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2.4 Opacities

Accurate molecular opacities are critical to understanding the climate of planets

by allowing accurate radiative transfer. The opacity of a molecule controls how a

molecule interacts with radiation, and is a key component to determining fluxes

and atmospheric heating rates.

Opacities are determined by theoretical calculations and experiment (examples

being Tolchenov & Tennyson, 2008; Campargue et al., 2015), and are ultimately

a result of the different energy levels (both electronic and rovibrational) that a

molecule has. If amolecule has a transition that corresponds to a change in energy

of a 1 nm photon, then the molecule is at least partially opaque to 1 nm photons.

Whether a particular transition is a strong absorber is dependent on the temper-

ature and pressure of the molecule, as this determines the distribution of energy

levels of molecules within a gas.

2.4.1 Line lists

A common term for a list of transitions for a molecule is known as a line list. Line

lists are datawhich contain a series of electronic and rovibrational transitions for a

givenmolecule, as well as Einstein coefficients. Einstein coefficients are ameasure

for the probability of a photon to be absorbed (or emitted) by a molecule due to

a given transition. There are three types of transitions. Spontaneous emission

occurs when a molecule spontaneously decays from a higher energy level to a

lower energy level, and emits a photon. Absorption is the reverse process, where

a molecule absorbs a photon and is excited to a higher energy level from a lower

energy level. Stimulated emission occurs when (due to the presence of a photon)

a molecule decays from a higher energy level to a lower energy level.

The HIgh–resolution TRANsmission (HITRAN) database (Gordon et al., 2022a)

is a widely used source for line lists for molecules. In this work, I have used HI-

TRANextensively, except for shorterwavelength opacities, which are not supplied

by HITRAN. This is important, as accurate photolysis calculations rely on shorter
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wavelength opacities. The sources of short wavelength opacities are listed in Ta-

ble A.1 in the Appendix.

2.4.2 Exocross

In order to create opacity files which are used by SOCRATES, I have used a script

known as Exocross to calculate opacities from line lists. Exocross is a script devel-

oped by Yurchenko et al. (2018c) to calculate molecular opacities.

In order toworkwith Exocross for a range of pressures and temperatures, I created

a Python-based wrapper for Exocross which automates the process of creating

input files for Exocross, submitting jobs to a computing resource, and collating

the output and creating opacity files for a molecule over a range of pressures and

temperatures1. This has been used to create opacity files for a range of molecules

and isotopologues.

Similar to the process described in Amundsen (2015), the absorption coefficients

were determined for a fixed pressure and temperature grid, consisting of 20 tem-

perature points (logarithmic between 70–3000K) and 40 pressure points (logarith-

mic between 10−3–108 Pa) for a series of 800 P–Tpoints. The absorption coefficients

are determined over a wave–number range (as given by the line–list reference in-

formation) with a resolution of 0.1m−1, to match the resolution of absorption co-

efficients previously calculated by Amundsen (2015).

2.4.3 Isotopologues

It is worth noting that many of these species had data available for multiple iso-

topologues, amolecule composed of the same elements and the same structure but

different isotopes of those elements, such as H2
18O or HDO, which are isotopo-

logues of water. Different isotopologues have different physical properties, and

accordingly different rovibrational and electronic transitions. That means that the

opacity for one isotopologue will be different from another. When line lists were

1Available at https://github.com/exoclim/Exocross-Tools
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available for multiple isotopologues, opacity files were created for each isotopo-

logue. These were combined together and weighted by their relative abundance,

using isotopic abundances listed byNIST2, compiled byBerglund&Wieser (2011).

See Figure 2.3 for an example of differing opacities between isotopologues of tita-

nium oxide (TiO). This was chosen as titanium has non-negligible abundances of

5 isotopes. Figure 2.3 shows that while overall the opacities are similar between

the isotopologues, there are some differences in opacity across all wave–numbers.

There is some future work that could be done here with examining how planetary

atmospheres formed with a different isotopic ratio (such as the D/H ratio, which

could be different depending onwhere in a star system a planet formed)may have

different climates, or what impact isotopic fractionationmay have on climates and

atmospheric chemistry.
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Figure 2.3: This demonstrates the different opacities for the available isotopologues of TiO, using
the line lists created by McKemmish et al. (2019).

2.4.4 New opacity files

I have created opacity data for 14molecules, whichwill be briefly described. Plots

illustrating the opacity for the molecules will be shown for a single pressure, and

three different temperatures to see how opacity changes with temperature. The

opacities are shown in Figures 2.4–2.17. The list of molecules and citations are

1. H2O, Polyansky et al. (2018)

2Available at https://physics.nist.gov/cgi-bin/Compositions/stand_alone.pl
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2. AlH, Yurchenko et al. (2018b)

3. AlO, Patrascu et al. (2015)

4. CaH, Li et al. (2012); Bernath (2020)

5. CaO, Yurchenko et al. (2016)

6. MgH, GharibNezhad et al. (2013); Bernath (2020)

7. MgO, Li et al. (2019)

8. NaH, Rivlin et al. (2015)

9. SH, Gorman et al. (2019)

10. SiH, Yurchenko et al. (2018a)

11. SiO, Barton et al. (2013)

12. SiO2, Owens et al. (2020)

13. SiS, Upadhyay et al. (2018)

14. TiO, McKemmish et al. (2019)

AnewH2Oline list (POKAZATEL)was recently createdby (Polyansky et al., 2018),

supplanting an older BT2 line list created by (Barber et al., 2006). A comparison

of the two line lists is shown in Figure 2.4, where we see that both line lists are

similar below 20000 cm−1, but the newer line list provides opacity information at

a much higher wave-number.
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Figure 2.4: This demonstrates the difference in opacities for the older BT2 line-list and the newer
POKAZATEL line-list.
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Figure 2.5: This demonstrates the opacity of AlH over several temperatures.

0 5000 10000 15000 20000 25000 30000 35000
Wavenumber (cm 1)

10 41

10 34

10 27

10 20

10 13

10 6

101

108

Op
ac

ity
 (m

2 /k
g)

AlO Opacities at 3.290 Bar
70.0K
505.9K
3000.0K

Figure 2.6: This demonstrates the opacity of AlO over several temperatures.
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Figure 2.7: This demonstrates the opacity of CaH over several temperatures.

0 5000 10000 15000 20000 25000
Wavenumber (cm 1)

10 41

10 34

10 27

10 20

10 13

10 6

101

108

Op
ac

ity
 (m

2 /k
g)

CaO Opacities at 3.290 Bar

70.0K
505.9K
3000.0K

Figure 2.8: This demonstrates the opacity of CaO over several temperatures.
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Figure 2.9: This demonstrates the opacity of MgH over several temperatures.
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Figure 2.10: This demonstrates the opacity of MgO over several temperatures.
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Figure 2.11: This demonstrates the opacity of NaH over several temperatures.
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Figure 2.12: This demonstrates the opacity of SH over several temperatures.

22



0 5000 10000 15000 20000 25000 30000
Wavenumber (cm 1)

10 41

10 34

10 27

10 20

10 13

10 6

101

108

Op
ac

ity
 (m

2 /k
g)

SiH Opacities at 3.290 Bar

70.0K
505.9K
3000.0K

Figure 2.13: This demonstrates the opacity of SiH over several temperatures.
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Figure 2.14: This demonstrates the opacity of SiO over several temperatures.
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Figure 2.15: This demonstrates the opacity of SiO2 over several temperatures.
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Figure 2.16: This demonstrates the opacity of SiS over several temperatures.
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Figure 2.17: This demonstrates the opacity of TiO over several temperatures.

2.4.5 Disclaimer on their use

All of the opacity files for the described chemical species were created by myself,

but do not factor into the work I am presenting in later chapters. These opacity

files were created for use by Mark Phillips, Eric Hébrard, and Pascal Tremblin,

amongst others. These files were created for use on simulating sulfur chemistry

in gas giants (guided by the modelling performed by Visscher et al., 2006), the

atmospheres of brown dwarfs, and the atmospheres of lavaworlds (planets which

are close enough to their star to have a molten surface on the day–side). They can

be used for such cases, as well as perhaps planets with large amounts of volcanic

activity.
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An example of their use is shown in Figure 2.18. These plots were not created by

myself but were supplied by Aurélien Falco for use in this thesis as an example

of the opacity files being used. This figure shows an emission spectra of a planet,

and includes contributions from SiO and MgO. The opacities created by myself

have impacted the emission spectra (top) with (centre and bottom) the emission

spectra created when these opacities are not included into the radiative transfer.

We see the inclusion of SiO and MgO have created features at 10�m and 17�m,

which are due to SiO andMgO respectively. Aswell, an increase in the continuum

emission (between the emission peaks) between 1–10�m is due to the presence of

MgO.

2.5 Atmospheric chemistry

Now thatwe have anunderstanding of fluid dynamics, radiative transfer, and how

those are included within climate modelling, we can proceed to describing the

final piece that completes the background, a description of atmospheric chemistry.

TheUMhas already been used to study the impact of the quiescent spectrumof an

Mdwarf on the atmospheric ozone distribution of a planetwith an initial idealised

Earth atmospheric composition (Yates et al., 2020). Yates et al. (2020) used theUM,

coupled to theUKCA3 chemical framework, tomodel ozone chemistry on a tidally

locked planet (based on ProxCen b). They assumed the planet orbits a quiescent

M dwarf, with a pre–industrial Earth-like atmosphere, with atmospheric chem-

istry consisting of the Chapman cycle and HOx (in their case defined as OH, HO2,

without any H) chemistry. In parallel, we have developed an idealised chemistry

framework (Drummond et al., 2016), coupled to the UM, designed to be flexible in

terms of both the input chemical network and the level of sophistication ranging

from simple equilibrium chemistry (Drummond et al., 2018a), to ‘chemical relax-

ation’ (Drummond et al., 2018b,c) and on to full chemical kinetics (Drummond

et al., 2020; Ridgway et al., 2022; Zamyatina et al., 2022). Until recently this frame-

3https://www.ukca.ac.uk/wiki/index.php/UKCA
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Figure 2.18: Emission spectra for a planet at three different equilibrium temperatures. Top panel
contains both SiO andMgO features at 10�mand 17�m,middle panel lacksMgO, and the bottom
panel lacks SiO. These plots were not created by myself but were supplied by Aurélien Falco for
use in this thesis.
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work had been applied only to hot Jupiter planets. In this work I have continued

the development of this framework to give it the capability of describing photo-

chemistry on terrestrial planets. This section will describe equilibrium chemistry,

and transition into a description of the non–equilibrium chemical kinetics, and the

types of chemical reactions that are included in this work.

2.5.1 Terminology

There are several terms used in this work that should be described before we can

proceed.

Themole fraction ( 58) is a termwhich is used to describe the amount of a substance

compared to the total amount of all material. Despite the name, it does not need

to refer to the number of moles of a material, and can be defined as

58 =
#8

#
=
%8

%
=
=8

=
(2.16)

Similarly, the mass fraction (F8) is the ratio of the mass of species 8 compared to

the total atmospheric mass, and can be written in terms of the mole fraction as

F8 =
<8

�
58 , (2.17)

where <8 is the molar mass of species 8 and � is the mean molar mass of the

atmosphere.

2.5.2 Equilibrium chemistry

A system is in chemical equilibrium when the chemical composition has reached

a steady–state and is no longer changing. This is dependent on a few factors such

as pressure, temperature, and the molecules (and elements) that are included in

the chemistry. In atmospheres, the temperature and pressure obviously vary, but

assuming a local chemical equilibrium is applicable when the chemical timescale

(the timescale for the composition to reach a steady–state) is much smaller than
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the dynamic timescale (the timescale for a parcel of gas to move significantly). A

technique used in chemical equilibrium to solve for the chemical abundances is

Gibbs energy minimisation. Gibbs energy minimisation was implemented into

the UM by Drummond et al. (2016). The Gibbs energy (�) is a measure of the

amount of work which can be obtained from a closed system, and is described as

� =

8∑
�8#8 , (2.18)

where �8 is the chemical potential of species 8, and #8 is the number of moles of

species 8. The chemical potential is defined as

�8 =

(
%�

%#8

)
),%,#9≠8

. (2.19)

The chemical potential can be written in terms of a standard chemical potential

(determined at a reference pressure) and a term which depends on the partial

pressure of the chemical species

�8(), %) = �0
8 ()) + ') ln(%8) = �0

8 ()) + ')(ln(
%#8

#
)) = �0

8 ()) + ') ln(%) + ') ln( 58)

(2.20)

where �0
8
()) is a standard chemical potential, ' is the specific gas constant,) is the

temperature, %8 and #8 are the partial pressure and amount of chemical species

8, % and # are the pressure and total amount of all chemical species, and 58 is the

mole fraction of species 8. Gibbs minimisation represents chemical equilibrium,

and is solved with the constraint of elemental conservation. That means that the

total number of atoms of every element is conserved. See Drummond (2017) for

more details on this implementation within the UM.

This technique is quite beneficial when it is applicable, as a detailed knowledge

of the reaction pathways is not required to obtain the atmospheric composition,

and as the technique is relatively efficient to compute, presents the ability to per-

form simulations relatively quickly. However, it is not applicable for the tidally
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locked terrestrial planets that I will be simulating. There are several reasons why

equilibrium chemistry is not applicable. Firstly, the assumption that the chemical

timescale ismuch faster than thedynamic timescale is not globally true for a tidally

locked planet. This will be described in more detail in Section 3.3.10 which exam-

ines the chemical lifetime of ozone, butwefind thatwhile the chemical timescale is

considerably shorter than the dynamic timescale on large portions of the day–side,

the opposite is true on the night–side. In particular, species which are heavily af-

fected by photolysis (such as ozone), have an effectively infinite chemical timescale

on the night–side. As well, photolysis reactions are a non–equilibrium process,

and implementing photolysis is a key feature of this work.

2.5.3 Chemical Kinetics

For this work, I am using a chemical kinetics framework. Instead of assuming

that the composition will reach a steady state of its own accord, chemical kinet-

ics is dependent on an understanding on the chemical reactions occurring in the

atmosphere, and other processes. Chemical kinetics is applicable when the chem-

ical timescale (the timescale on which chemical species would approach a steady-

state if left untouched) is greater than the dynamical timescale (the timescale on

which a volume of gas moves around a planetary atmosphere), or there are non–

equilibrium processes such as photolysis. When this occurs you cannot run an

equilibrium chemistry code since the volume is being interfered with before it

reaches a steady-state.

2.5.4 Continuity

In its simplest form, chemical kinetics uses a list of chemical reactions to build a

series of coupled differential equations describing the change in number density

=8 , which for species 8 can be written as

%=8
%C

= %8 − !8 + ∇Φ, (2.21)
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where =8 is the amount or concentration of species 8, %8 is the total production of

species 8, !8 is the total destruction of species 8, and ∇Φ is a term representing

transport within the atmosphere.

The list of chemical reactions is also referred to as a chemical network. More gener-

ally, a chemical network is a list of chemical species and reactions that is assumed

to adequately describe the processes occurring within the atmosphere we want

to simulate. We can begin to implement chemical kinetics by creating a series of

coupledODEs describing the change in number density of each specieswithin the

chemical network.

As a simple example, we can create a simple network consisting of three bimolec-

ular reactions and three species A, B, and C

1. A + B −−−→ C,

2. A + C −−−→ B,

3. B + C −−−→ A.

Using the first reaction as an example, the formula for describing the reaction rate

(in molecules cm−3 s−1) of a bimolecular reaction is

:1[�][�],

where :1 is the reaction rate coefficient, a parameter that determines the reaction

rates (and differs in calculation between types of reactions, as will be explained

in Sections 2.5.6–2.5.9) and [�] is the number density of Ameasured in molecules

cm−3. The rate of change of A due to this reaction is thus

:1[�][�] = −
%[�]
%C

= −%[�]
%C

=
%[�]
%C

,

since A and B are reactants in the bimolecular reaction and are being destroyed

by this reaction, while C is a product of the reaction and is being produced. A full
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description of the network would be combining the reaction rates for all reactions

together to create a series of coupled differential equations. In this example, the

full series of equations describing the entire network is thus

%[�]
%C

= −:1[�][�] − :2[�][�] + :3[�][�],
%[�]
%C

= −:1[�][�] + :2[�][�] − :3[�][�],
%[�]
%C

= :1[�][�] − :2[�][�] − :3[�][�],

where :G is the reaction rate coefficient for reaction G, and the sign on each term

depends onwhether the species in a reaction is a reactant or product. Solving and

integrating these equations will describe how the chemical network changes over

time.

This work was done using a chemical framework that was adapted from the 1D

chemical kinetics model ATMO, which has been used in hot Jupiter contexts pre-

viously, for both 1D radiative-convective equilibriummodelling (Amundsen et al.,

2014; Tremblin et al., 2015, 2016) and forwardmodelling and retrieval (Evans et al.,

2016, 2017; Wakeford et al., 2017). The framework was added into the UM as an

alternative chemical kinetics scheme (Drummond et al., 2016). See Drummond

(2017) for more details on the implementation and testing of the ATMO scheme

within the UM.

2.5.5 Chemical transport

Chemical transport is especially important for a tidally locked planet. The UM

allows us to add tracer particles which are advected throughout the atmosphere.

The transport of the chemical species throughout the atmosphere is controlled by

the UM, using a semi–Lagrangian advection scheme (Davies et al., 2005), where

the tracers are advected with the flow of the atmosphere.
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2.5.6 Chemical reactions

Reaction rate coefficients in general exhibit variations in magnitude at different

temperatures and pressures. The exact amount of variations are typically unique

to each reaction, but are generally a result of chemical reactions being initiated

by collisions between the reactants. The reasons for this can be derived from gas

kinetics (Brasseur & Jacob, 2017). We will use the reaction

A + B −−−→ C +D,

as an example. This reaction is initiated by a collision of a molecule of A and B

which has enough kinetic energy to exceed the minimum energy required to start

the reaction, the activation energy �0 . The collision rate between A and B (/AB) is

dependent on two factors, the collisional cross section (�col)

�col = �(AA + AB)2, (2.22)

where AA and AB are the radius of species A and B respectively, and the thermal

velocity of the gas (Eth)

Eth =

(
8:)
�

<A + <B
<A<B

) 1
2

, (2.23)

where : is the Boltzmann constant, ) is the temperature, and <A and <B are the

molecular masses of A and B respectively. This is assuming that the velocity dis-

tribution is described by a Maxwell-Boltzmann distribution. The collision rate is

thus

/ab = �colEth[�][�]. (2.24)

The assumption of a Maxwell-Boltzmann distribution implies that the fraction of

molecules with the required amount of energy to exceed the activation energy �0

is related to exp(−�a/')). From this we can obtain a form of the reaction rate of

�(AA + AB)2
(

8:)
�

<� + <�

<�<�

) 1
2

exp(−�a/'))[�][�], (2.25)
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with the reaction rate coefficient :1 being

:1 = �(A� + A�)2
(

8:)
�

<A + <B
<A<B

) 1
2

exp(−�a/')), (2.26)

From this we can rewrite :1 in the form of the Arrhenius equation

:1 = � exp(−�0/')), (2.27)

where � is a pre–exponential factor

� = �(A� + A�)2
(

8:
�
(<� + <�

<�<�

) 1
2

)
1
2 , (2.28)

although the ) 1
2 factor is typically neglected due to the difficulty in observing it,

as the exp(−�0/')) term will dominate experiments to observe the reaction rate.

Transition state theory notes that this reaction is not instantaneous, and involves

an activated complex AB†, which can either proceed into the reactions products,

or return to the individual reactants. This changes the previous reaction to

A + B −−−⇀↽−−− AB† −−−→ C +D.

The energy required for the intermediate complex to form is called the activation

energy (�0). The reaction rate coefficient is derived to be (generally)

:1 = �)
= exp(−�0/')), (2.29)

where = is some constant, which is obtained by experiment and theory.

I will briefly describe themajor types of reactionswhich are used in this work, and

how the coefficients are calculated for each reaction.
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2.5.7 Unimolecular reactions

Unimolecular reactions are reactions which consist of a single molecule. In this

work, photolysis channels are considered to be unimolecular reactions, and the

reaction rate coefficients are calculated using SOCRATES, which are then passed

to the chemistry. See Section 3.1.1 for details on how we calculate our photolysis

rates.

2.5.8 Bimolecular reactions

Bimolecular reactions are reactions consisting of two reactants. Generally, bi-

molecular reactions will look like A + B −−−→ C + D. The reaction rate : 5 , with

units of molecule cm−3 s−1, of a bimolecular chemical reaction (with reactants A

and B) is calculated as

: 5 = :[A][B], (2.30)

where : is the reaction rate coefficient (cm3 molecule−1 s−1) and [A] is the number

density of species A, and [B] the number density of species B (both expressed

in molecule cm−3). The reaction rate coefficient is calculated using the modified

Arrhenius equation

: = �()/300)
 exp(−�0/')), (2.31)

where � is a pre-exponential factor (cm3 molecule−1 s−1), 
 is a parameter which

controls temperature dependence, �0 is the activation energy of the reaction with

units of Jmol−1, ' is the universal gas constant (8.3144 JK−1 mol−1), and ) is

the temperature. The parameters for every bimolecular reaction included in our

model are included in Table A.2 in the Appendix.

2.5.9 Termolecular Reactions

A termolecular reaction is a reaction which involves three reactants. In this work,

our termolecular reactions involve two main reactants and a third molecule (M)

which symbolises a range of possible third-body molecules. Generally, this will

be written as A + B + M −−−→ C + D + M. The third-body facilitates the reaction
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and stabilises the products. The reaction rate (: 5 ) for a termolecular reaction is

: 5 = :[A][B][M], (2.32)

where : is the reaction rate coefficient (cm6 molecule−2 s−1) and [A] is the number

density of species A, [B] is the number density of species B, and [M] is the com-

bined number density of all possible third-body molecules M (all expressed in

molecule cm−3). Due to the dependence on the third-body molecule, the reaction

rate coefficients of termolecular reactions are generally dependent on pressure.

The low-pressure coefficient :0 and the high-pressure coefficient :∞ are defined

as,

:0 = :1()/300)
1 exp(−�1/)) (2.33)

and

:∞ = :2()/300)
2 exp(−�2/)), (2.34)

respectively. We determine the overall rate coefficient : (cm6 s−1) using

: = :0(
1

1 + %A
)�, (2.35)

where %A is the reduced pressure, which is calculated using

%A =
:0["]
:∞

, (2.36)

where ["] is the number density of the third-body molecule. � is a broadening

factor determined by

� = �
1/

(
1+

(
log10(%A )+2

#−3(log10(%A )+2)

)2
)

2 , (2.37)

where 2 = −0.4 − 0.67 log10(�2), # = 0.75 − 1.27 log10(�2) and 3 = 0.14 and �2 is

calculated using

�2 = (1 − 0) exp(−)/1) + 0 exp(−)/�) + exp(−�/)), (2.38)
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where 0, 1, �, and � are parameters from the Troe formalism (Troe, 1983). In the

case where all the Troe parameters are 0, � = 1, which is the Lindemann formal-

ism (Lindemann et al., 1922). There are reactions which are accurately modelled

just using the low pressure coefficient :0, such as O2 + O(3P) + M −−−→ O3 + M,

an important reaction which governs the creation of ozone. In these cases, : = :0.

Tables A.3 and A.4 in the Appendix present the complete list of all the termolecu-

lar reactions included in this work, and the relevant parameters. For Table A.3, the

reactions which are adequately described by the low pressure limit will only have

the parameters for :0 listed. Decomposition reactions, where one reactant decom-

poses into two products, require significantly different values of the parameters

(as there is only a single reactant, which results in different units for :1 and :2) so

we present these separately in Table A.4.

2.6 The effect of UV radiation on life

The UV flux received by the surface of Earth has a significant impact on life, and

was also believed to play a significant role in the early evolution of organic com-

pounds. On Earth, ever since the Great Oxygenation Event, an event in Earth’s

history that occurred approximately 2 billion years ago, where the amount of

molecular oxygen increased from negligible levels to a concentration similar to

modern amounts, the presence of ozone (O3) (and potentially organic hazes in the

case of the Archean Earth, Arney et al., 2016) in the upper atmosphere has acted

to regulate the received surface UV flux (Gebauer et al., 2017). Understanding the

potential surface UV flux for target M dwarf hosted planets with a similar atmo-

spheric composition is, therefore, an important endeavour, linked to the presence

of ozone. This is one of the motivations of this work, looking at how stellar flares

can affect the surface UV radiation environment of such planets.

Studies exploring the chemistry of the early–Earth indicate that shallow pools un-

dergoing varying, potentially diurnal fluctuations in UV radiation may well have

been required to construct the building blocks of life (Powner et al., 2009; Patel

36



et al., 2015). UV radiation is required to form hydrogen cyanide (HCN), poten-

tially a key building block for the creation of amino acids, but too much UV radi-

ation can halt the process and effectively sterilise the planetary surface (Kitadai &

Maruyama, 2018).

UV radiation and energetic particles alter the chemistry, and therefore composi-

tion, of planetary atmospheres. For the case of modern Earth, most UV radiation

is absorbed by ozone in the stratosphere (10–50 km), with ozone generated and

regulated through an ozone–oxygen cycle commonly called the Chapman cycle

(Chapman, 1930). Ozone chemistry also depends on the generation of short–lived

free radical species termed HOx (H, OH, and HO2) and NOx (N, NO, and NO2),

which play an important role in regulating the abundance of ozone. Alongside the

impacts of theUVflux the energetic particles emitted from the star ionise the gases

in the atmosphere, creating additional HOx and NOx species which contribute to

the depletion of atmospheric ozone (Segura et al., 2010; Tilley et al., 2019). The

changes in the atmospheric composition will also change the planetary surface to

some degree, bymaking it cooler or warmer, or changing the stellar spectra which

reaches the surface Any changes in the planetary surface conditions due to flares

may have an important role to play in shaping whether life is formed or allowed

to flourish.

2.7 M dwarf stars

Before we proceed to discussing the chemistry used in this work in greater detail,

I will describe the current understanding of M dwarfs, and how this connects to

my work.

2.7.1 Background

M dwarfs are the smallest type of star, just massive enough to sustain nuclear

fusion, ranging inmass from 0.075–0.6M�, whereM� is a Solar mass, and have an

effective temperature from2300-4000K (Pecaut&Mamajek, 2013; Rajpurohit et al.,
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2018). Within the local stellar population (within 25 parsecs of the Solar System),

M dwarfs comprise approximately 75% of all known stars, and are thought to be

the most common type of star to exist (Bochanski et al., 2010; Winters et al., 2019).

This has already been mentioned, but is repeated here to underline how common

they are.

Depending on the mass of the M dwarf, the internal structure can either be partly

or fully convective, with lower mass stars ( < 0.35M� ) being fully convective.

Fully convective M dwarfs allow almost all of the hydrogen in the star’s envelope

to be fused, which translates to a very long stellar lifetime, with the smallest M

dwarfs having an estimated lifetime of trillions of years. Due to this, they present

an opportunity that may be favourable for the emergence of life due to their long

lifetimes.

Observationally, M dwarfs are fairly distinct. Due to their relatively cool temper-

ature for a star, it is possible for molecular compounds to exist in the atmosphere

of M dwarfs, such as H2O and TiO (Allard & Hauschildt, 1995). This complicates

analysis of the spectral features of M dwarfs when observed using spectroscopy,

as the transition structure of molecules is more complicated than atoms, making

it computationally much more difficult.

Like other stars, M dwarfs have a magnetic field, which is driven by a stellar dy-

namo due to convection in the star as well as stellar rotation. Modern instru-

mentation has been able to observe signatures of M dwarf magnetic fields (eg.

Johns-Krull & Valenti, 1996; Lavail et al., 2018; Shulyak et al., 2019), such as Zee-

man splitting of spectral features, allowing the field strength to be determined.

This provides a strong tool for understanding the development of stellar magnetic

fields. For a review of the magnetic fields of M dwarfs, and their observational

history, peruse Kochukhov (2021) and the references contained therein for more

details. The presence of a magnetic field drives stellar activity.

Similarly to the Sun, M dwarfs are known to exhibit stellar activity (eg. Joy & Hu-
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mason, 1949; Hawley & Pettersen, 1991). Stellar activity refers to phenomena ex-

hibited by stars which change its electromagnetic output from its quiescent (quiet,

or inactive) state or involve the release of highly energetic particles. Examples of

stellar activity on the Sun include solar flares, sunspots, and coronal mass ejec-

tions. The activity of M dwarfs have been studied as part of studies to detect and

monitor flaring stars (such as Günther et al., 2020).

2.7.2 Simulating the climates of planets orbiting M dwarfs

Our understanding, and therefore predictive capability, of the basic climate of

terrestrial planets hosted by M dwarfs is rapidly improving. Models of varying

complexity have been applied to such planets, starting with the pioneering study

of Joshi et al. (1997) and recently with the THAI model inter-comparison project

(TRAPPIST Habitable Atmospheres Intercomparison, Fauchez et al., 2021; Turbet

et al., 2022; Sergeev et al., 2022; Fauchez et al., 2022). Due to being similar in size

to Earth and orbiting their host stars in the HZ, many simulations have focused

on twomajor targets of interest, Proxima Centauri b (ProxCen b, Anglada-Escudé

et al., 2016) and the TRAPPIST–1 planets (Gillon et al., 2017) such as Turbet et al.

(2016) and Turbet et al. (2018), respectively.

Stellar activity is thought to play a significant role on the climates of many plan-

ets (with an atmosphere) orbiting M dwarfs. Günther et al. (2020) performed a

study of the first data release from TESS (Transiting Exoplanet Survey Satellite)

to look at the population of flaring stars. They found that the majority of flaring

stars observed by TESS were M dwarfs. Hawley et al. (2014) and Davenport et al.

(2014) found that flares onM dwarfs can occur over a wide range of durations and

magnitudes. One of the largest solar flares ever observed, the 1859 Carrington

event (Carrington, 1859), was estimated to have released ≈ 5 × 1032 ergs (Cliver

& Dietrich, 2013). Hawley et al. (2014) found that for active M dwarfs such as

GJ 1243, flares of comparable magnitude can occur approximately once a month.

Flares and stellar activity give rise to an increase in the high–energy and short–

wavelength emission from the star, alongside releases of energetic particles known
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as a Coronal Mass Ejection (CME) (Yashiro et al., 2006). These particles are highly

energetic, and are capable of inducing changes in the atmospheric composition of

terrestrial planets. Yashiro et al. (2006) found that energetic solar flares are almost

always accompanied by a CME.

2.7.3 Stellar spectrum of M dwarfs

In previous simulations of ProxCen b, Boutle et al. (2017) and Yates et al. (2020)

used a stellar spectrum for ProxCen fromBT-Settl (amodel of stellar atmospheres)

(Rajpurohit et al., 2013) assuming an effective temperature )eff = 3000K, a stellar

surface gravity of 6 = 1000m s−2, and a metallicity of 0.3 dex. This spectrum in-

cludes essentially noUV light below 200 nm, as the BT-Settl models capture stellar

photospheric emission but do not account for chromospheric emission. The stellar

chromosphere is the region of the star between the photosphere and the corona,

and due to its high temperature is a source of short wavelength radiation emis-

sion. The study of Boutle et al. (2017) employed a fixed ozone layer, and focused

on altitudes below those employed here, meaning the impacts of the missing very

short wavelength flux would have been negligible in their study. However, with

our focus on the ozone chemistry and higher altitude atmosphere, it is vital we

improve on this aspect. Simulations of Earth–like planets over a range ofMdwarfs

for active and inactive stellar models (Rugheimer et al., 2015) show that inactive

stellar models will produce significantly different ozone compositions than more

active stellar spectra models, and spectra derived from observations of M dwarf

stars.

We have constructed a stellar spectrum from a combination of the MUSCLES sur-

vey (France et al., 2016; Youngblood et al., 2016; P. Loyd et al., 2016)4 and Ribas

et al. (2017) describing ProxCen. This spectrum has significantly higher fluxes in

the UV to X-ray than the equivalent BT–Settl model, a significantly different ra-

diation environment. Figure 2.19 illustrates the differences in stellar spectra by

showing the top–of–atmosphere stellar irradiance received by the Earth, the BT–

4The adapt-const-res-sed.fits version of the spectra
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Figure 2.19: The top-of-atmosphere stellar irradiance for Earth, the BT-Settl spectrum for Prox-
Cen b, and the combined MUSCLES-Ribas spectrum for ProxCen b. We note that the irradiance
below 300 nm differs significantly between the two ProxCen b spectra.

Settl model at ProxCen b, and the spectrum used in this work. The combined

spectrum has significantly higher UV radiation than the BT-Settl model below

300 nm, and in fact has higher levels of extreme UV/X–ray than the Solar spec-

trum below 120 nm. The enhancement of UV leads to increased O2 photolysis

(which occurs below 242 nm). The increased rate of photolysis leads to signif-

icantly higher abundances of atomic oxygen, which leads to significantly faster

growth in ozone through the three-body reaction O2 + O(3P) + M −−−→ O3 + M,

where M denotes a third body. Braam et al. (2022) used the same spectrum as this

work to simulate a similar ‘Earth–like’ planet as Yates et al. (2020), and found that

when compared to Yates et al. (2020) (who used the BT-Settl spectrum) they had

significantly higher amounts of ozone. This was due to two factors, the change in

spectrum to onewhich has higher UV increases the amount of ozone significantly,

and an improved calculation of photolysis rates as compared to the work done by

Yates et al. (2020).
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2.7.4 M dwarfs and flares

The impact of stellar flares andCMEs on terrestrial exoplanets has been addressed

in only a small number of studies. Such studies have, however, shown the sig-

nificant changes they can cause in the chemical processes and composition. For

example, Segura et al. (2010) found that according to their results from a 1D pho-

tochemical model, for an unmagnetised ‘Earth-like’ planet orbiting an M dwarf

star the amount of ozone in the atmosphere was not significantly impacted by

a single stellar flare, when only including the increase in electromagnetic radia-

tion. However, they also showed that ozone was initially significantly depleted

by the proton flux associated with the stellar flare and CME, before recovering to

the original levels of ozone abundance. Tilley et al. (2019) extended on the work

of Segura et al. (2010) using the same model but including multiple flares, sug-

gesting that the recovery of the ozone after the period of activity was unlikely.

Quite recently, Louca et al. (2022) used a 1D model to examine the impact of stel-

lar activity on a range of atmospheres, from hydrogen (H2)-dominated to nitro-

gen (N2)-dominated, and foundpotentiallypermanent changes in the atmospheric

composition due to flares. Their N2 dominated atmosphere simulations showed

that flares can cause a gradual increase in the amount of ozone.

Extension from 1D is required, however, given that the target planets are expected

to be tidally–locked, with one hemisphere constantly irradiated, and in the likely

absence of a significant magnetic field (Christensen et al., 2009), a hemisphere

which is not directly impacted by any stellar activity. Chen et al. (2021) performed

a 3D study exploring the impact of stellar flares from a range of stellar types (M,

K, G) on an Earth-like planet. They found that in the case of K/M dwarfs the

planet retained a significantly perturbed atmospheric composition due to flaring

(planets around aGdwarf quickly returned to their pre–flare atmospheric compo-

sition). This presents questions regarding interpreting exoplanetary atmospheres

determined using atmospheric retrieval, as nitrous oxide (N2O) was significantly

enhanced compared to the same planet subject to a non–flaring star’s irradiation.

On the modern Earth, nitrous oxide’s abundance is heavily controlled by biolog-
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ical activity (Syakila & Kroeze, 2011) (although not entirely, N2O can be created

abiotically), and is thought to be a bio–signature (DesMarais et al., 2002). Finding

a plausible abiotic source of significant nitrous oxidewould raise doubts about the

potential of N2O as a bio–signature.

2.8 Chapter summary

In this chapter I have described the relevant background of the work that I have

been doing. I have introduced methods of exoplanet detection and atmospheric

characterisation, and how this relates to the search for extraterrestrial life. As

well, I have detailed the components of radiative transfer, molecular opacity cal-

culations, atmospheric dynamics, and atmospheric chemistry, and how they have

been captured in a 3D climate modelling framework. Finally, I have described M

dwarf stars and how planets orbiting M dwarfs have been simulated in previous

work.

In the following chapter, I will further detail the atmospheric chemistry used in

this work, as well as show the results of UM simulations looking at the chemistry.

43



Chapter 3

Chemical kinetics and ozone

chemistry

In this chapter, I will describe atmospheric chemistry as it pertains to ozone chem-

istry in an abiotic context. After describing chemical kinetics, several types of

chemical reactions and how I use atmospheric chemistry in the UM, I will de-

scribe the Chapman cycle, hydrogen oxide (HOx) chemistry, and nitrogen oxide

(NOx) chemistry. I will show the results of quiescent (no stellar variability or activ-

ity) simulations using chemical networks of varying complexity on the ProxCen b

aquaplanet for 12,000 days of simulation, and how the atmospheric composition

changes as the complexity of the chemical networks increases. A description of

how stellar flares and stellar energetic particles were included in the chemistry

and UM simulations is described in Chapter 4. The results presented here were

reported in Ridgway et al. (2022), and the description in this thesis was expanded

from the text in that paper.

3.1 Additions to the chemistry framework

For this project I have continued the development of the chemical kinetics frame-

work in order to allow the framework to model terrestrial planets. These addi-
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tions include photolysis, dry deposition, coupling the UM’s hydrological cycle to

the chemical framework, and the creation of a series of chemical networks which

describe ozone chemistry. The development of the chemistry framework is de-

scribed in this section. Section 3.2 will describe the three chemical networks that

were created to test how the abundance of ozone changes as chemical network

complexity increases. Section 3.3 will describe the climate of our ProxCen b, and

the evolution of ozone in these networks.

I have also developed a framework for modelling the impact of Stellar Energetic

Protons (SEPs) and Coronal Mass Ejections (CMEs) that also interact with the

chemistry scheme. These are described in Section 4.5 in the next chapter.

3.1.1 Photolysis

The reaction rates of photolysis reactions or channels (�, s−1), are determinedusing

� =

∫∞
0
&(�)�(�)�(�)3�, (3.1)

where &(�) is the wavelength dependent quantum yield, �(�) is the wavelength

dependent cross section of the dissociating species, and �(�) is the actinic flux.

These rates are calculated by the SOCRATES radiative transfer code (Manners

et al., 2022; Jackson et al., 2020), and passed to our chemical solver (Drummond

et al., 2016). Quantum yields describe the relative likelihood that a particular pho-

tolysis reaction will occur. When only considering first-order effects, the maxi-

mum quantum yield is one, as a quantum yield of less than one means that not

every absorbed photon will cause the particle to dissociate, this is mostly rele-

vant near the threshold wavelength (the wavelength corresponding to a photon

with the minimum energy needed to dissociate the molecule). In the cases where

a species has multiple possible channels (such as O2 or O3, for example), their

quantumyields determine the relative proportion of each channel. As an example,

Figure 3.1 shows how the quantum yields for the twoO3 photolysis channels used

in this work change with wavelength. We see that the O(3P) channel is the domi-
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Figure 3.1: The wavelength dependent quantum yields for O3 + h� −−−→ O2 + O(3P) and O3 +
h� −−−→ O2 + O(1D) used in this work.

nant channel at longer wavelengths, and the O(1D) channel is dominant at shorter

wavelengths. When available, the recommended quantum yields from JPL2019

(Burkholder et al., 2019) were the primary source used in this work. When there

were no recommended quantum yields, we assumed a quantum yield of 1 for

all wavelengths below the threshold wavelength. Table 3.1 lists all the photolysis

channels captured in our model, repeated here for completeness. The threshold

wavelength and the sources for the quantum yields are also included.

The model for photolysis included in SOCRATES includes photodissociation di-

rectly caused by radiation, and secondary dissociations caused by photoelectrons

(free electrons released by photoionisations). Photoelectrons are sufficiently high

energy as to cause ionisations/dissociations. The photoelectrons themselves are

generated by high-energy photons causing ionisations, but we do not directly cap-

ture their generation in our chemistry scheme (including the effects of ionisation

into the chemistry scheme is an idea for future work). Instead, we adopt the pa-
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Photolysis Threshold wavelength (nm) Quantum yield source
O2 + h� −−−→ O(3P) + O(3P) 242.3 JPL2019
O2 + h� −−−→ O(3P) + O(1D) 175 JPL2019
O3 + h� −−−→ O(3P) + O2 1180 JPL2019
O3 + h� −−−→ O(1D) + O2 411 JPL2019
HO2 + h� −−−→ OH + O(3P) 438 Assumed to be 1
HO2 + h� −−−→ OH + O(1D) 259 Assumed to be 1
H2O + h� −−−→ H +OH 242 JPL2019
H2O + h� −−−→ H2 + O(1D) 175 JPL2019
H2O + h� −−−→ H +H + O(3P) 129 JPL2019
H2O2 + h� −−−→ OH + OH 557 JPL2019
H2O2 + h� −−−→ H +HO2 329 JPL2019
NO2 + h� −−−→ NO + O(3P) 422 JPL2019
NO3 + h� −−−→ NO2 + O(3P) 7320 JPL2019
NO3 + h� −−−→ NO + O2 640 JPL2019
N2O + h� −−−→ N2 + O(1D) 336 JPL2019
N2O5 + h� −−−→ NO3 + NO2 1255 JPL2019
N2O5 + h� −−−→ NO3 + NO + O(3P) 298 JPL2019
HONO + h� −−−→ OH +NO 579 Assumed to be 1
HNO3 + h� −−−→ NO2 + OH 581 Assumed to be 1
HO2NO2 + h� −−−→ HO2 + NO2 1207 JPL2019
HO2NO2 + h� −−−→ OH +NO3 726 JPL2019

Table 3.1: The list of photolysis reactions (channels) used in the chemical network, the threshold
wavelength for each reaction, and the sources for the quantum yields.

rameterisation and coefficients of Solomon (2005) for the ionisation due to photo-

electrons of O2. As a result of including the effects of photoelectrons and the sig-

nificantly higher amount of UV in the stellar spectra than used in previous works

(see Section 2.7.3), we find significantly higher amounts of ozone in the planets

atmosphere than compared to previous works when using similar chemical net-

works, such as the results reported in Yates et al. (2020). This is also caused by

the treatment of irradiation and an issue with the distribution of the stellar flux

across wavelength bins causing erroneous photolysis rates in Yates et al. (2020),

see Braam et al. (2022) for a further discussion.

Now that the calculation of photolysis has been described, we will describe how

the photolysis rates are included into the chemistry scheme. The chemistry frame-

work was updated to accept a list of photolysis reactions as an input. This list is

expected to match the photolysis reactions included in the SOCRATES configu-

ration file (spectral file). Once the photolysis rates are calculated in SOCRATES

(see 3.1.1 for an explanation for how those are calculated), they are passed to the

chemical kinetics code and used as the reaction rate coefficients for the reactions.

47



Internally, these are treated as a unimolecular reaction, where the reaction rate

is : 5 = �[�] in order to calculate the resulting change in the number density of

said molecule. The chemical abundances are then passed to SOCRATES for fu-

ture radiative transfer calculations. This creates a coupling between the chemistry

framework and the photolysis scheme.

3.1.2 Coupling of water vapour to the rest of the UM

Beyond relying on the temperature and pressure fields of the UM and coupling

the radiative transfer to the chemistry by using the atmospheric composition de-

termined by the chemistry framework, the chemistry schemewas initially not cou-

pled to the rest of the systems in theUM, such as precipitation and thewater cycle.

This was not a problemwhen the UMwas being used to simulate gas giants with-

out a hydrological cycle (Drummond, 2017), but it did present a problem forwhen

wewanted to use the chemistry on terrestrial planets with awater cycle. I coupled

the chemistry scheme to the UM’s water cycle. To accommodate the coupling, at

the beginning of each chemical time-step the mass mixing ratios of every non-

water chemical species in each grid-box is adjusted to keep the sum of the mass

mixing ratio for each species equal to one,

1 − <v
1 − <<A�2$

, (3.2)

where <E is the moisture variable (kg kg−1) in each grid-cell, and <<AH2O is the

mass mixing ratio of water in each grid-cell before the weighting. The moisture

variable is the amount of water vapour which comes from the UM. Themass mix-

ing ratio of water is then set to the value of the moisture variable supplied by the

UM. After the kinetics calculations, the updated value for the water vapour abun-

dance is passed back to the UM. This allows us to couple the chemistry scheme

to the precipitation scheme. In practice, the impact of the coupling was rather

limited, with the concentrations of water vapour being mostly unaffected by the

chemistry except at high altitudes. Thismay be improved by the inclusion ofwater
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vapour generation into the chemistry framework, similar to recent developments

in UKCA (Archibald et al., 2020).

3.1.3 Deposition

Deposition is the process where material in the atmosphere (gas-phase or aerosol

particles) is deposited on the surface of the planet and removed from the atmo-

sphere. There are two types of deposition that were considered for this work, dry

deposition and wet deposition. Dry deposition occurs when (through gravita-

tional settling or turbulence) particles are deposited onto the surface. Wet depo-

sition occurs when gases dissolve into raindrops. Dry deposition is an important

sink for molecules such as ozone, and is included in the chemistry. During de-

velopment, wet deposition was not considered as it was not expected to change

ozone concentrations significantly, as ozone was expected to be mostly prevalent

in the stratosphere and have a limited amount in the troposphere when using the

full chemical network. While this is true, a lack of wet deposition creates some

problems when discussing the surface radiation environment, as a lack of wet de-

position results in a large reservoir being created ofHNO3, a specieswhich should

effectively be removed by wet deposition. The existence of the reservoir results in

a significant reduction in the surface UV, which would not occur if HNO3 was not

present. This will be discussed further in Section 5.4. This section will describe

how dry deposition was implemented into the chemistry.

3.1.4 Dry deposition

In this work dry deposition was implemented in the simple form described by

Giannakopoulos et al. (1999) for the following seven species: O3, NO2, NO3, N2O5,

HO2NO2, HNO3, and H2O2. We chose to parameterise dry deposition through a

single deposition velocity +dep. +dep ≡ �2/=8 , is the ratio of the flux density of

particles (�2) onto the surface to the number density of particles in the air above

the surface (=8). +dep varies for different terrains (Giannakopoulos et al., 1999),

but as we are simulating an aquaplanet we adopt values of +dep representing dry
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deposition onto an ocean which is used for the entire planetary surface. Using

the definition of deposition velocity we can derive the first–order loss rates due

to dry deposition. Starting from the definition of deposition velocity, a quantity

describing the ratio between the flux of material being deposited on a surface and

the concentration of that material in the air

+dep = Flux/Concentration = (Kg/m2s)/(Kg/m3) = m/s. (3.3)

Deposition velocity depends on the chemical species and the type of terrain. For

this work, as the planet is an aquaplanet, we can use a deposition velocity which

is applicable for oceans. More advanced dry deposition schemes determine the

deposition velocity using a resistance-based approach (Wesely, 1989) accounting

for several factors such as the winds near the surface and the effect of the type of

surface (ocean, forests, urban environments, etc.) to accept the molecule. Incor-

porating this into our model is the aim of future work.

Knowing that we are using a 3D grid to simulate our atmosphere, we can rewrite

Equation 3.3 in terms of the number of molecules of species 8 (#8), the surface area

(�) of the surface level grid cell, and the volume (+) of the surface level grid cell

+dep = −(N8/�t)/(N8/+) = (−N8/�t)/=8 , (3.4)

where =8 is the number density of species 8 and t is an arbitrary period of time.

The right-hand side is negative as the molecules being deposited are a sink for the

species.

+dep=8 = −N8/�t, (3.5)

+dep=8� = −%N8

%C
. (3.6)

Finally, dividing by + gives us the a formula for determining the change in the
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number density of species 8 due to deposition

+dep
=8�

+
= −%=8

%C
. (3.7)

We thus have
%=8
%C

= −
+dep�

+
=8 , (3.8)

which gives us the following formula for the change in number density of species

8 due to dry deposition over an elapsed time C

=8(C) = =8(C = 0)4−
+dep�
+ C . (3.9)

The next step is the correct choice of+dep. Table 3.2 contains the deposition veloc-

ities for selected species as measured at 1m from the surface. They were obtained

from the values used by UKCA for deposition onto open ocean (O’Connor et al.,

2014). Our lowest model layer is typically 20m thick. We need to extrapolate the

deposition velocity to a value that is more accurate for the midpoint of the cell.

The 1m valueswere extrapolated to themidpoint of the lowest layer, following the

formula of Berntsen & Isaksen (1997)

+dep(10m) = +dep(1m)
1

1 + +dep(1m)
��

, (3.10)

where �� is the vertical diffusion coefficient, approximated as

�� ≈
log10(I1)/2

�D∗
, (3.11)

where I1 is the height of the surface level grid cell, � is the von Karman constant,

and D∗ is the surface friction velocity.
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Species Vdep (cm/s)
O3 0.05
NO2 0.02
NO3 0.02
N2O5 1.00

HO2NO2 1.00
HNO3 1.00
H2O2 1.00

Table 3.2: A list of the species in the chemical networks which exhibit dry deposition, and the
deposition velocities measured 1 meter from the surface.

3.2 Chemical networks controlling Ozone in terres-

trial atmospheres

Now that the technical developments have beendescribed,we canproceed to look-

ing at the development of chemical networks describing ozone chemistry. The

chemical networks describe a range of complexity and help qualify how ozone

behaves in our model.

3.2.1 Chapman Cycle

During the early 20th century, Chapman (1930) proposed a series of reactions

which describes the production, destruction, and regulation of ozone. In its sim-

plest form, this consists of a series of 4 reactions. The process is initiated by the

photolysis of O2 which produces atomic oxygen, O (in this simplified view we do

not distinguish between energy states of atomic oxygen). Atomic oxygen can react

withmolecular oxygen in a termolecular reaction to produce ozone. Ozone can be

photolysed as well, returning back to atomic andmolecular oxygen. The products

of ozone photolysis could reform into ozone via the termolecular reaction with-

out additional reactions which deplete atomic oxygen. To complete the cycle, a

final reaction is required which converts ozone and atomic oxygen into molecular

oxygen. This series of chemical reactions is known as the Chapman mechanism
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or the Chapman cycle, and is described as

O2 + h� −−−→ O +O,

O +O2 +M −−−→ O3 +M,

O3 + h� −−−→ O2 +O,

O3 +O −−−→ O2 +O2.

While useful, this view of the Chapman cycle does not capture several compo-

nents, such as the existence of atomic energy states. The energy states of chemicals

species such as atomic oxygen, are important to note, as they can cause additional

chemical reactions to occur. For our purposes, we need to be aware of the ground

state of atomic oxygen, O(3P), and an excited state, O(1D). The excited state is cre-

ated by photolysis with more energetic photons, and plays a key role in initiating

the HOx cycle, as will be described in the following section.

A list of the chemical species involved in the simulation of the Chapman cycle are

listed in Table 3.3. Note that several species (N2, CO2) are included in the simula-

tion but are not reactive (as in they are not changed into other chemical species).

They are included as they are involved in de–excitation reactions of atomic oxygen,

converting O(1D) into O(3P).

Species Formula
Molecular oxygen O2

Ozone O3
Molecular Nitrogen N2
Carbon dioxide CO2

Atomic oxygen (ground state) O(3P)
Atomic oxygen (first excited state) O(1D)

Table 3.3: The species included in the ’Chapman cycle’ simulations used in this work.

This network, which is designated as the Chapman network, consists of the fol-
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lowing reactions

O2 + h� −−−→ O(3P) +O(3P) (� <242 nm) (R1)

O2 + h� −−−→ O(3P) +O(1D) (� <175 nm) (R2)

O2 +O(3P) +M −−−→ O3 +M (R3)

O3 + h� −−−→ O2 +O(3P) (� <1180 nm) (R4)

O3 + h� −−−→ O2 +O(1D) (� <411 nm) (R5)

O3 +O(3P) −−−→ O2 +O2 (R6)

O3 +O(1D) −−−→ O2 +O2 (R7)

O3 +O(1D) −−−→ O2 +O(3P) +O(3P) (R8)

O2 +O(1D) −−−→ O2 +O(3P) (R9)

N2 +O(1D) −−−→ N2 +O(3P) (R10)

CO2 +O(1D) −−−→ CO2 +O(3P) (R11)

The Chapman cycle does not accurately capture the stratosphere however, and

tends to overestimate the concentrations of ozone. In particular, it neglects two

families of molecules which act as ozone sinks, hydrogen oxides, and nitrogen

oxides. The inclusion of these families will reduce the concentration of ozone

substantially. These two families will now be described.

3.2.2 Hydrogen oxides

Hydrogen oxides, also referred to as HOx, refer to H, OH, and HO2, a series of

molecules which are generated from the destruction of water vapour by photoly-

sis, atomic oxygen, and Stellar Energetic Protons (SEPs). These species react with

each other andozone to create a catalytic cycle, whichdepletes ozone substantially.

The HOx catalytic cycle is initiated by the destruction of water vapour into HOx

molecules, which react with ozone and destroy it. A typical view of the reactions
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which comprise the catalytic cycle is

O(1D) +H2O −−−→ OH +OH,

OH +O3 −−−→ HO2 +O2,

HO2 +O3 −−−→ OH +O2 +O2,

OH +HO2 −−−→ H2O +O2,

where OH is initially generated from water vapour. OH is converted into HO2,

and HO2 can convert back into OH, also by destroying ozone. The cycle is termi-

nated by OH andHO2 reacting together and turning into water vapour. There are

other sources of HOx, such as the photolysis of water vapour

H2O + h� −−−→ H +OH (� <242 nm),

H2O + h� −−−→ H +H +O(3P) (� <129 nm),

H +O3 −−−→ OH +O2,

as well as SEPs, which will be described in Section 4.5. The additional chemical

species involved with the inclusion of HOx chemistry in this work are listed in

Table 3.4.

Species Formula
Hydroxyl radical OH

Hydroperoxyl radical HO2
Molecular hydrogen H2
Atomic hydrogen H
Hydrogen peroxide H2O2

Table 3.4: The species added to the network to include HOx chemistry.

This network, hereafter designated as theHOx network, consists of all the reactions

from the Chapman network, as well as the following list of reactions:

O(1D) +H2O −−−→ OH +OH (R12)

OH +O3 −−−→ HO2 +O2 (R13)

HO2 +O3 −−−→ OH +O2 +O2 (R14)
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OH +HO2 −−−→ H2O +O2 (R15)

H +O3 −−−→ OH +O2 (R16)

H +HO2 −−−→ OH +OH (R17)

H +HO2 −−−→ O(3P) +H2O (R18)

H +HO2 −−−→ H2 +O2 (R19)

OH +H2 −−−→ H2O +H (R20)

OH +OH −−−→ H2O +O(3P) (R21)

OH +H2O2 −−−→ H2O +HO2 (R22)

HO2 +HO2 −−−→ H2O2 +O2 (R23)

O(1D) +H2 −−−→ OH +H (R24)

O(3P) +OH −−−→ O2 +H (R25)

O(3P) +HO2 −−−→ O2 +OH (R26)

O(3P) +H2O2 −−−→ OH +HO2 (R27)

H2O + h� −−−→ H +OH (� <242 nm) (R28)

H2O + h� −−−→ H2 +O(1D) (� <175 nm) (R29)

H2O + h� −−−→ H +H +O(3P) (� <129 nm) (R30)

HO2 + h� −−−→ OH +O(3P) (� <438 nm) (R31)

HO2 + h� −−−→ OH +O(1D) (� <259 nm) (R32)

H2O2 + h� −−−→ OH +OH (� <557 nm) (R33)

H2O2 + h� −−−→ H +HO2 (� <324 nm) (R34)

H +O2 +M −−−→ HO2 +M (R35)

OH +OH +M −−−→ H2O2 +M (R36)

HO2 +HO2 +M −−−→ H2O2 +O2 +M (R37)

A list of the reaction rate coefficients for each chemical reaction included as part

of the HOx network is listed in Table A in the Appendix. The inclusion of HOx
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chemistry is an improvement over just theChapmanCycle, but is further improved

by the introduction of nitrogen oxide chemistry, which will now be described.

3.2.3 Nitrogen oxide chemistry

Nitrogen oxides, also called NOx, refer to NO and NO2. The NOx cycle behaves

similarly to the HOx cycle. The NOx cycle depletes ozone via the following reac-

tions

NO +O3 −−−→ NO2 +O2,

O(3P) +NO2 −−−→ NO +O2,

which has the effect of O3 + O(3P) −−−→ 2O2 while recycling NO and NO2.

On Earth, a large source of NOx and nitrous oxide (N2O) is biological activity in

soils (Tables 4.8 and 4.1 respectively, from Ehhalt et al., 2001). Without any esti-

mation or knowledge of a hypothetical ProxCen b biosphere, we restrict ourselves

to abiotic sources of NOx. In this model, the amount of NOx is heavily controlled

by the presence of SEPs. Without any SEPs, NO is generated by

N2 +O(1D) +M −−−→ N2O +M,

N2O +O(1D) −−−→ NO +NO.

With the presence of SEPs, NO is modified by the generation of atomic nitrogen

N2 + p+/e− −−−→ N(4S) +N(4S),

N2 + p+/e− −−−→ N(2D) +N(2D),

O2 +N(4S) −−−→ NO +O(3P),

O2 +N(2D) −−−→ NO +O(3P),

NO +N(4S) −−−→ N2 +O(3P),
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where p+/e− denotes that the reaction is caused by SEPs.

Themethod inwhich thiswas included in the chemistry and how it impacts ozone

concentrationswill be discussed inmore detail in Sections 4.5 and 5.2, respectively.

In this work, we include NOx species, as well as several important NOx reservoirs,

which are collectively referred to as NOy. The included species are listed in Ta-

ble 3.5.

Species Formula
Nitric oxide NO

Nitrogen dioxide NO2
Nitrate radical NO3

Dinitrogen pentoxide N2O5
Peroxynitric acid HO2NO2
Nitrous acid HONO
Nitric acid HNO3

Nitrous oxide N2O
Atomic nitrogen (ground state) N(4S)
Atomic nitrogen (excited state) N(2D)

Table 3.5: The species added to the network to include NOx chemistry.

Tomodel the impacts of SEPs on the atmospheric composition, reactions involving

atomic nitrogen were included in the chemical network. One of the main reaction

pathways of SEPs is the destruction of molecular nitrogen into atomic nitrogen.

Reactions for the excited state of atomic nitrogen, N(2D), were obtained fromHer-

ron (1999). The list of reactions that were deemed as potentially relevant are listed

in Table 3.6.

Reaction A (cm3 molecule−1 s−1) E0/R (K) k(298) (cm3 molecule−1 s−1) Notes
N(2D) + H2O −−−→ products – – 4 × 10−11 –
N(2D) + O(3P) −−−→ N(4S) + O(3P) 3.3 × 10−12 260 5.2 × 10−12 300-400 K
N(2D) + O2 −−−→ NO + O(3P) 9.7 × 10−12 185 6 × 10−11 200-500 K
N(2D) + NO −−−→ N2 + O(3P) – – 6 × 10−11 –
N(2D) + N2O −−−→ N2 + NO 1.5 × 10−11 570 2.2 × 10−12 200-400 K
N(2D) + N2 −−−→ N(4S) + N2 – – 1.7 × 10−14 –

Table 3.6: Reaction rate coefficients fromHerron (1999) for reactions involvingN(2D). Asdescribed
in Section 2.5.8), A is a pre–exponential factor, E0/R is the activation temperature (dividing the
activation energy by the universal gas constant), k(298) is the reaction rate coefficient at 298K, and
Notes lists the temperature range tested for the reaction rate coefficients.
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Of these reactions, we decided to include the following reactions

N(2D) +O(3P) −−−→ N(4S) +O(3P),

N(2D) +O2 −−−→ NO +O(3P),

N(2D) +N2O −−−→ N2 +NO,

N(2D) +N2 −−−→ N(4S) +N2,

as the first three reactions have defined reaction rate coefficients, and the latter

reaction provides a de–excitation channel for N(2D) to convert to N(4S), despite

only having a reaction rate coefficient defined for 298K. Without a temperature

dependent reaction rate there is the risk of under or over–estimating the loss rate of

N(2D) which has implications on how strong the effect of the SEPs will be. Future

work in this area is needed to improve ourmodelling of atomic nitrogen chemistry.

The network, designated as the NOx network, consists of every reaction from the

Chapman and HOx networks, as well as the following reactions:

O(1D) +N2 +M −−−→ N2O +M (R38)

N2O + h� −−−→ N2 +O(1D) (� <336 nm) (R39)

O(1D) +N2O −−−→ N2 +O2 (R40)

O(1D) +N2O −−−→ NO +NO (R41)

NO +O3 −−−→ NO2 +O2 (R42)

NO2 + h� −−−→ NO +O(3P) (� <422 nm) (R43)

O(3P) +NO2 −−−→ NO +O2 (R44)

O(3P) +NO +M −−−→ NO2 +M (R45)

NO2 +O3 −−−→ NO3 +O2 (R46)

O(3P) +NO2 +M −−−→ NO3 +M (R47)

O(3P) +NO3 −−−→ NO2 +O2 (R48)

H +NO2 −−−→ OH +NO (R49)

OH +NO3 −−−→ HO2 +NO2 (R50)
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HO2 +NO −−−→ NO2 +OH (R51)

HO2 +NO3 −−−→ OH +NO2 +O2 (R52)

NO +NO3 −−−→ NO2 +NO2 (R53)

NO3 + h� −−−→ NO2 +O(3P) (� <7320 nm) (R54)

NO3 + h� −−−→ NO +O2 (� <640 nm) (R55)

NO2 +NO3 −−−→ NO +NO2 +O2 (R56)

NO3 +NO3 −−−→ NO2 +NO2 +O2 (R57)

NO2 +NO3 +M −−−→ N2O5 +M (R58)

N2O5 + h� −−−→ NO3 +NO2 (� <1255 nm) (R59)

N2O5 + h� −−−→ NO3 +NO +O(3P) (� <298 nm) (R60)

N2O5 +M −−−→ NO2 +NO3 +M (R61)

N2O5 +H2O −−−→ HNO3 +HNO3 (R62)

OH +NO2 +M −−−→ HNO3 +M (R63)

HNO3 + h� −−−→ NO2 +OH (� <581 nm) (R64)

OH +HNO3 −−−→ H2O +NO3 (R65)

OH +NO +M −−−→ HONO +M (R66)

OH +HONO −−−→ H2O +NO2 (R67)

HONO + h� −−−→ OH +NO (� <579 nm) (R68)

HO2 +NO2 +M −−−→ HO2NO2 +M (R69)

HO2NO2 + h� −−−→ HO2 +NO2 (� <1207 nm) (R70)

HO2NO2 + h� −−−→ OH +NO3 (� <726 nm) (R71)

OH +HO2NO2 −−−→ H2O +NO2 +O2 (R72)

HO2NO2 +M −−−→ HO2 +NO2 +M (R73)

N(4S) +O2 −−−→ NO +O(3P) (R74)

N(4S) +NO −−−→ N2 +O(3P) (R75)

N(4S) +NO2 −−−→ N2O +O(3P) (R76)

N(2D) +N2 −−−→ N(4S) +N2 (R77)
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N(2D) +O(3P) −−−→ N(4S) +O(3P) (R78)

N(2D) +O2 −−−→ NO +O(3P) (R79)

N(2D) +N2O −−−→ N2 +NO (R80)

3.3 Chemical network validation

Now that we have described the chemical networks that comprise this work, we

can test how they work using the UM. These simulations were run assuming no

stellar activity, no flares or SEPs. Table 3.7 lists the simulationswe have performed

for thiswork, the stellar irradiation, the time-steps for the dynamics, radiation and

chemistry for each simulation. The aim of these simulations is to qualify how the

chemical framework and the amount of ozone changes with increasing complex-

ity, and not to test the impact of the inclusion of each portion of the network.

Due to this, there is no simulation which only includes the Chapman mechanism

and NOx chemistry. Simulations were run to gauge the impact of quiescent SEPs,

which are described in Section 5.2. Aside from slightly different initial chemical

compositions depending on the chemical network, every simulation starts from

the same atmospheric conditions, derived from an initial spin–up simulation. To

verify that the simulations are stable for long periods of time, an initial simulation

was run for 3000 Earth days without chemistry, and the fixed ‘Earth–like’ atmo-

spheric composition as prescribed in Table 2 of Boutle et al. (2017). The end point

of this simulation, which was in a climatic steady–state (near constant mean sur-

face temperatures and top–of–atmosphere radiative flux balance) was then used

as the start point for the quiescent phase simulations with chemistry. Likewise,

the end state of the quiescent simulation containing the full chemical network and

quiescent SEPs was used as the start point for the flaring simulations. Before we

can explore the effects of the choice of chemical network on the concentration of

ozone, the climate and dynamics of the planet’s atmosphere should be described.
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Phase Name Spectrum Chemistry Time–steps (minutes)
Dynamic Radiation Chemistry

Quiescent
Quiet_Ch Quiescent ChC

10 60 60Quiet_Ch_HOx Quiescent ChC & HOx
Quiet_Ch_HOx_NOx Quiescent ChC, HOx & NOx

Table 3.7: All quiescent simulations without stellar energetic protons performed for this work,
with short names and a description of the components included.

Band Wavelength range (nm)
1 0.5–75
2 75–100
3 100–125
4 125–150
5 150–175
6 175–200
7 200–225
8 225–250
9 275–300
10 300–320
11 320–505
12 505–690
13 690–1190
15 1190–2380
16 2380–10000

Table 3.8: The shortwave wavelength bands used by the radiation scheme for this work.

For this work, the spectral file (configuration file used by SOCRATES for the radia-

tive transfer) that is used to represent ProxCen b contains 16 wavelength bands,

which are listed in Table 3.8.

3.3.1 Qualification of the photolysis scheme

Due to time constraints, a full simulation of a planet representative of the Earth

was not performed. Instead, the photolysis schemewas tested to understand how

the scheme compares to other schemes. This will provide some justification for

not simulating the Earth.

Without the ability to measure photolysis rates on exoplanets to directly compare

to our photolysis rate calculations, I tested how calculated terrestrial photolysis

rates compare to other photolysis models, using the photolysis rate data supplied

for PhotoComp 20081 as part of the Chemistry-Climate model intercomparison

1Available from https://homepages.see.leeds.ac.uk/~lecmc/ccmvalj/
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performed for Xu et al. (2017), comparing the rates from the P1a experiment (a

clear-sky with Rayleigh scattering, see their Table 6.2). In order to test how well

SOCRATES captures terrestrial photolysis rates, a version of my spectral file that

was used in this work for the ProxCen b simulations was created using the Solar

spectrum for the shortwave with the same band structure seen in Table 3.8. The

following three photolysis reactions were tested

O2 + h� −−−→ O +O, (R81)

O3 + h� −−−→ O2 +O, (R82)

O3 + h� −−−→ O2 +O(1D), (R83)

as these reactions are important reactions that regulate and control ozone chem-

istry in the atmospheres of terrestrial planets. This will be explained further in

Sections 3.2.1–3.2.3 which will explain the chemistry involved in this work.

Two versions of the Solar spectral are shown in the following figures. The first

was created in 2020 and uses the same opacity data as the ProxCen b spectral file,

see Table A.1 in the Appendix for a list of all opacity sources. The second file

was created with more recently compiled ozone opacity data (courtesy of James

Manners) and is labelled 2023. To compare the photolysis rates, I used the single

column model of SOCRATES, which computes radiative transfer for a column of

a given atmospheric composition, temperature, and pressure profiles. Figure 3.2

shows a comparison of the rates of O2 + h� −−−→ O+O. The computed rates from

SOCRATES for the 2020 and 2023 spectral files are quite similar to the reference

data for most pressure, but does show higher photolysis rates at pressures of less

than 10 Pa and pressures greater than 104 Pa.

Figures 3.3 and 3.4 show the computed rates for ozone photolysis, total atomic

oxygen production, and the production of O(1D) (an excited state of atomic oxy-

gen). We see that the results using the 2020 spectral filematches the reference data

well for pressures above 100 Pa, but does have lower photolysis rates for pressures

below 100Pa. The results from the newer 2023 spectral file are significantly im-
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Figure 3.2: A single column SOCRATES simulation comparing oxygen photolysis rates.

proved at lower pressures.

The results of these figures are similar to the reference data and the range of pho-

tolysis rates shown inXu et al. (2017),This demonstrates that the photolysis scheme

used in this work is capable of calculating similar photolysis rates to other pho-

tolysis schemes. As the process to create the ProxCen b spectral file was very

similar, merely using a different stellar spectra to create the k–coefficients used for

the radiative transfer, this gives us justification for using the photolysis scheme for

non–Earth planets. Further testing and qualification of the photolysis scheme in

non–Earth–like atmospheres would be appreciated.

Due to time constraints, UM simulations examining the results of the differing

chemical networks were not performed for a representation of the modern Earth.

However, the photolysis scheme performed well in describing photolysis in an

Earth representation. As the photolysis scheme is flexible, this gives confidence

that as long as the data provided for use in the photolysis scheme is accurate (the

stellar spectrum, opacities, quantum yields, the reactions being considered) for
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Figure 3.3: A single column SOCRATES simulation comparing the total production of atomic
oxygen from ozone photolysis.
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Figure 3.4: A single column SOCRATES simulation comparing the production rate of O(1D) from
ozone photolysis.
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the gases, temperatures, and pressures expected to be seen in the simulation, the

photolysis rates calculated by the photolysis scheme will be accurate.

Having some justification for accurate photolysis rates, we can say that we have an

accurate photochemical scheme. The data for the thermochemical reactions (and

deposition) has been validated for use in terrestrial chemistry, and is dependent

on the temperature and pressures in the atmosphere. From this, there is some

confidence in the results reported by this work that the chemistry scheme will

return accurate results.

Simulations of the Earth should be the subject of future work, particularly in the

context of describing the response of the terrestrial atmosphere to powerful flares

or coronal mass ejections.

3.3.2 The climate of a tidally locked terrestrial planet

The planet in this work is based on Proxima Centauri b. Our setup is built upon

that presented in Boutle et al. (2017), and consists of a terrestrial planet with an

‘Earth-like’ atmosphere aswell as a global ocean. Wehave adopted their planetary

parameters, which are listed in Table 3.9, and their ‘Earth–like’ initial atmospheric

composition (see Table 2 of Boutle et al., 2017).

Planet Constants Proxima Centauri b
Planet radius (km) 7160
Stellar constant (W/m2) 2.07
Rotation rate (radians/s) 6.501 × 10−6

Semi-major axis (AU) 0.0485
Top-of-atmosphere incident stellar flux (W/m2) 880
Surface gravity (m/s2) 10.9
Eccentricity 0
Obliquity 0
Height of atmosphere (km) 78.75
Tidally locked? Yes

Table 3.9: The planetary and orbital parameters used in this work. The planet is assumed to be
tidally locked.

The initial atmospheric composition for each simulation is described in Table 3.10.

The orbital parameters are the values measured by Anglada-Escudé et al. (2016).
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The planet is assumed to be tidally locked. The quiescent stellar constant is cal-

culated using the same inputs and methodology as in Boutle et al. (2017). The

planetary radius and surface gravity are those estimated by Turbet et al. (2016)

assuming a mass of 1.4 Earth masses and a density similar to Earth of 5500 kg

m−3.The atmosphere is assumed to be N2 –O2 dominated, with CO2, and an ac-

tive water cycle generating water vapour. The atmosphere extends to 78.75 km (at

a pressure of approximately 3 × 10−2 Pa), as the high temperatures seen at high

altitudes in this model caused model instabilities if the model height was kept

at higher altitudes. This is not seen when using the same BT-Settl spectrum as

Boutle et al. (2017) and is due to the change in spectra to the MUSCLES spectra

(see Section 2.7.3).

Species Initial mass fraction (kg kg−1) Quiet_Ch Quiet_Ch_HOx Quiet_Ch_HOx_NOx

CO2 5.941×10−4 X X X
O2 0.2314 X X X
O(3P) 0 X X X

O(1D) 0 X X X
O3 10−9 X X X
H2O 10−6 − 10−2 X X X
N2 ∼ 0.76 X X X
OH 10−12 – X X
HO2 10−12 – X X
H 10−12 – X X
H2 0 – X X
H2O2 10−12 – X X

N(4S) 10−12 – – X
N(2D) 10−12 – – X
NO 10−12 – – X
NO2 10−12 – – X
NO3 10−12 – – X
HNO3 10−12 – – X
N2O 10−12 – – X
N2O5 10−12 – – X
HONO 10−12 – – X
HO2NO2 10−12 – – X

Table 3.10: The species included in each of the quiescent simulations, and the initialmass fractions
(IMF) of each species. As the water mass fraction was controlled by the UM, its initial value was
not constant but was a range of values. Due to this, and the differing number of species in the
network, the initial mass fraction of N2 differs slightly between networks.
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Figure 3.5: The hemispherically averaged day–side and night–side vertical temperature profiles
from the last 100 days of Quiet_Ch.

To describe the planet climate and dynamics, we will use the results from the last

100 days of the Quiet_Ch simulation. This provides a baseline which will be com-

pared with the changes in climate and planetary circulation due to the different

chemical networks, which will be explored as part of Section 3.3.3. The plane-

tary climate is dominated by the conditions imposed by the permanent day–side

and night–side. Figure 3.5 shows a vertical profile of the averaged day–side and

night–side temperature. We can see that at low altitudes there is a large day–night

temperature difference of over 60K. This differencedecreaseswith altitude andbe-

comes small above 5 km. The tropopause is at an altitude of about 15 km, where

the temperature is roughly constant between 15–50 km at a value of 190K. Above

50 km the temperatures increase, due to the absorption of shorter wavelength UV

light.

The wind speed and direction in the troposphere is shown in Figure 3.6, and in
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Figure 3.6: The wind speed and direction averaged over the last 200 days of Quiet_Ch at a height
of approximately 4.5 km.

the lower stratosphere in Figure 3.7. We can see that circulation is dominated

by zonal flow, aside from winds flowing away from the substellar point and the

winds forming the cold traps at high latitudes on thenight–side. The cold traps are

thought to be a potential reservoir of ozone (Yates et al., 2020; Chen et al., 2021), as

ozone contained in the cold traps (also called gyres) is shielded from destruction

through photolysis and chemical loss processes occurring predominately on the

day–side.

Above the troposphere, the planetary circulation is dominated by a super–rotating

(moving faster than the planets rotational velocity) jet between 15-30 km. Fig-

ure 3.8 shows the zonal average (averaged over all longitudes) zonal wind velocity

using data from the last 100 days of Quiet_Ch.
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Figure 3.7: The wind speed and direction averaged over the last 200 days of Quiet_Ch at a height
of approximately 18 km.
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Figure 3.8: The zonally averaged zonal wind velocity from the last 100 days of Quiet_Ch.

3.3.3 Effects of the chemical network on ozone

This section describes the evolution in the abundance and distribution of ozone

as the chemical networks become more complex. We will start with the Chap-

man cycle and show how the inclusion of HOx and NOx chemistry causes a large

decrease in the amount of ozone.

3.3.4 Dobson unit

The total amount of ozone in the atmosphere will be described in Dobson units

(DU), which are a common unit (with units of molecules m−2) when discussing

amounts of ozone in planetary atmospheres. It is defined as the amount of ozone

molecules in a layer of ozone 0.01 mm thick at a temperature of 273 K and a pres-

sure of 101325 Pa (STP conditions). The value of a Dobson unit can be derived

from the ideal gas law

% = =:1), (3.12)
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Figure 3.9: The average day–side and night–side ozone column in Dobson units for Quiet_Ch.

where P is the atmospheric pressure, = is the number density, :1 is the Boltzmann

constant, and ) is the temperature. A quick rearrangement gives us

= =
%

:1)
. (3.13)

The value of a Dobson unit is thus

1 DU = = × 10−5 m =
101325 Pa 10−5 m

1.38 × 10−23 J
K 273 K

= 2.69 × 1020 molecules m−2. (3.14)

As a Dobson unit is a measure of the ozone column density, it is used to describe

the ozone column in an atmosphere. The ozone column on Earth typically ranges

from 200-500DU (Gulev et al., 2021).

3.3.5 Chapman cycle

The Quiet_Ch simulation allows us to isolate the ozone production through the

Chapman cycle, and effectively test the model performance. Figure 3.9 shows the

evolution of the day–side and night–side ozone columns. The simulation gener-

ates a very large ozone column, exceeding 20,000DU across the entire planet. This

is significantly higher than observed onEarth, where it is typically 200-500DU.We

can see that night–side ozone has a larger ozone column than the day–side. The

reason for this is shown in Figure 3.10.
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Figure 3.10: Amap of the ozone column across the entire planet from Quiet_Ch, using data from
the last 200 days of the simulation. Note that this plot is centered on the night–side.

Figure 3.10 shows a map of the ozone column across the planet averaged over

the last 200 days of the simulation. We see a relatively uniform distribution of

ozone throughout theplanet, except for in thehigh–latitudegyreswhere the ozone

column ismuch thicker than the rest of theplanet, exceeding31000DU.This occurs

due tohigh levels ofO2 photolysis, whichprovides a large source of atomic oxygen,

allowing a very large amount of ozone to be created. Ozone created on the day–

side that is transported to the night–side accumulates in the gyres, due to the

atmospheric circulation on the night–side as well as a limited impact of the loss

processes present in the Chapman network.

Figure 3.11 shows the vertical profiles of the mole fraction of day–side and night–

side ozone from the Quiet_Ch simulation. We see that the Quiet_Ch simulation

has a substantial amount of tropospheric ozone, ∼ 25 parts–per–million (ppm) on

the day–side and ∼ 30 ppm on the night–side, and a large amount of ozone in the

stratosphere, ranging between ∼ 30 − 110 ppm. This is substantially higher than
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Figure 3.11: The averagevertical day–side andnight–side ozone concentrationprofile forQuiet_Ch
from the last 50 days of the simulation.

the abundances of ozone seen on Earth, which is typically around 10ppm (Fraser,

1997).

Figure 3.12 shows the averaged reaction rates of the reactions comprising the

Chapman mechanism on the day–side and night–side. As a result of the pseudo–

spherical approximation recently implemented in SOCRATES (Jackson et al., 2020)

and used in this work, photolysis rates are not zero on the night–side. Unsurpris-

ingly though, photolysis rates aremuchweaker on the night–side. Other reactions

are weaker as well, due to the lack of available atomic oxygen, which arises due to

the weaker photolysis rates and limited advection onto the night–side, except at

high altitudes. The reaction rates tell us several things about the chemistry. We see

that R3 and R4 (ozone photolysis and the termolecular reaction forming ozone)

are very rapid and very similar in magnitude, except at high altitudes. R1 falls off

with altitudemuch faster then ozone photolysis. This can be attributed to a couple
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factors. As oxygen photolysis requires higher energy photons, it depends much

more on shorter wavelengths, which are absorbed and scattered much more than

longer wavelengths. As well, the absorption cross–sections of oxygen and ozone

are different, with the ozone cross–section peaking at a longer wavelength than

oxygen. We see that in contrast, the rate of ozone photolysis is strongest near the

planet’s surface. The termination reaction of the Chapman cycle, R6, is strongest

in the troposphere as well, due to the additional atomic oxygen created by ozone

photolysis.
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Figure 3.12: Reaction rates of the reactions comprising the core of the Chapman cycle, using data
from the last 100 days of Quiet_Ch. The rates are averaged to give values for the day–side and
night–side.

We can extend our analysis to looking at all reactions which impact ozone in some

way. Figure 3.13 shows the averaged day–side and night–side reaction rates for

all chemical reactions which destroy ozone as well as the termolecular formation

reaction. In particular, reactions R2 and R5, which are photolysis reactions which

generate O(1D). We see that R2 falls off significantly below 50 km, but is compa-

rable to R1 above this altitude. Below 60 km, R5 is much weaker than R4, and also
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Figure 3.13: The reaction rates of the reactions comprising the extendedChapmancycle used in this
work. The reaction rates for both O3 + O(1D) reactions are the same, so they have been combined
for this figure.

does not significantly change with altitude. This creates a comparatively large

source of O(1D) in the troposphere, which becomes important when discussing

the reactions which comprise the HOx cycle.

3.3.6 Hydrogen oxide chemistry

The introduction of HOx chemistry causes a large reduction in the amount of

ozone. Figure 3.14 shows the evolution of the day–side and night–side ozone

column once HOx chemistry is included, showing the ozone column from the

previously described simulation, as well as the Quiet_Ch_HOx simulation. Com-

paring to Quiet_Ch, the ozone column has been reduced by about 75%, dropping

to about 5000DU from ∼ 20000DU. This is still higher than the amount seen on

Earth, but has been substantially reduced.

The resulting changes in the abundances of ozone are shown in Figure 3.15, which

shows the day–side and night–side ozone profiles, similarly to Figure 3.11. The
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Figure 3.14: The average day–side and night–side ozone column in Dobson units for Quiet_Ch
and Quiet_Ch_HOx.

stratosphere is more heavily depleted than the troposphere, having been reduced

to 15 ppm in the stratosphere, and 5ppm in the troposhere. The absolute change

is largest in the stratosphere, but due to the increased density of the air in the tro-

posphere, the depletion of the troposphere contributes muchmore to the changes

in the total ozone column.

Amapof the ozone column is shown inFigure 3.16. The overall distribution is very

similar to Figure 3.10, as the ozone column is fairly evenly distributed, except in

the gyreswhere it is significantly thicker. In the gyres the ozone column is roughly

7000DU, and the ozone column is about 4000DU for the rest of the planet. The

drop in the ozone column is roughly the same factor everywhere, a reduction of

about 75%. Comparing this result with the top left panel of Figure 4 from Yates

et al. (2020) reveals the differences caused by updating the stellar spectrum and, to

a lesser extent, the inclusion of shorter wavelengths in the treatment of photolysis,

as these are the main differences between our treatment for the Quiet_Ch_HOx

simulation and that ofYates et al. (2020). Theupdate to theMUSCLES-Ribas stellar

spectrum leads to much higher levels of ozone, however the change is mainly due

to the increased UV flux as this result was not found when using the BT-Settl

spectrum. This illustrates the importance of including low (<200 nm) wavelength

fluxes into chemistry models.
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Figure 3.15: The averagevertical day–side andnight–side ozone concentrationprofile forQuiet_Ch
and Quiet_Ch_HOx.
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Figure 3.16: Amap of the ozone column across the entire planet from Quiet_Ch_HOx, using data
from the last 200 days of the simulation. Note that this plot is centered on the night–side.
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Figure 3.17: The averaged day–side and night–side reaction rates of the HOx cycle as they pertain
to ozone loss, averaged over the last 100 days of Quiet_Ch_HOx.

Figure 3.17 shows the averaged reaction rates that comprise the HOx cycle. We

see that there are two regimes of reactions which dominate ozone destruction.

Below 40 km, ozone loss is dominated by R13 and R14 (destruction by OH and

HO2). Above 40 km, ozone loss is dominated by R16, destruction by H. This

also helps illustrate that H2O photolysis is a large source of HOx, although this is

much weaker than R12 (HOx production via O(1D)) below 20 km. As mentioned

previously, the source of O(1D) is R5.

This can be seen in Figure 3.18, which shows the reaction rates of every reaction in

the HOx network that impacts ozone. We see that below 40 km ozone photolysis

is still the dominant loss process for ozone, although it is still quickly reformed by

R3. Above 40 km, R16 is the dominant loss process for ozone. Loss of ozone due

to R13 and R14 is significantly higher than R6 below 35 km. The increased loss

of ozone in the lower stratosphere and troposphere results in the vertical ozone

profile seen in Figure 3.11.
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Figure 3.18: Reaction rates of reactions which generate or destroy ozone, averaged over the last
100 days of Quiet_Ch_HOx.

3.3.7 Nitrogen oxide chemistry

Finally, we come to the inclusion of NOx chemistry. The inclusion of NOx re-

duces the ozone column to amuch thinner column than seen on Earth. Figure 3.19

shows the evolution of the day–side and night–side ozone column. Due to time

constraints, I was not able to run this simulation until it had converged. The de-

cision to stop the simulations was determined by when the simulation with the

full chemical network (containing all three chemical cycles as well as the effects

of SEPs) converged, which it had after 12000 days. As that was meant to be the

focus of this work, the decision was made to stop all quiescent simulations once

that simulation had converged. This does present some uncertainties regarding

the results presented here. The ozone in Quiet_Ch_HOx_NOx has a significantly

different evolution than the results seen from the two previous simulations. After

peaking in value after ∼3000 days with an average ozone column of 2000DU, the

amount of ozone slowly decreases, reaching a value lower than 100DU by the end

of the simulation. This is about 40 times lower than the ozone column seen in
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Figure 3.19: The average day–side and night–side ozone columns from the three quiescent simu-
lations without SEPs. Refer to Table 3.7 for the details of the different networks.

Quiet_Ch_HOx, telling us that the NOx cycle is a major ozone sink. The map of

the ozone column is shown in Figure 3.20. The distribution has changed signif-

icantly from what was seen in Figures 3.10 and 3.16, as the gyres are not a large

reservoir of ozone, and are now depleted relative to the rest of the planet.

Figure 3.21 shows the spatially averaged day–side and night–side vertical profiles

of the ozone mole fraction. In comparison to the HOx network, we see that be-

low 60 km ozone has been heavily reduced, with a thin layer of ozone at 50 km of

∼2 ppm. Below 40 km the concentration of ozone has been reduced to 100 ppb.

Figure 3.22 shows the average day–side and night–side reaction rates for the NOx

cycle. We see that destruction of ozone by theNOx cycle (R42 andR44) is dominant

above 15 km, while R46, NO2 +O3 −−−→ NO3 +O2, is dominant below 15 km. The

NOx cycle relies on the recycling ofNO2 back intoNO. We see thatNO2 photolysis

and destruction by atomic oxygen (R43 and R44) is fairly rapid, comparable to or

exceeding R42 except at low altitudes. The NO3 produced is either converted into

N2O5 or is quickly destroyed by photolysis.

Figure 3.23 now shows the NOx cycle in context with the HOx cycle, ozone gener-

ation, and ozone photolysis. We see that R16 is still the dominant loss process at

high altitudes, but is weaker than R42 below 45 km, which remains the dominant

loss process for ozone until below 15 kmwhere NO2 +O3 −−−→ NO3 +O2 becomes
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Figure 3.20: Amap of the ozone column across the entire planet fromQuiet_Ch_HOx_NOx, using
data from the last 200 days of the simulation. Note that this plot is centered on the night–side.
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Figure 3.21: The spatially averaged vertical profile of the ozone mole fractions from the planets
day–side andnight–side for the three chemical networks under quiescent conditionswithout SEPs.
Refer to Table 3.7 for the details of the different networks.

dominant as previously described. Below 40 km the loss of ozone due to the NOx

cycle is much stronger than the HOx cycle. We can also see that R13 and R14 now

differ significantly at all altitudes, which was not seen in Quiet_Ch_HOx.

To summarise the results seen in the quiescent networkswithout SEPs, as network

complexity increaseswemove from a simulationwhich has a very thick ozone col-

umn to a simulation which has a very thin ozone column. The simplest network

consisting only of the Chapman cycle has the largest ozone column (≈ 22000DU),

and the introduction of HOx and NOx chemistry heavily diminishes the ozone

column, particularly in the latter case. The introduction of HOx and NOx chem-

istry heavily depletes tropospheric and stratospheric ozone (through the reactions

listed in Sections 3.2.2 and 3.2.3).
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Figure 3.22: The averaged day–side and night–side reaction rates of the NOx cycle as they pertain
to ozone loss, averaged over the last 100 days of Quiet_Ch_HOx_NOx.
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Figure 3.23: Reaction rates of reactions which generate or destroy ozone, averaged over the last
100 days of Quiet_Ch_HOx_NOx.
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3.3.8 Temperature effects of the changes in ozone

The differing atmospheric compositions from the different chemical networks re-

sult in some changes in the planet’s climate. Figure 3.24 shows the average day–

side and night–side vertical temperature profiles from the three quiescent simula-

tions. We see that the same characteristics are present in each simulation, a large

day–night temperature contrast in the lower troposphere near the surface, and a

small (if any) difference in the stratosphere. As the chemical network expands, the

resulting reduction in ozone causes less heating to occur in the stratosphere. This

is occurring due to less UV being absorbed as there is less ozone to absorb it. This

has the effect of lowering the temperature from ∼190K in Quiet_Ch to ∼180K in

Quiet_Ch_HOx_NOx. The increased UV radiation in the troposphere causes an

increase in the day–side tropospheric temperatures by a small amount. The effects

on circulation were found to be minimal.
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Figure 3.24: The hemispherically averaged vertical day–side and night–side temperature profiles
from the three quiescent simulations without the inclusion of SEPs.

Even though Quiet_Ch and Quiet_Ch_HOx have significantly more ozone than

seen on Earth, the stratospheric temperatures lower than seen on Earth. This can
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be attributed to several factors. The stellar spectrum of ProxCen and the loca-

tion of ProxCen b mean that the planet receives less total radiation than the Earth

does. At the top-of-atmosphere, the Earth receives approximately 1360W m−2,

whereas ProxCen b receives 880W m−2, approximately 35% less energy per unit

area than the Earth does. The different stellar spectra also affects stratospheric

heating. As seen in Figure 3.25, the ProxCen spectrum is much weaker between

150–900 nm. From Gorshelev et al. (Figure 3 of 2014), we see that the opacity of

ozone peaks at approximately 250 nm with a second local maxima at 600 nm, the

opacity of ozone decreases significantly above 600 nm. This means that the at-

mosphere is fairly transparent for this range of wavelengths, meaning that while

there is a lot of ozone, it may not significantly absorb radiation. This is seen in

the relatively small change in stratospheric temperatures between Quiet_Ch and

Quiet_Ch_HOx_NOx. Another factor is the lack of atmospheric heating or cool-

ing due to the chemical reactions themselves. The ozone formation reaction R3

is exothermic (releases energy) and contributes to heating the atmosphere. When

this is combined with ozone photolysis this creates an additional heating source

for the stratosphere. From the records of Atkinson et al. (2004), we can see that

these reactions have the following data regarding the amount of energy released

O3 + h� −−−→ O2 +O(3P) Δ�$ = 101 kJ mol−1,

O +O2 +M −−−→ O3 +M Δ�$ = −106.5 kJ mol−1,

where Δ�$ is the enthalpy of reaction, which describes the amount of heat re-

leased due to a chemical reaction. A positive value denotes an endothermic reac-

tion, and a negative value denotes an exothermic reaction. The combined enthalpy

of reaction is -5.6 kJ mol−1, which means that it is a net release of heat to destroy

ozone via photolysis and regenerate it. As seen in Figure 3.12, these reactions are

quite rapid. This provides an additional heating source to the stratosphere which

is not captured in this work. The photolysis scheme used in SOCRATES does ac-

count for thermalisation, where any excess energy from the photolysis reaction

(the kinetic energy of the products) is transferred into the rest of the atmosphere,
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but any heating from chemical reactions is not included. This is an area which

should be improved by future work.
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Figure 3.25: The top-of-atmosphere stellar irradiance for Earth and theMUSCLES-Ribas spectrum
for ProxCen b over the entire wavelength range used in this work.

The stratosphere is also cooler than the results seen inMeadows et al. (2018), which

found (for a pre–industrial Earth orbiting ProxCen) a warmer troposphere and

day–side. While a detailed comparison is warranted and should the aim of future

work, this is possibly attributable to a few factors. While our stellar spectra is very

similar, there are differences in atmospheric composition that would change the

temperature profile. Referring to their atmospheric composition profiles and tem-

perature profile shown in Figure 8 (right), we see that the amounts of CO2 is much

higher in their model (approximately 5% compared to 5.941×10−4, see Table 3.10),

as well as large amounts of CO andCH4. The high amount of CO2 was included to

raise the surface temperature to 273K. Aswell, theirmodel includes surface fluxes

for several gases, CH4, CO, N2O, H2S, and SO2. The additional warming in the

troposphere is likely not observed in our results due to the differences in model

design. Future work is needed to examine this in more detail.
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3.3.9 Comparison to previous works

These results can be compared to the simulations performed by Chen et al. (2018),

which used a 3D chemistry-climate model to look at hemispheric anisotropies of

biosignatures on tidally lockedMdwarf planets. There are somedifferenceswhich

complicate a comparison. While they did simulate a tidally locked planet orbiting

an active M dwarf, their planet receives significantly more energy than our planet

does. Their planet received an incident top–of–atmosphere stellar flux of 1360W

m−2, compared to 880Wm−2 in thiswork (see Table 3.9), meaning that their planet

receives 54% more energy than our planet does. This will result in higher pho-

tolysis rates and atmospheric heating which will cause differences in atmospheric

composition. Their planet is also rotating much slower than our planet, with a

rotational period of 50 days compared to the 11.2 days used in this work. This

results in their planet having a weaker Coriolis force, which has implications for

atmospheric circulation. Lefèvre et al. (2021) found that differences in rotation rate

for a tidally locked planet will result in differences to the location and amount of

clouds, which has implications for planetary circulation and photolysis rates (the

high optical depth of clouds will reduce the amount of photolysis below them).

Tan & Showman (2020) found that changes in the rotation rate of tidally locked

gas giants cause changes in the height and shape of the equatorial jet. This would

result in a change in the amount of material able to be transported in the jet.

Chenet al. (2018) found that there is ahemispheric anistropyof stratospheric ozone

of 18.7%, with more ozone on the night–side than the day–side, and very little

ozone in the troposphere, with a day–side mixing ratio of 10−11. This is quite

different from the ozone from my simulations, which has a tropospheric mixing

ratio of 10−7. Their ozone mixing ratio in the stratosphere approaches 5 × 10−6 at

48 km. This is much close to my results, which have a mixing ratio of 2 × 10−6 at

the same altitude. This is a large discrepancy, which merits some explanations.

From their ozone production rates between 20–48 km for an activeMdwarf shown

in Figure 2 (top–centre), we see a maximum ozone production rate of approx-
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imately 105 molecules cm−3 s−1 at 48 km, with minimal ozone production below

32 km. This differs substantially frommy ozone production rates (see Figure 3.13),

which are several orders ofmagnitude larger (between 107–109 molecules cm−3 s−1

over the same altitude range) and are substantial for all altitudes, with amaximum

in ozone production rate near the surface. I believe this is attributable to increased

O2 photolysis rates inmyworkdriving an increase in the amount of atomic oxygen,

whichdrives ozone formation. Aswell, theremaybe somedifferences in ozonede-

position which result in a difference in the amounts of tropospheric ozone. Their

model also includes surface fluxes of several trace gases which may impact tropo-

spheric ozone, namely chlorine and bromine oxides. They have a similar role as

HOx and NOx and have a negative impact on ozone concentrations. This merits

future work to further explore these differences.

As well, while there are some important differences as previously described, the

results fromMeadows et al. (2018) are a source of comparison as well. Both works

have a similar stellar spectrum, but different chemical networks. Their results

show an ozone profile which is more similar to my results, but differs substan-

tially in the troposphere. The maximum of their ozone profile is 3 × 10−6 at ap-

proximately 40 km which is similar to the results shown here. The profile in the

troposphere shows large differences, with their profile reaching a minimum of a

10−8 at 10 km (the mixing ratio below this altitude is not visible. This work shows

a tropospheric profile which is approximately 10−7 throughout the troposphere.

This may be explained by differences in composition arising from their inclusion

of surface fluxes which may negatively impact ozone concentrations. This also

merits future work.

I would suggest that these comparisons should be performed as part of a wide

comparison of 1D and 3D chemical–climate models, analogous to the GCM com-

parisons performed for THAI (Fauchez et al., 2021; Turbet et al., 2022; Sergeev

et al., 2022; Fauchez et al., 2022) or the radial velocity fitting challenge proposed

by Dumusque (2016) and analysed in Dumusque et al. (2017). Without establish-
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ing baselines for how eachmodel behaves under a similar set of inputs, explaining

differences is challenging. When components of the model are quite different, ex-

plaining differences becomes even more challenging.

3.3.10 Ozone lifetime

The chemical lifetime (�chem) of ozone is calculated by dividing the concentration

of ozoneby the loss rate of ozone (Brasseur& Jacob, 2017). For example, if chemical

species A is only lost through a single first-order process, the loss rate of A can be

written as
%[A]
%C

= −:[A], (3.15)

where : is a reaction rate coefficient. This has the solution

[A](C) = [A]04−:C = [A]04−C/�chem , (3.16)

where [A]0 is an initial concentration of A and �chem = 1/: is the timescale where

the concentration is reduced to a factor of 1/4 of the original concentration. This

is the chemical lifetime of the species. In the case of ozone, we have multiple loss

processes

:[O3] =
[O3]
�chem

=

∑
8

:8[�8][O3] +
∑
9

: 9[O3], (3.17)

which combines the loss rates of all bimolecular reactions (with other reactants

�8) and unimolecular reactions. The chemical lifetime of ozone is calculated as

�chem =

(∑
8 :8[�8][O3] +

∑
9 : 9[O3]

[O3]

)−1

. (3.18)

The hemispherically averaged day–side chemical lifetimes of ozone are shown in

Figure 3.26. We observe that the addition of theHOx andNOx cycles have reduced

the lifetime of ozone. The lifetime of day–side ozone at the planets surface (ne-

glecting the impact of deposition) decreases from 4 × 105 seconds in Quiet_Ch to

1×105 seconds (4.63 days to 1.16 days) in Quiet_Ch_HOx_NOx. The lifetimes gen-
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erally decrease with increasing altitude, as the increase in ozone photolysis and

other loss processes causes a faster destruction of ozone. The sharp decrease in

ozone lifetimes for Quiet_Ch_HOx and Quiet_Ch_HOx_NOx above 50 km is due

to the presence of atomic hydrogen, as the high reaction rate of H+O3 −−−→ OH+

O2 makes it the dominant loss process of ozone above 50 km, see Figure 3.18

and 3.23.
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Figure 3.26: The vertical profile of the hemispherically averaged day–side chemical lifetimes of
ozone calculated from the quiescent simulations without any SEPs. The effect of deposition on the
chemical lifetime is not included.

We can compare the chemical lifetimes of ozone to the time it takes for a parcel of

air to cross the day–side (the day–side advection timescale, �day). This timescale

can be estimated by

�day ≈
�(A? + ℎ) cos (latitude)

D̄day
, (3.19)

where the term in the numerator is the latitude and altitude dependent distance

across the day–side and ¯Dday is the average day–side zonal velocity. This does not

account for meridional or vertical transport, but is a reasonable approximation
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Figure 3.27: Approximations for the day–side and night–side advection timescales using winds
from Quiet_Ch_HOx_NOx.

for the timescale for a parcel of air to cross the day–side. This estimation of the

day–side and night–side advection timescales (calculated in the samemanner) are

shown in Figure 3.27 using the winds from the Quiet_Ch_HOx_NOx simulation.

The advection timescales are higher than the chemical lifetimes, mostly around

106 seconds, which ismuch larger than the chemical lifetime of ozone,which range

from 105 seconds near the surface to 400 seconds at high altitudes. The chemical

lifetimes are only comparable to the advection timescale in the polar regions in the

troposphere, where the relatively short distance needed to cross the hemisphere

at high latitudes reduces the timescale considerably. This tells us that an ozone

molecule is not likely to survive a journey across the day–side, but will instead

be destroyed and recreated several times. The lack of ozone photolysis and only

a limited amount of ozone–destroying molecules being advected onto the night–

side means that the night–side lifetime is much higher than the day–side. The

lifetime of night–side ozone is controlled by planetary circulation and dynamics
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rather than chemical loss.

Examining the lifetime of other molecules can tell us which species are acting as

reservoirs. In this context, a reservoir is a molecule which acts as a store of other

molecules such as HOx or NOx. For example, on the day–side, NO2 is destroyed

by

O(3P) +NO2 −−−→ NO +O2,

OH +NO2 +M −−−→ HNO3 +M,

but on the night–side these reactions cannot occur (due to the lack of photolysis

limiting O(3P) and OH), and instead NO2 is converted by

NO2 +O3 −−−→ NO3 +O2.

NO3 is very easily destroyed in sunlight, but if it persists, can be turned into N2O5

by

NO2 +NO3 +M −−−→ N2O5 +M,

N2O5 and HNO3 are fairly unreactive on the night–side, but on the dayside are

photolysed and release the stored NOx by

N2O5 + h� −−−→ NO3 +NO2 (� <1255 nm),

HNO3 + h� −−−→ NO2 +OH (� <581 nm),

OH +HNO3 −−−→ H2O +NO3,

NO3 + h� −−−→ NO2 +O(3P)(� <7320 nm).

Figure 3.28 shows themole fractions of severalmolecules comprising theHOx and

NOx cycles. We see that there are no major reservoirs of HOx molecules on the
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night–side. We see that N2O5 and HNO3 are major reservoirs of NOx molecules

on the night–side.
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Figure 3.28: Hemispherically averaged day–side and night–side vertical profiles ofmolecules com-
prising the HOx and NOx cycles. This is taken from the last 100 days of Quiet_Ch_HOx_NOx.

We can examine the chemical lifetimes of the species to see them acting as reser-

voirs. A comparison of the day–side and night–side chemical lifetimes of ozone,

NOx, NOy, and H2O2 from the Quiet_Ch_HOx_NOx simulation is shown in Fig-

ure 3.29. We can see that the ozone chemical lifetime is significantly longer on

the night–side at most altitudes, which is due to two factors. As shown in Fig-

ure 3.13, photolysis (the main source of ozone destruction on the day–side and

night–side) is naturally much lower on the night–side. Non–zero photolysis rates

do not extend far beyond the dusk and dawn terminators, which has the result of

significantly reducing the rate of ozone destruction. Additionally, there is a lim-
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ited amount of transport of ozone–destroying molecules (atomic oxygen, HOx)

transported onto the night–side. Without generation of these molecules due to

photolysis, they are much less abundant, which leaves ozone that is away from

the terminators relatively untouched.
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Figure 3.29: The vertical profile of the averaged day–side and night–side chemical lifetimes of
ozone, NOx, and NOy molecules calculated from the last 100 days of the Quiet_Ch_HOx_NOx
simulation. The effect of dry deposition on the chemical lifetime is not included.

Figure 3.29 also shows the chemical lifetimes of NOx and NOy molecules. We

see that N2O and HNO3 have very large chemical lifetimes (ranging from years

to many thousands of years), many times longer than the advection timescale

shown in Figure 3.27. We see that N2O5 andHO2NO2 are destroyed fairly rapidly,

and do not show day–night asymmetry below 10 km. Above 10 km the molecules

show a much longer lifetime on the night-side, ranging from 107–109 seconds for
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N2O5 and 107–1011 seconds for HO2NO2. Due to their high abundances and long

chemical lifetimes, we find that N2O5 and HNO3 are the main reservoirs of NOx

molecules on the planet’s night–side. This is a similar result to terrestrial chem-

istry. However, there is terrestrial atmospheric chemistrywhich is not captured by

thismodel that does complicate a comparison. We have not included chlorine and

bromine oxides (ClOx and BrOx, respectively) which have a large impact on ozone

chemistry in the terrestrial stratosphere (Fraser, 1997). They were not included

due to their main source being biological emissions, which I did not include in

this work. Testing the effects of such emissions should be the aim of future work.

As such, we do not capture behaviour such as polar springtime reactive halogen

events, events that occur in the polar night which produce oxidisers such as BrO

(Simpson et al., 2018). Abiotic polar ClOx and BrOx sources are thought to include

sea salt aerosols, and interactions with the snow pack (Lopez-Hilfiker et al., 2012;

Krnavek et al., 2012). N2O5 has been identified as an important molecule for the

generation of ClOx and BrOx, and the formation of N2O5 is favoured during the

polar night (Chang et al., 2011; McNamara et al., 2019). For this reason, future

work should aim to incorporate additional types of chemical reactions such as

heterogeneous reactions as well as emissions which would allow the inclusion of

these species.

3.4 Chapter Summary

In this chapter I have introduced the atmospheric chemistry that we are including

in this work, and demonstrated how models of increasing complexity change the

abundances and distribution of species such as ozone. In the following chapter, I

will describe howstellar flares and coronalmass ejectionswere implemented. This

will lead into Chapter 5 where I describe my simulations showing their impact on

atmospheric ozone.
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Chapter 4

Stellar Flares

In this chapter I will explain some of the previous work exploring the impact of

stellar flares on planetary atmospheres, and then describe how I implemented

flares into my simulations. This will describe how I have created a model for the

creation of flares for ProxCen. Finally, I detail my implementation of SEPs and

CMEs into the model framework.

4.1 Background

Our understanding of stellar flares should begin with solar flares. Solar flares

are events which are caused by the release of stored magnetic energy in the so-

lar corona (the outermost layer of the Sun) (Benz & Güdel, 2010). The energy is

released in a process known as magnetic reconnection, which arises when mag-

netic field lines merge within a plasma. Themerging of field lines releases energy,

accelerating the plasma on the field line, rapidly heating the plasma in the solar

corona. Some of the energy is radiated away as X rays, while the heated plasma

is transported along magnetic field lines. The heated plasma deposited into the

chromosphere releases a large amount of energy as well.

This is observed as a strong brightening of the Sun at shorter wavelengths, par-

ticularly gamma ray, X ray, and ultraviolet light. Solar flares occur over a range of
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energies, and are more common during periods of high magnetic activity on the

Sun, particularly around Solar Maximum.

Solar flares are associated with events known as Coronal Mass Ejections (CMEs),

an event where large amounts of energetic particles erupt from the surface of the

Sun and are sent into interplanetary space. Yashiro et al. (2006) reports that for

very energetic solar flares, there is typically an associated CME that occurs that is

associated with the flare, although this is dependent on solar flare energy.

Flares are known to occur on stars other than the Sun, and are known as stellar

flares. Stellar flares have been observed on low-mass stars such asM dwarfs. Stel-

lar flares on M dwarfs are thought to occur by the same process as solar flares

(Benz & Güdel, 2010; Mullan, 2010). Günther et al. (2020) examined the catalog of

stars (looking at F/G/K/M dwarfs) from the first two months of the TESS (Tran-

siting Exoplanet Survey Satellite) mission, and found that the majority of flaring

starswereMdwarfs. Depending on spectral class, between 5–30%of theMdwarfs

observed exhibited flares, while only 1% of the observed F/G/K dwarfs flare.

Günther et al. (2020) found that when the stellar rotation periodwas fast (less than

10days), stars were much more likely to flare. 60% of the fast rotating M dwarfs

exhibited flaring, when only 10% of theM dwarfs with unknown rotation periods

exhibited flaring. This is similar to the results reported by Kepler (Davenport,

2016). Thismight be due to changes in the stellar dynamo on slowly rotating stars,

with slowly rotating stars lacking sufficient energy within their magnetic fields to

sustain flaring, but may be also explainable by the flare rate or flare amplitude

being smaller on slowly rotating stars, which may be difficult to observe.

They also show flare frequency distributions for F/G/K dwarfs, early M dwarfs,

and lateMdwarfs. They found that higher flare rateswas associatedwith a longer

flare duration and higher maximum flare amplitude. Early M dwarfs are shown

to havemore energetic flares than lateMdwarfs. F/G/Kdwarfs showhigher flare

energies thanMdwarfs. While the range of energies of flares is similar betweenM

99



dwarfs and other stars, their significantly lower luminosity makes flares relatively

much more powerful than the same flares on a more luminous star like the Sun.

4.2 Simulating flares in climate models

Simulating flares in a GCM requires a treatment of two aspects of the flare, the

changes in stellar irradiation due to the flare, as well as any changes in the stellar

proton flux due to the flare. In the following sections I will briefly describe previ-

ous work in this area, which will lead into the explanation of my approach to this

problem.

4.2.1 Previous work

I have already described previous work looking at photochemistry on M dwarf

planets in Section 3.3.9. I will now describe several works which have looked at

the effects of flares on exoplanets.

4.2.2 Modelling the impact of flares in 1D

Segura et al. (2010) examined the impact of flares on an Earth–like planet that

was assumed to be orbiting the M dwarf AD Leonis (AD Leo), a star which is

known to exhibit strong flares. Hawley & Pettersen (1991) describes the ’great

flare of 1985’ that occurred on AD Leo, a flare which released more than 1034 ergs

over a period lasting more than 4 hours, representing a large increase in UV and

visible emission. The planet was assumed to be Earth-like, and orbiting AD Leo

at a distance where it received the same amount of stellar radiation as the Earth

receives. They looked at the effects of both the increased UV radiation from the

flare, as well as the impacts of including stellar protons. They found that the UV

radiation from the flare only caused a small temporary variation of less than 1%

in the ozone column. When the effects of solar protons were included, the ozone

column was severely reduced, reaching a maximum of 94% depletion compared

to the pre–flare atmosphere. The atmosphere returned to its original composition

100



after ∼ 48 years. The amount of UV light that reached the surface during the peak

of the flares was found to be higher than the UV flux received on Earth for only

100 seconds. They concluded that flares may not present a direct danger for life

that may exist on planets that were similar to their hypothetical planet.

A few years later, Venot et al. (2016) looked at the impact of stellar flares on two

planets, these were a super–Earth/sub–Neptune that were also assumed to be

orbiting AD Leo, at two different distances, so that the effective temperature of

the planets was 412K and 1303K. Their atmospheric composition is similar to a

gas giant, with high abundances of H2, H2O, CH4, N2, CO, CO2, NH3, and HCN.

They found that flares were capable of inducing changes in the planet’s atmo-

spheric composition. Species such as CO2 changed their distribution significantly,

becomingmuchmore depleted at high altitudes. Interestingly, they found that the

atmospheric composition was permanently altered by flares and did not return to

its original composition, even after flares stopped affecting the planet. The post–

flare atmospheric composition remained significantly different from the pre–flare

composition, even after 1012 seconds (approximately 31,710 years) after the flare.

As well, Venot et al. (2016) also found that the transmission spectra of their sim-

ulated planets were significantly altered due to the flare. The most significantly

changed features were those of CO2 and CO. The cooler 412K planet had smaller

changes in the transmission spectrum, changing by 1 − 10 ppm during the flare,

and approximately 40 ppm by 1012 seconds after the flare. The hotter 1303K had

larger changes, changing the transit depth by 75− 125 ppm. 1012 seconds after the

flare, the transit depth of the CO and CO2 features was reduced by over 500 ppm.

Tilley et al. (2019) improved on the study of Segura et al. (2010). The approach

is similar to Segura et al. (2010) (although some details are different, such as the

flare template), but improves theway that flareswere included. Instead of a single

flare or a series of the same flare, flares were derived from a realistic distribution

of flares, using the flare occurrence-energy distribution of flares on GJ 1243 as
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reported by Hawley et al. (2014). This meant that flares could vary in magnitude

and duration. They also incorporated a realistic impact probability for whether a

CMEwould impact the planet. Similarly to Segura et al. (2010), they found that the

electromagnetic portion of flares does not affect the ozone column, but when the

effects of CMEswere included, the ozone columnwas reduced severely, depleting

by 94% after 10 years of simulation.

Another recentwork looking at flares byLouca et al. (2022) simulated the impact of

flares on hydrogen–dominated and nitrogen–dominated atmospheres. This work

does include atmospheric escape, but does not include the impact of stellar pro-

tons. Similar to this work, the quiescent stellar spectra in their work is obtained

from the MUSCLES collaboration. Their planets were simulated for 11 days, and

subjected to 515 flares. They do not include any heating effects by the flares.

Despite the relatively short length of the simulation, they observed trends indi-

cating a permanent change in the atmospheric composition due to the flares. In

contrast to previous results shown in Tilley et al. (2019) and Chen et al. (2021),

they found that for nitrogen–dominated atmospheres the abundance of ozone in

the upper atmosphere slowly increases. The changes to atmospheric composition

do not sufficiently alter the emission and transmission spectra to make observable

changes using current instrumentation.

4.2.3 Modelling the impact of flares in 3D

Chen et al. (2021) modelled the impact of flares and CMEs using the Whole At-

mosphere Community Climate Model (WACCM). They simulated planets with

a pre–industrial Earth–like atmosphere orbiting several types of stars, G dwarfs,

K dwarfs, and M dwarfs. For each stellar type, they tested a different planetary

configuration. For the G dwarf star, they tested a strongly magnetized rapidly

rotating (P = 1Earth day) planet, with the magnetic field being a dipole oriented

with the rotation axis of the planet. For the K dwarf, they tested a weakly magne-

tised slowly rotating (P = 92Earth days) planet. For the M dwarf, they simulated
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an unmagnetised rapidly rotating (P = 4.32 Earth days) planet. The K dwarf and

M dwarf planets were assumed to be tidally locked. The The effect of magnetism

in their model altered how the stellar protons are included into the atmosphere.

For the unmagnetised case, there is no deflection so the stellar protons are injected

into the atmosphere at all latitudes across the day–side of the planet. If the planet

is strongly magnetised, it is assumed that the stellar protons are guided along the

magnetic field lines to the magnetic poles, so the protons are only injected at high

latitudes (> 60◦) across all longitudes. The weakly magnetised planet is assumed

to have a "patchy" magnetic field similar to Mars, so the protons are injected into

three different regions of the planet, both on the day–side and night–side. Their

inclusion of stellar protons scales observations of solar proton events with the

strength of the flare. This is used to scale the rate of ionisation in the atmosphere

producing atomic nitrogen and HOx molecules.

For their simulations, they assumed that the planet has the same integrated top–

of–atmosphere stellar flux, the amount receivedby theEarth. The size of theplanet

is 1 Earth radii and had a mass of 1 Earth mass. The surface was composed of the

modern Earth’s continental configuration, topography, and albedo. The planets

were simulated for 300 Earth days. In all three simulations, they found that the

amount of ozone present at 1 hPa (1 hPa = 100 Pa) decreased due to flares. The ef-

fect was smallest for the G dwarf, decreasing the mixing ratio by a small amount.

The impact of flares was found to be stronger for the K and M dwarf planets, de-

creasing the mixing ratio at 1 hPa by an order of magnitude. The effects of flares

were limited below 50 km. For the K dwarf and M dwarf cases, the amount of

ozone (averaged over the 300 days of simulation) above 50 km was reduced by an

order ofmagnitude, reaching 2–3 orders ofmagnitude during the peak of the flare

on day 60. Large changes in the amount of N2O, HNO3, and water vapour were

also observed. The effects of the magnetic field assumptions heavily controlled

where the products created by the stellar protons, and produced significantly dif-

ferent patterns of OH production, and drives changes in ozone destruction. They

suggest that if the spatial distribution of nitrogen–bearing and hydrogen–bearing
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species can be determined, this may provide a method for determining the pres-

ence and structure of a exoplanetary magnetosphere.

4.3 Creation of Flare Spectra

I constructed a time–varying stellar irradiance that represents a flare, that is ap-

pliedwhenever a flare occurs. To create a series of flares for the simulations, I used

the flare template of Venot et al. (2016) that represents the ’great flare onApril 12th

1985’ of AD Leonis (AD Leo), reported and characterised by Hawley & Pettersen

(1991). This was used after modifying the input stellar irradiance to make it more

appropriate for ProxCen.

4.3.1 ProxCen flare template

The flare template used byVenot et al. (2016) only uses flare data from100–444 nm.

As such, outside of this wavelength range the spectrum is constant and does not

change during the flare. In the future the flare template could be extended to

longerwavelengths, however, the increased flux from the flaring decreases rapidly

beyond 444 nm. The flare template was converted so the flare would represent a

flare occurring on ProxCen. From the AD Leo flare template we obtained scaling

factors of the irradiance for the duration of the flare using

�Prox,Flare(�, C) = �Prox,Qui(�, C)
�ADLeo,Flare(�, C)
�ADLeo,Qui(�, C)

, (4.1)

where �Prox,Qui and �Prox,Flare are the stellar irradiances of ProxCen during quies-

cent conditions and during a given stellar flare respectively, and �ADLeo,Qui and

�ADLeo,Flare are the stellar irradiances of AD Leo during quiescent conditions and

during a given stellar flare, respectively.

The Venot et al. (2016) flare template is separated into three phases spanning

2586 seconds:

• First impulsive phase: 0–800 s, rapid growth in stellar flux
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• Second impulsive phase: 912–1497 s, fast decrease in stellar flux, still much

higher than quiescent at end of the phase

• Gradual phase: 1589-2586 s, a slow decrease in stellar flux towards quiescent

values
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Figure 4.1: Stellar spectra of the template flare of AD Leo at a distance of 1 AU (left), and the
converted values for the template of a ProxCen flare (right). The figure is separated into three
phases, first impulsive (top), second impulsive (middle), and gradual (bottom).

Figure 4.1 shows the AD Leo flare over time, and the adapted ProxCen flare, sep-

arated into the three phases. We see that the stellar irradiance for both stars is still

much higher at the end of the flare than their quiescent irradiance, although it is

closer to quiescent values at higher wavelengths. The rest of the stellar spectrum

(less than 100 nm, and greater than 444 nm) is kept constant and does not change
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Figure 4.2: The change in stellar constants for the AdLeo flare (left) and the adapted ProxCen flare
(right).

during the flare. As a result, despite a large increase inUV and visible radiation by

several orders of magnitude, the overall brightness of the star does not increase by

the same amount. Figure 4.2 shows the change in stellar constants for the Ad Leo

and ProxCen flares during the flare. The AD Leo flare increases the stellar con-

stant from a quiescent value of 32W/m2 to a maximum of 39.5W/m2. The Prox-

Cen flare increases the stellar constant from the quiescent value of 2.074W/m2

to a maximum of 2.158W/m2. This translates to a maximum change of ∼ 23.5%

from the quiescent value.

Now thatwe understand how the template for a ProxCen flarewas created, we can

continue onto how this template is used to simulate flares of a range of energies

and durations.

4.3.2 Scalable flare template

The ProxCen flare template is scaled based on two factors, the flare energy and

the duration. The flare energy is the energy released by the flare in the form of
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electromagnetic radiation. Given a flare energy � 5 , the energy released from the

flare can be calculated as

� 5 =

∫ ∫ ∫
ℎ(� 5 (�, C) − �∗(�, C))3�3C3�, (4.2)

where ℎ is a scaling factor, � 5 is the stellar spectral irradiance released from the

star during the flare, and �∗ is the quiescent stellar spectral irradiance. If the irra-

diance is scaled for the irradiance received at 1 AU from the star, we can change

Equation 4.2 to

� 5 = 4�32ℎ

∫ ∫
� 5 (�, C) − �∗(�, C)3�3C, (4.3)

where 3=1AU (1.496×1011 m). Wewant a tool which can generate complex flares,

which occur when multiple flares occur at the same time. That changes Equa-

tion 4.3 to

� 5 = 4�32ℎ

∫ ∫
�′5 (�, C)3�3C, (4.4)

where �′
5
is the additional flux emitted from the star during the flare, calculated

as

�′5 = � 5 − �∗. (4.5)

The scaling factor ℎ is used to create flares, and scales the magnitude of the Prox-

Cen flare template, and is calculated as

ℎ =
� 5

4�1�*2
∫ ∫

�′
5
(�, C)3�3C

. (4.6)

The flare duration is dependent on flare energy. More energetic flares last longer.

For this work, we used the flare duration formula from Tilley et al. (2019), derived

from Hawley et al. (2014), which is

log10 C = 0.395 log10 � − 9.269, (4.7)

where C is the duration of the flare in seconds and� is the energy of the flare in ergs
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(1 erg=10−7 J). The duration of the flare template is scaled to match the duration

from Equation 4.7, and is then used to calculate ℎ to scale the magnitude of the

flare. All phases are scaled by the same amount.

This scalable templatewasused togenerateflares over a rangeofdifferent energies.

4.4 Flare Generation

The goal of this work was to subject our simulated planet to a series of flares. Like

Tilley et al. (2019), we subjected the planet to a realistic range of flare energies

instead of flares at the same energy. This produces a more realistic result. To

accomplish this, two problems needed to be solved; creating time-varying spectral

data for flares, and generating a series of flares over a realistic range of energies.

The previous section described the first step, how we can create a time-varying

spectral profile for a flare, once a flare energy is determined. This section will

describe how the series of flares were generated for use in the UM.

4.4.1 Inverse Transform Sampling

This section will describe the technique I used to generate a sample of flares from

a pre–determined frequency distribution. Given a cumulative distribution func-

tion (CDF) relating flare energy and flare occurrence frequency F(x), we want to

generate a sample of flare energies that is representative of the CDF. I chose to

use Inverse Transform Sampling to generate these samples. We can use the flare

energy occurrence distribution for GJ 1243 (Hawley et al., 2014) for flare energies

between 1030.5 − 1034 ergs (1 erg = 10−7 Joules). Equation 4.8 describes how the

occurrence of flares correlates with the energy released during the flare

log10(�) = −1.01 log10(�) + 31.65, (4.8)

where � is the energy released from the flare in ergs and =D is the number of

flares occurring per day of at least energy �. In other words, � is the absolute
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Figure 4.3: The constructed CDF of the flare occurrence-energy distribution.

inverse cumulative frequency. Let us use the generalized form of Equation 4.8,

log10(�) = 
 log10(�) + �. To construct the CDF (F(E)), we first need to normalise

the inverse cumulative frequency �′ so it now ranges from 0 to 1 (issues arising

from � not being 0 at 1034 ergs will be explained shortly). We normalize this by

�′ = �(log10(�))/�(30.5), (4.9)

which is constructed as

�′ =
�(log10(�))
�(30.5) =

10� × 10
 log10(�)

10� × 10
30.5 , (4.10)

=
10
 log10(�)

10
30.5 , (4.11)

= 10
(log10(�)−30.5). (4.12)

The CDF is simply 1-�′, so

�(�) = 1 − �′ = 1 − 10
(log10(�)−30.5). (4.13)

Figure 4.3 shows the CDF for this distribution.

Now that we have an equation for the CDF, we need to invert the CDF to let us

create a sample of energies. Let H = [0, 1] be a uniform distribution of values that
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would correspond to a distribution of energies � such that

H = �(�), (4.14)

so to find the distribution of energies � in terms of H, we need to invert the CDF

to find

� = �−1(H), (4.15)

where �−1 is the inverted CDF. This is found by

H = �(�) = 1 − 10
(log10(�)−30.5,

1 − H = 10
(log10(�)−30.5),

log10(1 − H) = 
(log10(�) − 30.5),

log10(�) =
log10(1 − H)



+ 30.5. (4.16)

Finally, we note that since H is a uniform distribution from [0, 1], 1 − H = H, so we

can slightly simplify Equation 4.16 to

log10(�) =
log10(H)



+ 30.5. (4.17)

This gives us our population of flares which is drawn from the energy-occurrence

distribution. There is one final caveat that we need to note before we can proceed

to generating flares. The distribution is only defined between 1030.5–1034 ergs, but

the distribution has a non-zero probability of flares with an energy > 1034 ergs.

Figure. 4.4 shows the differences between two methods for generating flares from

this distribution and how sample populations compare to the actual distribution

(black). 30 years of flares were sampled, and the resulting inverse cumulative

frequencies were compared to the analytic distribution that they were drawing

from. The first option (blue) is capping the energy of flares which were generated

with an energy of � > 1034 ergs to 1034 ergs. The second option is rejecting any

flares which are too large and redrawing the energy until they have an acceptable
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Figure 4.4: Two samples of 30 years of flares drawn from the distributionwith andwithout redraw-
ing flare energies which are outside the defined range of flare energies, and how they compare to
the analytic distribution.

energy. We settled on the former, as the distribution of flares using the latter

technique does not capture the prevalence of the highest energy flares. As seen

in Figure 4.4, by redrawing the flare energies, the resulting inverse cumulative

frequency seriously diverges from the distribution for flare energies above 2 ×

1033 ergs.

Using the adapted flare template and the techniques explained here, we can now

generate flares with a realistic distribution of energies and durations. We can now

proceed to describing how Stellar Energetic Protons and Coronal Mass Ejections

were modelled.

4.5 Stellar Energetic Protons

This sectionwill explain how I have included the effects of stellar energetic protons

(SEPs) into my chemical networks, what reactions are induced by SEPs, and how
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I have coupled SEPs to Coronal Mass Ejections (CMEs) caused by stellar flares.

Energetic particles are constantly released by the Sun, which is known as the solar

wind. Duringperiods of solar activity the Sun can release larger bursts of energetic

particles. Events where large amounts of solar protons are released and the solar

proton flux is elevated are known as Solar Proton Events (SPEs). During a solar

flare, they can be released by solar events such as coronal mass ejections, also

known as CMEs. If SPEs are released at the right time and the right direction,

they can impact the terrestrial magnetosphere and reach the Earth’s atmosphere.

When the protons precipitate into the atmosphere, collisionswith neutral particles

in the atmosphere createpairs of ions. Theproton causes an electron tobe removed

from the neutral atom or molecule, producing a positively charged ion. These

electrons are also known as secondary electrons. Some energy from the proton is

transferred into the ion pair, which is capable of causing additional ionisations.

To parameterise the effects of stellar protons (or stellar energetic particles, SEPs),

we used ion pair production rates observed in Earth’s atmosphere, and scaled

them with ProxCen flare strength. We take a similar approach to previous work

(Chen et al., 2021), using the solar proton data provided for use1 in the sixth Cou-

pled Model Intercomparison Project (CMIP6) (Matthes et al., 2017). These data

consist of proton fluxesmeasured from various space–based instruments and pro-

vides ion pair production rates in the atmosphere due to solar protons. The rates

are used to determine the reaction rates of the following reactions

H2O + p+/e− −−−→ H +OH, (R84)

N2 + p+/e− −−−→ N(4S) +N(4S), (R85)

N2 + p+/e− −−−→ N(2D) +N(2D), (R86)

where N(4S) is ground state atomic nitrogen, and N(2D) is an excited state of

atomic nitrogen. Following Solomon et al. (1981) and Porter et al. (1976), we as-

sume that 2HOx molecules (oneH and oneOHmolecule) and 1.25 nitrogen atoms

1obtainable from SOLARIS-HEPPA: https://solarisheppa.geomar.de/solarprotonfluxes
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Reaction Production efficiency Scheme
H2O + p+/e −−−→ H +OH 2 HOx
N2 + p+/e −−−→ N(4S) + N(4S) 0.55 NOx
N2 + p+/e −−−→ N(2D) + N(2D) 0.7 NOx

Table 4.1: The list of reactions caused by stellar proton (or stellar energetic particles, SEPs) forcing
used in the chemical networks and the total amount of molecules produced per ion pair for each
reaction.

(0.7 N(2D) and 0.55 N(4S) atoms) are created per ion pair. The reactions and pro-

duction efficiencies are listed in Table 4.1.

4.5.1 Planetary magnetic field

As SEPs are charged particles, the presence of a planetary magnetic field would

alter how andwhere SEPs enter the atmosphere. If the planet has amagnetic field,

the SEPs would be deflected/funnelled towards the magnetic poles. This is ob-

servable on Earth, as SEPs are deflected towards the magnetic poles (Jackman &

McPeters, 2004). This is dependent on the energy of the proton, as higher energy

protons would be deflected less. In this work we assume the planet does not have

a significant magnetic field. Due to a slow rotation rate, the planet is not expected

to have a significant geodynamo so any magnetic field would be relatively weak

(Christensen et al., 2009) and would cause little deflection. Without any deflec-

tion from the magnetic field, the protons are assumed to impact across the entire

illuminated side of the planet.

4.5.2 Quiescent and flaring conditions

The amount of ionpair productiondepends on the energydistribution of the SEPs.

During solar storms, a larger amount of higher energy (> 10MeV) protons are

released by the Sun. Higher energy protons penetrate further into the atmosphere

and cause higher levels of ion pair production (Reid, 1986). Due to differences in

proton energy distributions andfluxes duringCMEs, themagnitude andprofile of

the ion pair production rate will differ between quiescent conditions and during a

CME.We chose a profile to use during quiescent conditions, and a scalable profile

that is used to simulates CMEs.The quiescent profile was created by averaging

113



0.0 0.2 0.4 0.6 0.8 1.0
# cm 3 s 1

10 2

10 1

100

101

102

103

104

Pr
es

su
re

 (P
a)

2009 mean ion pair production rates
2009 Mean

Figure 4.5: The reaction rate profile used for SEPs during quiescent conditions, obtained from
averaging ionisation rates observed during the 2009 solar minimum.

the Earth–based ion pair production rates from 2009, near Solar Minimum. This

serves as a low-activity baseline for quiescent conditions. Figure 4.5 shows a view

of the quiescent ion pair production profile. We see that the production rate peaks

at just over 1 cm−3 s−1, with a secondarypeakat a lowerpressure of∼ 0.45 cm−3 s−1.

The ion pair production rate used to simulate CMEs was created from observa-

tions during the October 2003 solar storm. The production rates from October

27th 2003-November 1st 2003 are shown in Figure 4.6, which shows the evolution

in production rates as the solar storm grew in strength before reaching a maxi-

mum on October 29th, and eventually decreasing in strength. The October 29th

profile was used since it was the maximum magnitude and represents the zenith

in solar storm strength. We see that ion pair productionwasmuch higher than the

quiescent profile, almost reaching 104 cm−3 s−1. The location of the peak produc-

tion rate is also at a much higher pressure, indicating the presence of high-energy

protons.
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Figure 4.6: The ion pair production rates observed during the Halloween 2003 solar storm.

To determine how to scale the production rate with flare strength, we use the

relation of flare strength to protonflux fromBelov et al. (2005)which relates proton

flux to the peak X–ray intensity during the flare. As described in Tilley et al. (2019)

the proton flux (in proton flux units, or pfu) for protons with an energy greater

than 10MeV, with units of protons/cm2/s/sr, (sr is steradian) is given by

�?(> 10MeV) = :0

(
)1.08

02

)1.14

, (4.18)

where ) is the relative flux increase in the JohnsonUband, 0 is the semi-major axis

in astronomical units. We represent the transient nature of CMEs by only applying

the scalable CME profile during the flare (if a CME impacts the planet), otherwise

the planet only receives the quiescent profile. This is scaled using the proton flu-

ence measured from GOES–11 during the October 29th 2003 solar storm, which

measured a rate of 7.7 × 108 protons/cm2/day/sr, or 8912 pfu2. This is applied

as a constant for the duration of the flare, with no correction for a delay between

2obtained from ftp://ftp.swpc.noaa.gov/pub/warehouse/
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Figure 4.7: The ion pair production rates during quiescent conditions (blue), the ionisation rates
during a 1030.5 erg flare (orange), and a 1034 erg flare (green).

the onset of the flare and the onset of the CME. Solar CMEs range in velocities

from ∼ 30 − 2600 km s−1, with an average velocity of 428 km s−1 (Yashiro, 2004).

For our simulations assuming the planet is orbiting at a distance of 0.0485AU,

that would mean an average delay of ∼ 4.7 hours, ranging from ∼ 0.77-67.2 hours.

The response of the atmosphere when the CMEs are delayed is a topic for future

research. The range in ionpair production rates is shown in Figure 4.7, which com-

pares rates during quiescent conditions to the rates during a 1030.5 erg flare, and a

1034 erg flare. We see that even the weakest CME has a much higher production

rate than the quiescent conditions.

4.6 Modelling Coronal Mass Ejections

CoronalMass Ejections aremodelled as occurring concurrentlywith flares. In this

work we assume that every flare has an associated CME. This is similar to Tilley

et al. (2019) and Chen et al. (2021). However, recent work by Muheki et al. (2020);
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Alvarado-Gómez et al. (2022) indicates that the relationship between solar flares

and CMEs is not appropriate for M dwarf stars, where there is less CME activity.

Therefore, our results will effectively act as the upper limit of the effects of CMEs.

However, as will be described in the following chapter, the effects of CMEs were

quite limited, and would be even smaller with less CMEs occurring.

It should be noted that not every CME is expected to impact the planet. This is due

to several factors, such as the angular size of the CME, and where on the star the

CMEwas released. We incorporate a few assumptions regarding the geometry of

CMEs that allow us to obtain a plausible probability regarding whether a CME

will impact the planet.

4.6.1 CME impact probability

The probability of aCME impacting the planet (%) is determinedusing the relation

derived in Khodachenko et al. (2007) for CMEs occurring on the Sun. The factors

controlling the likelihood of a CME impacting the planet depends on a few factors,

the stellar co-latitude and longitude (� and )) where the CME originates, the

angular width of the ΔCME, and the angular width of the planet �pl. The angular

width of the planet is simply calculated as

�pl = 2 arctan(A/0), (4.19)

which for a planet of radius A = 7160 km orbiting the star at a distance of 0 =

0.0485AU is calculated as 1.974×10−3 radians. The angular width of CMEs is as-

sumed to be similar to solar CMEs. Yashiro (2004) reports that the average width

of solar CMEs (ΔCME) ranges from 45–61◦, being smallest near solar minimum

and peaking just before solar maximum. I chose to use an average CME width of

ΔCME = 47◦, the average CME width observed between 1996-2003 (Gopalswamy,

2004). I also assume that CMEs can only originate between a maximum latitude

(Θ), which is assumed to be±60◦. WhileCMEs can occur at any solar latitude, they

typically originate at lower latitudes, particularly during solarminimum (Yashiro,
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2004; Gopalswamy et al., 2008). Figure 4.8 shows a schematic illustrating the ge-

ometry of CME impacts. The impact probability % can be separated into two com-

ponents

% = %1%2, (4.20)

where %1 is the probability of the CMEbeing ejected at an acceptable range of solar

latitudes, and %2 the probability of the CME being ejected at an acceptable range

of solar longitudes. The CME being ejected at an acceptable range of latitudes

means that the polar launch angle � is (assuming the planet is orbiting the star in

the stellar equatorial plane � = �
2 ) in the interval of

�
2 − (ΔCME + �pl)/2 < � <

�
2 + (ΔCME + �pl)/2. (4.21)

The interval is the range of angles where the angular width of the CME and the

angular width of the planet will partially overlap and Using the approach of Kho-

dachenko et al. (2007), we assume that the CME latitude distribution is approx-

imately sin(�). %1 is thus calculated as the fraction of CMEs that originate from

within the previously mentioned interval

%1 =

∫�/2+(ΔCME+�pl)/2
�/2−(ΔCME+�pl)/2

sin(�)3�∫�/2+Θ
�/2−Θ sin(�)3�

=
sin((ΔCME + �pl)/2)

sin(Θ) . (4.22)

%2 is determined in a similar manner. The meridional launch angle ) needs to be

within the range of

− (ΔCME + �pl)/2 < ) < (ΔCME + �pl)/2, (4.23)

where ) is the azimuthal angle, assuming the planet is located at ) = 0 for con-

venience. The longitudinal distribution of solar CMEs is approximately uniform
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Figure 4.8: A schematic illustrating the geometry governing the CME impact probability. ΔCME is
the angular width of the CME, �pl is the angular size of the planet, andΘ is the maximum latitude
where CMEs can originate from. This is an adaptation of Figure 3a fromKhodachenko et al. (2007).
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(Gopalswamy et al., 2008) so we can calculate %2 as

%2 =

∫ (ΔCME+�pl)/2
−(ΔCME+�pl)/2

3)∫2�
0 3)

=
ΔCME + �pl

2� . (4.24)

The probability for a CME impact is thus

% = %1%2 =
(ΔCME + �pl) sin((ΔCME + �pl)/2)

2� sin(Θ) . (4.25)

Under the previous assumptions of ΔCME = 47◦, Θ = 60◦, and �pl ≈ 2 × 10−3,

the probability that a CME impacts the planet is 0.06, or 6%. This tells us that

CMEs that impact the planet are quite infrequent. Referring back to Equation 4.8,

the number of flares that hit the planet in this model are ∼ 6.995 flares/day. This

gives us a CME impact frequency of 0.42/day, or that we would expect a CME to

impact the planet approximately once every ∼ 2.38 days.

4.7 Chapter Summary

In this chapter I have described previous work which looked at the impact of stel-

lar flares on planetary atmospheres, both in 1D and in 3D. Themethod I have used

to generate flares for the UM simulations has been described in detail. The intro-

duction of SEPs (stellar energetic particles) into the chemical networks has been

described, as well as assumptions regarding how CMEs and SEPs will impact the

planet.

In the following chapter I will describe the addition of quiescent SEPs to the qui-

escent simulations (comparing with the quiescent simulations described in Chap-

ter 3) and how those impact the atmosphere. As well, I include flares into the UM

simulations and describe how flares and CMEs have shaped the atmosphere after

a single year of simulation.
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Chapter 5

Atmospheric response to stellar

energetic protons, flares, and coronal

mass ejections

In this chapter Iwill describe the results of the inclusion of stellar energetic protons

into quiescent simulations, and then how I have incorporated stellar flares and

coronal mass ejections into the UM simulations and atmospheric chemistry.

5.1 Simulations with SEPs and Flaring

Before we proceed to the results from the inclusion of flares, it would be useful

to understand the effects that quiescent SEPs have before it is complicated by stel-

lar activity. This section will describe two more quiescent simulations before we

describe the simulations involved in simulating the impact of flares and CMEs.

In addition to the three quiescent simulations described in Chapter 3, two more

simulationswereperformed,Quiet_Ch_HOx_SEPandQuiet_Full,whichdescribe

HOx chemistry with the inclusion of R84, and describe NOx chemistry with the

inclusion of R84–R86 respectively. The simulations and their details are listed in

Table 5.1. The climate, dynamics, and atmospheric composition of Quiet_Full is
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Phase Name Spectrum Chemistry SEPs (affected species) Time–steps (minutes)
Dynamic Radiation Chemistry

Quiescent

Quiet_Ch Quiescent ChC –

10 60 60
Quiet_Ch_HOx Quiescent ChC & HOx –
Quiet_Ch_HOx_SEP Quiescent ChC, HOx Quiescent (H2O)
Quiet_Ch_HOx_NOx Quiescent ChC, HOx & NOx –
Quiet_Full Quiescent ChC, HOx & NOx Quiescent (H2O,N2)

Flaring
Control Quiescent ChC, HOx & NOx Quiescent (H2O,N2)

2 2 2Flare_UV Flaring ChC, HOx & NOx Quiescent (H2O,N2)
Flare_Full Flaring ChC, HOx & NOx Flaring (H2O,N2)
Mean_Flaring Mean flaring ChC, HOx & NOx Quiescent (H2O,N2)

Table 5.1: All simulations performed for this work, with short names, description of the compo-
nents included, and the time–steps used.

used as the initial state for all simulations involved in the simulation of flares.

To simulate flares and CMEs four simulations were performed, a control simula-

tion without any flares or CMEs (Control), a simulation with flares but without

any change in SEPs due to CMEs (Flare_UV), a simulation with flares and CMEs

(Flare_Full), and a simulation that has a different stellar spectrum thatwas created

from the temporal average of the time-varying stellar spectra used in the flaring

simulation (Mean_flaring). These four simulations allow us to examine the ef-

fects of flares separately from the effects of CMEs, as well as examine whether a

non-time-varying stellar spectrum (which results in the planet receiving the same

amount of energy) is potentially able to adequately describe the impact of stellar

flares at a significantly lower computational cost and ease of use.

Due to the increased temporal resolution required to capture the stellar flares, the

time–steps for the dynamics, radiative transfer, and the chemistry were shortened

to 2 minutes, with the radiative transfer and chemistry being calculated on every

time–step instead of every hour. This presents a much larger computational cost,

slowing the simulation speed severely. As a result, while thequiescent simulations

were simulated for 12000 days, the flaring simulations were run for only a single

year (365 Earth days). The simulations and their details are listed in Table 5.1.

Figure 5.1 shows how the flare spectrum changes from quiescent to the peak of

a 1030.5 erg and 1034 erg flare, as well as the ’mean flaring’ stellar spectrum. The

‘mean flaring’ spectrum is much weaker than the peak 1034 erg flare spectrum,

as expected, and is between 0.5–1 orders of magnitude higher than the quiescent

spectrum over the flaring templates wavelength range. This tells us that the at-
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Figure 5.1: The top–of–atmosphere ’mean flaring’ stellar spectrum compared to the quiescent
stellar spectrum and the spectrum at the peak of a 1030.5 and 1034 erg flare. The ’mean flaring’
spectrum was created by calculating the mean spectrum over the year of simulated flares.

mosphere’s response to a ‘mean flaring’ spectrumwill diverge from the quiescent

spectrum, due to the UV radiation driving higher photolysis rates. Although the

planet receives the same total amount of energy over the simulated period from

the ’mean flaring’ spectrum as the time-varying spectrum with flares, we will see

that this does not necessarily capture the changes in dynamics due to the heat-

ing and long–term atmospheric composition changes arising from the temporary

abundance changes occurring during flares. The impacts of the resolved flares are

examined in Section 5.3.

5.1.1 Simulation computation time and resources

Before the results are discussed, it isworthdescribing the computational resources

used to produce the results presented in the preceding chapter and this chapter.

TheUMsimulationswere computed onMonsoon, a high-performance computing

system hosted by theMet Office (The United Kingdom’s national weather service)
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using 216 cores per simulation.

For the five quiescent simulations, the varying complexity of the chemical net-

work had a very large impact on the rate of simulation. Quiet_Ch (the smallest

chemical network) took approximately 75minutes per 50 days of simulation,while

Quiet_Full (the largest chemical network) took approximately 170 minutes per

50 days of simulation. The combined computational cost of the quiescent simula-

tions is calculated as approximately 458,000 CPU–hours. The longest simulations

took approximately 4weeks to compute.

For the four flaring simulations, I used a much higher temporal resolution for the

dynamics, chemistry, and radiative transfer. As the UM currently lacks the abil-

ity to include a dynamic time–step, a much smaller time–step had to be used for

all times. This resulted in a significant slowdown in the rate of simulation. A

single day of simulation took ≈ 75minutes. The computational cost of the four

flaring simulations is calculated as approximately 394,000CPU–hours, and ap-

proximately 3weeks to compute.

Combining the computational cost of the quiescent and flaring simulations gives

a total of approximately 852,000CPU–hours, and approximately 7weeks to fully

compute.

5.2 Quiescent Simulations with SEPs

In this sectionwewill describe the effects that quiescent SEPs (using the quiescent

ion pair production profile described in Section 4.5.2) have on the atmospheric

composition. This will help us understand what effects a quiescent stellar wind

would have on planets aroundM dwarfs, and would also be useful to understand

planets around inactive M dwarfs that are not prone to stellar activity.
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5.2.1 Impact of quiescent SEPs on atmospheric composition

Figure 5.2 shows the evolution of the ozone column (refer to Section 3.3.4 for a

description of the term) for all five quiescent simulations. We see that SEPs do

not cause a meaningful change in the ozone column when only considering HOx

chemistry. We see that NOx chemistry is heavily affected by SEPs, reducing the

ozone column by over an order of magnitude. The sharp decrease in the ozone

column of Quiet_Full at 11,000 days warrants further investigation.
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Figure 5.2: The day–side and night–side ozone columns for all five quiescent simulations, with
and without SEPs.

Figure 5.3 shows the map of the ozone column for the two HOx and NOx simula-

tions, and further illustrates the effects of SEPs on the ozone column. We see that

the two HOx simulations (top panels) are very similar to each other. As seen in

Figure 5.2, the ozone column is not particularly affected by SEPswhenonly consid-

ering HOx chemistry. When including SEPs into the NOx chemistry in our sim-

ulations (Quiet_Ch_HOx_NOx and Quiet_Full), the ozone distribution changes

drastically (the bottom panels of Figure 5.3), reducing significantly across the en-

tire planet. Ozone is further depleted, reducing the global average ozone column

from ∼ 60DU to ∼ 1DU. Ozone is further depleted in the polar regions, and the

night–side gyres (cold traps at high latitudes).

Figure 5.4 shows the averaged day–side and night–side vertical profiles of the

ozone mole fraction for all five quiescent simulations. Once again, we see that

Quiet_Ch_HOx and Quiet_Ch_HOx_SEP are effectively the same. The difference
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Figure 5.3: The spatial distribution of the ozone column inDobson units, temporally averaged over
the period of 11800–12000 days for the Quiet_Ch_HOx (top left), Quiet_Ch_HOx_SEP (top right),
Quiet_Ch_HOx_NOx (bottom left) and Quiet_Full (bottom right) simulations from the quiescent
phase. SeeTable 5.1 for explanationof the simulationnames. Theozonedistribution is significantly
reduced by the addition of NOxchemistry, and is further depleted by the inclusion of SEPs.
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in ozonemole fraction between the twoNOx simulations is apparent below 50 km,

but only significantly diverges below 30 km. The inclusion of SEPs has heavily de-

pleted the lower stratosphere and the troposphere. The tropospheric abundance

has been reduced from ∼ 100 ppb to less than 1ppb.
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Figure 5.4: The spatially averaged vertical profile of the ozonemole fractions from the planets day–
side and night–side for the five chemical networks under quiescent condition. Refer to Table 5.1
for the details of the different networks.

Figure 5.5 shows the day–side chemical lifetime (without including deposition) of

ozone from thefivequiescent simulations. Once again,we see thatQuiet_Ch_HOx

and Quiet_Ch_HOx_SEP have effectively the same chemical lifetime. The effects

of SEP inclusion on NOx chemistry are visible below 50 km, where the chemical

lifetime of ozone is reduced. The tropospheric lifetime has been reduced from

5×104–105 seconds inQuiet_Ch_HOx_NOx to 3×104–8×102 seconds inQuiet_Full.

The reduced chemical lifetime tells us that ozone in the lower stratosphere and

troposphere is created and destroyed several times during a trip across the day–

side. This has important implications for the effects of stellar flares, as will be
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Figure 5.5: The day–side chemical life time (not including deposition) of ozone from the five qui-
escent simulations.

described in Section 5.3.

The reasonswhy SEPs have a limited effect forHOx chemistry and a large effect for

NOx chemistry can be explained by looking at the reaction rates of HOx and NOx

sources and how they compare to the SEP reactions. The contribution of quiescent

SEPs to HOx chemistry can be examined by comparing the reaction rates of

H2O + p+/e− −−−→ H +OH,

O(1D) +H2O −−−→ OH +OH,

H2O + h� −−−→ H +OH,

to compare the rates of howH2O is converted into HOx molecules between SEPs,

the initial reaction of the HOx cycle, and water photolysis. Figure 5.6 shows the

reaction rates of the aforementioned reactions averaged over the day-side, using

the atmospheric composition and temperature of Quiet_Full, averaged over the
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Figure 5.6: A comparison of the rate of H2O conversion into H and OH by SEPs, photolysis, and
through a reaction with O(1D).

last 50 days of the simulation. We see that the SEP reaction is much weaker than

H2O+ h� −−−→ H+OH at all altitudes, and only exceeds O(1D) +H2O −−−→ OH+

OH at high altitudes.

This only provides a small additional contribution to the amount of HOx in the

atmosphere, and causes a limited effect on the amount of ozone. This is further

illustrated by Figure 5.7, which shows the day–side reaction rates of the HOx cycle

fromQuiet_Ch_HOx (solid) andQuiet_Ch_HOx_SEP (dashed), which shows that

the inclusion of SEPs does indeed barely change the reaction rates of any of the

reactions which impact ozone concentrations.

Explaining the impact of quiescent SEPs on the NOx chemistry is a little more

complicated as the generationmechanisms forNOx are differentwith andwithout

SEPs (atomic nitrogen reactingwithO2 instead of reactions betweenN2 andO(1D)

with N2O acting as an intermediary), but we can compare the generation rate of
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Figure 5.7: A comparison of the day–side reaction rates for HOx chemistry with and without the
effects of SEPs.

NObetween the two sources, and see how that impacts ozone concentrations. The

impact of SEPs on NOx generation can be examined in two ways; by comparing

the NO generation rates for the following reactions

O(1D) +N2O −−−→ NO +NO,

N(4S) +O2 −−−→ NO +O(3P),

N(4S) +NO −−−→ N2 +O(3P)

N(2D) +O2 −−−→ NO +O(3P),

N(2D) +N2O −−−→ NO +N2.

As well, the net NO production due to SEPs is also shown. This allows us to

compare the two sources, as well as how N(4S) and N(2D) contribute to NO pro-

duction. Figure 5.8 compares the production rate of NO for each reaction, using

the same atmospheric composition/configuration as Figure 5.6 from the last 50

days of Quiet_Full, as well as comparing the rate of O(1D) + N2O −−−→ NO + NO
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between the Quiet_Ch_HOx_NOx and Quiet_Full simulations. We see that the

net production of NO due to SEPs is much larger than O(1D) + N2O −−−→ NO +

NO above 17 km. The quiescent SEPs create significantly more NO above 20 km.

We can see that N(4S) is a very efficient destructor of NO, showing us that most

of the NO generated by the N(2D) created due to SEPs is destroyed by the N(4S)

created by SEPs, except at lower altitudes, where the destruction of NO due to

N(4S) begins to decrease. We also see that the rate of O(1D) +N2O −−−→ NO+NO

for the Quiet_Ch_HOx_NOx simulation does not fall off as sharply in the tropo-

sphere, but is lower than the rate for the Quiet_Full simulation above 15 km. We

attribute this to N(4S) + NO2 −−−→ N2O +O(3P) providing an additional source of

N2O above 15 km and increasing the reaction rate. The sharp decrease in the rate

for the Quiet_Full simulation is due to the lack of atomic nitrogen limiting N(4S) +

NO2 −−−→ N2O+O(3P), as well as a lack of O(1D) which is primarily derived from

O3 photolysis. The Quiet_Ch_HOx_NOx simulation has more ozone in the tro-

posphere, and has a higher rate of ozone photolysis which provides more O(1D).

This is especially important as the source of N2O in the Quiet_Ch_HOx_NOx sim-

ulation is O(1D) + N2 + M −−−→ N2O +M, so an increase in ozone photolysis will

increase the amount of both of the reactants of O(1D) + N2O −−−→ NO +NO.

We can then look at how this impacts ozone by looking at how ozone destruction

has changed as well as how the abundances of NOx species have changed. This is

shown in Figure 5.9which shows a comparison of the day–side reaction rates of the

NOx cycle, and Figure 5.10, which compares the number densities of the chemical

species involved in the reactions shown in Figure 5.9. We see a large increase in the

rate ofNO+O3 −−−→ NO2+O2which is nowmuch stronger, especially considering

that the reduction in the amount of ozone directly impacts the reaction rate (as it

depends on [NO][O3]. Correspondingly, we see a large increase in the amounts

of NO and NO2 below 20 km.
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Figure 5.8: The reactions controlling the production and destruction of new NO in quiescent con-
ditions in the Quiet_Ch_HOx_NOx and Quiet_Full simulations.
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Figure 5.10: A comparison of the day–side number densities for several species involved in NOx
chemistry with and without the effects of SEPs.

The Chapman cycle and HOx cycle reactions are relatively straightforward. The

ozone loss reactions are all much weaker at low altitudes in the Quiet_Full simu-

lation compared to the Quiet_Ch_HOx_NOx simulation, once again reflecting the

lack of ozone at lower altitudes. Now that we have explored all of the quiescent

simulations, we have an understanding of how the chemical networks behave for

this planet, as well as how quiescent SEPs contribute to the atmospheric compo-

sition. We can proceed to simulating the impact of flares and CMEs.

5.3 Flaring

The main focus of this work is to explore the impact of a flaring M dwarf star on

the climate of an ‘Earth-like’ terrestrial, tidally–locked, exoplanet. Therefore, in

this section we focus on our three simulations including flares, namely Flare_UV

(full chemistry but omitting CMEs), Flare_Full (full chemistry and CMEs) and
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Figure 5.11: The inverse–cumulative–frequency (in flares/day) of flare energy from a one year
sample (blue line) as compared to the analytic distribution (black line).

Mean_flaring (full chemistry, a constant mean flaring spectrum and quiescent lev-

els of SEPs), using our Control (full chemistry but quiescent spectrum and SEP

profile) as a reference.

5.3.1 Flare and CME generation

Using the Inverse TransformSampling technique discussed in Section 4.4.1, a sam-

ple of flares and CMEs were generated for the period of a single year of simula-

tion. However, the sample of flares from a period of a single year could have

significant inter–annual variability, and differ considerably from the analytic dis-

tribution. Therefore, samples of flares from a one year period were generated

≈ 106 times and the sample which best matched the distribution was used in this

work (i.e. the sample of flares with the minimum ;2-norm when comparing the

occurrence-flare energy distribution from the sample to the analytic distribution)

shown in Figure 5.11. We note that the choice wasmade to force the one year sam-

ples to include a 1034 erg flare with an associated CME that occurs 60 days into the

simulation. This was done in order to observe the impacts of amaximum strength

flare and CME, the results of which are discussed in the following section.
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5.3.2 Results

We can begin with the changes in ozone that have happened due to flares. Fig-

ure 5.12 shows the day–side (solid) and night–side (dashed) mean ozone columns

during the flaring section of the simulation for the four cases, aswell as CMEonset

times. We find that the impact of the stellar flare irradiation we have constructed

is to increase the global averaged total column of ozone in the atmosphere from

≈ 1DU (at the end of Quiet_Full) to ≈ 15−20DU (the range of values over the last

50 days of the simulations with flares), as the day–side and night–side columns

have similar values. During a flare the UV increases substantially and increases

O2 photolysis generating additional atomic oxygen. The increase in atomic oxygen

drives the growth of ozone via O2 + O(3P) + M −−−→ O3 + M. The destruction of

ozone by photolysis or through additional HOx and NOx increases during a flare

as well, but does not increase enough to offset the significant growth of ozone.

The net effect of the flare causes the amount of ozone on the day–side to increase

rapidly (the largest flares capable of creating an ozone column of >75DU), and

slowly decrease once the flare has ended. This is due to ozone on the day–side

being destroyed or being transported onto the night–side. The enhancement of

night–side ozone is due to the advection of ozone from the day–side. The dif-

ference in the peak day–side ozone column and peak night–side ozone column

(with the flare and CME on day 60 being a good example, where the day–side

ozone column peaked at 75-80DU, while the night–side column peaked at 40DU)

demonstrates that a large fraction of ozone created during a flare is destroyed

quickly, before it can be transported to the night–side. Both the Flare_UV and

Flare_Full simulations exhibit very similar behaviour. The average ozone column

is quite insensitive to the inclusion of CMEs, only reducing the average ozone col-

umn by a small amount. This is attributed to a lack of additional HOx and NOx

created via Reactions R84-R86. Both of the quiescent and CME ion pair produc-

tion rate profiles used in this work (see Figure 4.7) rapidly decline below 35 km

(which has a pressure on the day–side of ∼ 100 Pa), and are reduced to 0 below

15 km (∼ 7000 Pa). As the ionisation rate declines, the SEPs are less important
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Figure 5.12: The hemispherically averaged mean ozone column of the day–side and night–side
from the flaring simulations used in this work as described in Table 5.1. CME onset times have
been marked in gray.

and generate less HOx and NOx, which results in ozone below 35 km not being

heavily affected by CMEs, and only being strongly affected by the increased UV

from the flare. Figure 5.12 demonstrates that the ozone column is perturbed from

a non-flaring state, and that the inclusion of CMEs does not produce a significant

change in the global amount of ozone. A 1034 erg flare with an accompanied CME

occurred on day 60 of the simulation, and during the peak of this flare the global

mean ozone column increased from 20DU to 45DU. To view an animation of the

evolution of the ozone column for the first 30 days of the simulations, please view

Supplementary Figure 1 (external link), which is available online at the Open Re-

search Exeter Repository (ORE) entry for this thesis, or here.

These results differ significantly from the results reported byChen et al. (2021) and

Tilley et al. (2019), which see a reduction in the ozone column due to flares and

CMEs. This is the opposite result to this work, and should be explained. I believe

this can be attributed to several factors, particularly to how SEPs and CMEs are

included in their work. Chen et al. (2021) includes SEPs which are scaled by flare

strength similarly to my work, but they apply the scaled SEPs as daily averages.

This is in contrast to this work which applies the scaled SEPs during the flare.

This will increase the effect of CMEs substantially in their work. As well, they

do not incorporate CME impact probability, so every CME impacts the planet. In
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Section 4.6.1 I found that the impact probability of a CME for the simulated planet

was 6%. By not taking this into account, this will exaggerate the impact of CMEs

compared to this work which will translate to a stronger impact of SEP reactions,

and a negative impact on the amount of ozone.

It does not appear that Tilley et al. (2019) incorporates quiescent SEPs into their

chemistry calculations. As seen in the differences between Quiet_Ch_HOx_NOx

and Quiet_Full, the inclusion of quiescent SEPs can cause a large reduction in the

amount of ozone. The impact of CMEswould bemuch stronger on a planet which

has more ozone, and this might explain the trends observed by Tilley et al. (2019).

I would suggest that this merits some future work in the form of a review and

comparison of all inputs and techniques used in these works to determine what

methodology or model differences have resulted in the observed difference. This

would be a good companion to the review I propose in Section 3.3.9.

We can analyse the changes in chemical reactions and abundances to inform us

about how flares have impacted this work. We can look at how the Chapman

cycle, HOx chemistry, and NOx chemistry change during flares. To do this, we

will be using data taken during the 1034 erg flare that occurred on day 60 of the

flaring simulation. The CME (of maximum strength) from this flare impacted the

planet, so we can compare how the changes to SEPs change the chemistry, despite

having only a limited long-term impact on the ozone column. The results shown

in the following figures will be broadly applicable to every flare and CME which

occurred during the simulation. We can begin with showing changes in chemical

abundances.

Figure 5.13 shows the number densities of chemical species directly relevant to

ozone chemistry under the initial quiescent conditions, and during the 1034 erg

flare. We see that the amount of O(3P) is heavily increased during the flare, driven

by higher O2 and ozone photolysis rates. The amount of ozone has increased be-

low 55 km from the quiescent values, which is consistent with the increase of the
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Figure 5.13: Day–side number density profiles of several chemical species connected to ozone
chemistry.

ozone column seen in Figure 5.12. We see that between 35–50 km the ozone num-

ber density in the Flare_Full simulation is lower than the data from the Flare_UV

simulation, showing the effect of the increased amount of SEPs. The amounts of

OH and HO2 have increased due to flares, with CMEs causing them to further in-

crease between 20–50 km. We do not see an appreciable change in the amount of

NO2, but we do see a change inNO. Below 40 kmwe do not see a large impact due

to CMEs on the amount of NO, as both the Flare_UV and Flare_Full simulations

show similar profiles. Above 40 km we see that CMEs have heavily increased the

amount of NO, whereas flares have not significantly affected NO. NO3 remains a

minor constituent, and is increased by flares. Once again, we see that CMEs only

have a significant impact above 40 km.

We can examine the three main portions of the chemical network to see how they

have evolved. Figure 5.14 shows the changes in the Chapman cycle reactions dur-

ing the 1034 erg flare. We see a large increase in O2 and ozone photolysis of at

least several orders of magnitude. The increased availability of atomic oxygen has

138



100 102 104 106 108 1010

Reaction rate (molecules cm 3 s 1)

0

10

20

30

40

50

60

70

80
He

ig
ht

 (k
m

)

Chapman cycle comparison

O2 + h  -> O(3P) + O(3P)
O2 + h  -> O(3P) + O(1D)
O2 + O(3P) + M -> O3 + M
O3 + h  -> O2 + O(3P)
O3 + h  -> O2 + O(1D)
O3 + O(3P) -> O2 + O2

Start of simulation
During 1034 erg flare
During 1034 erg flare and CME

Figure 5.14: Reactions rates of the Chapman cycle during a flare and quiescent conditions.

resulted in an increase in ozone formation.

The changes inHOx chemistry are shown in Figure 5.15. We see an overall increase

in the reaction rates, with only limited differences caused by the CME. The HOx

cycle termination reaction OH + HO2 −−−→ H2O + O2 now exceeds OH + O3 −−−→

HO2 + O2 and HO2 + O3 −−−→ OH + O2 + O2 between 30–65 km, whereas during

quiescent conditions this was only true from 45–70 km. We see that HOx is more

likely to be used to destroy itself than directly destroy ozone. The conversion

of atomic oxygen into molecular oxygen, O(3P) + OH −−−→ O2 + H and O(3P) +

HO2 −−−→ O2 + OH is now much stronger, with these reaction rates being the

largest reaction rates above 25 km. These reactions do not directly destroy ozone,

but instead destroy one of the reactants which form ozone. The rates of ozone loss

aremuch lower than the rates of O2+O(3P)+M −−−→ O3+M seen in Figure 5.14, so

these reactions remain a relativelyminor loss process for ozone for most altitudes.

The contribution of SEPs to HOx generation is shown in Figure 5.16, which com-

pares the SEP reaction to water photolysis and H2O + O(1D) −−−→ OH + OH.
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Figure 5.15: Reactions rates of HOx chemistry during a flare and quiescent conditions.

During the CME, we can see that the SEP reaction is now the dominant source

of HOx, except at low altitudes, where H2O + O(1D) −−−→ OH + OH remains the

larger source of HOx instead of water photolysis. The other two reactions show

interesting behaviour, where below 49 kmboth flaring simulations are similar, but

at high altitudes the Flare_Full simulation has lower rates than the Flare_UV sim-

ulation, and even has lower rates than the quiescent conditions at the start of the

simulation. The decrease in the rates, especially the water photolysis rates, sug-

gest that the SEPs have heavily depleted the amount of water at high altitudes.

The changes to NOx chemistry are seen in Figure 5.17. We see that NO + O3 −−−→

NO2+O2 remains amajor lossprocess for ozone,withNO–NO2 cyclingbeingquite

rapid, and comparable to the ozone production rate seen previously in Figure 5.14.

Once again, we see that the strengthening of the SEP reactions due to CMEs do

not have a significant impact on reaction rates below 30 km.

Figure 5.18 compares all NOx generation sources during the 1034 erg flare. We see
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Figure 5.16: A comparison of the sources of new HOx during the 1034 erg flare.
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Figure 5.18: A comparison of the sources of new NO during the 1034 erg flare.

that for the Flare_UV simulation, at 40 kmO(1D)+N2O −−−→ NO+NO is compara-

ble to the quiescent SEPs induced reactions, which themselves remain unchanged

from the rates shown in Figure 5.8. The SEP induced reactions have been increased

by approximately 6 orders of magnitude above the quiescent values. We see that

despite SEPs significantly increasing the amount of NO generation, this does not

translate to a significant impact on ozone concentrations over the long term, as

this does not translate to a significant difference in the ozone column between the

Flare_UV and Flare_Full simulations.

Figure 5.19 shows the spatially averaged day–side and night–side mole fractions

of ozone as a function of altitude for the Control, Flare_UV and Flare_Full simu-

lations, temporally averaged over the last 50 days of the simulation. The impact

of the flares, and also the SEPs is clear. An ozone layer between 20-25 km (here-

after referred to as the lower ozone layer) has developed. This is also present in

the quiescent simulation but is much smaller. The ozone layer between 45-55 km

(hereafter referred to as the upper ozone layer) from the Flare_Full simulation has
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Figure 5.19: The spatially averaged vertical profile of the ozone mole fractions from the planet’s
day-side and night-side for the Control, Flare_UV, Flare_Full, and Mean_flaring simulations, av-
eraged over the last 50 days of the simulations. The impacts of the stellar flares are seen in the
generation of an ozone layer around 20–25 km. The impact of the CMEs is seen in the depletion of
ozone above 35 km.

been depleted relative to the Flare_UV simulation. The depletion is due to the

increased amount of NO which was generated by the CMEs. The impact of the

CMEs on ozone concentration is found to have negligible long-term effects below

35 km, as the SEP-induced ionisation rapidly declines in strength below 35 km and

generates less HOx and NOx at those altitudes as a result.

Figure 5.20 (top) shows the zonal (east–west) average of ozonemole fraction on the

planets day–side and night–side, temporally averaged over the last 50 days of the

simulation period as compared to the control simulation without flares (left). The

impact of flares is readily seen in the enhancement of ozone around the equatorial

jet between 20-25 km (the lower ozone layer), CMEs were found to have negligible

effects at this altitude. In the upper ozone layer between 45-55 km, we see that
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Figure 5.20: Zonal means of the ozone (top), NO (centre), and N2O (bottom) mole fraction on
the day-side (top row for each molecule) and the night-side (bottom row for each molecule) of the
planet for the quiescent Control (left), and differences in ozonemole fraction from the control from
Flare_UV (centre) and Flare_Full (right), temporally averaged over the last 50 days of the runs.
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Figure 5.21: The spatial distribution of the ozone column (DU) for Control, Flare_UV, and
Flare_Full averaged over the last 50 days of the simulations. The addition of flares have signifi-
cantly increased the amount of ozone in the atmosphere. Ozone is concentrated in the equatorial
regions and has a larger presence on the day-side.

flares extend the upper ozone layer into the polar regions. In contrast, we see that

the CMEs deplete the upper ozone layer. This is also clear in the spatial distribu-

tion of the ozone column shown in Figure 5.21 (which is also temporally averaged

over the last 50 days), for the flaring and control simulations. Figure 5.21 (centre

and right columns) shows that the enhanced ozone column is largest in the tropics,

due to oxygen photolysis being strongest in the sub-stellar region and the ozone

carried by the equatorial jet.

Theflares also induce long–termchanges in the concentrations of several nitrogen–

containing species. The SEPs due to CMEs create a large enhancement of NO and

N2O in the stratosphere. For NO, Figure 5.20 (middle) shows that NO responds

to flares and CMEs very differently at different altitudes. The CMEs have lead to

an increase in the amount of NO above 30 km by a factor of 3–4, from 1–2.3 ppm

to 9.5 ppm. This increase is due the following reactions, with the first one being

controlled by the SEPs,

N2 −−−→ N(2D) +N(2D),

N(2D) +O2 −−−→ NO +O(3P).

Figures 5.20 (bottom) show the impacts of the stellar flares on N2O. These figures
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Figure 5.22: The globally averaged mole fraction of ozone in the lower ozone layer (bottom row),
mid stratosphere (middle row), and the upper ozone layer (top row).

show that the UV irradiation causes minimal changes in the mole fraction of N2O,

but the SEPs have induced a very large increase between 25-50 km. We attribute

this to

N2 −−−→ N(4S) +N(4S),

NO +O3 −−−→ NO2 +O2,

N(4S) +NO2 −−−→ N2O +O(3P),

as the SEPs cause significantly more N(4S) andNO2 (via the creation of additional

NO) to be generated, which would enhance this reaction and generate more N2O.

Figures 5.22–5.24 shows the temporal evolution of the globally averagedmole frac-

tion of ozone, NO, and N2O at several heights, chosen to sample three regions

seen in Figure 5.19; the upper ozone layer, the mid-stratosphere, and the lower

ozone layer. We see that different regions of the atmosphere respond to flares

and CMEs in very different ways in our simulations. The impact of flares and

CMEs on each molecule will be discussed individually. Figure 5.22 shows the
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Figure 5.23: The globally averagedmole fraction of NO in the lower ozone layer (bottom row), mid
stratosphere (middle row), and the upper ozone layer (top row).
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Figure 5.24: The globally averaged mole fraction of N2O in the lower ozone layer (bottom row),
mid stratosphere (middle row), and the upper ozone layer (top row).
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evolution of the globally averaged mole fraction of ozone. The lower ozone layer

rapidly grows from ∼25 ppb to a concentration of 400-500 ppb which is perturbed

by stellar flares. The abundance of ozone in the mid-stratosphere region is quite

sensitive to the flares and shows rapid increases and decreases in ozone concen-

tration. The impact of the SEPs is also quite visible, but not long lasting, as the

ozone abundance rapidly decreases after the end of the flare. The abundance of

ozone from the Mean_flaring simulation remains below the values observed in

the flaring simulations, but the result at the end of all simulations is similar.

The upper ozone layer shows little change (compared toControl) in concentrations

due to flares (aside from the 1034 erg flare on day 60 of the simulation which has

a short–lived increase of 750 ppb relative to Control), but does show a response to

CMEs, causing the upper ozone layer to reduce in concentration from ∼ 1250 ppb

to 500 ppb. A long–lived change in the ozone concentration is visible after the

1034 erg flare and maximum strength CME impacts the planet on day 60 of the

Flare_Full simulation. We see that the upper ozone layer in the Flare_Full simula-

tion stays at a lower ozone concentration and does not recover towards the other

simulations, even during periods of relatively quiet activity such as the period

between days 340-365 of the simulation, at least over the duration of these simu-

lations. The abundance of ozone from the Mean_flaring simulation is enhanced

compared to Flare_UV, telling us that while the short-term effects of flares do not

individually change the upper ozone layer, the temporally–resolved stellar flares

are important to include to accurately model the evolution of the upper ozone

layer. Comparing the results from the flaring simulations to those reported by

Chen et al. (2021) (their Figure 3), we see qualitatively similar results for the long

term trend of ozone at this altitude, where both show a long-term depletion of

ozone.

This is also similar to the recent work simulating the super-Earths GJ 832 c and

GJ 581 c by Louca et al. (2022) who reported temporary enhancement of ozone

at similar altitudes as our lower ozone layer and depletion of ozone at a similar

148



height to our upper ozone layer.

As seen in Figure 5.23, in the lower stratosphere NO experiences temporary in-

creases due to the flares (and only minimal responses to CMEs) and rapidly re-

turns to the concentrations it was at before the flare began. At mid altitudes, we

see that NO shows a negative response to stellar flares (as it depletes during a

flare and recovers afterward) but does have a positive response to CMEs, eventu-

ally leading to a long-term enhancement in concentration. We attribute this to the

creation of NO at high altitudes, which is transported to lower altitudes. At high

altitudes, we see that NO shows little to no response to flares, but shows a very

strong response to CMEs. The peak enhancement increases the concentration by a

factor of 9, reaching 18 ppm before decreasing to 8-9 ppmwhich is maintained for

the rest of the simulation, albeit slowly decreasing. This was not solely caused by

the 1034 erg flare andCME that occurred on day 60 of the simulation (although the

impact is clearly noticeable through a very rapid increase in concentration from

2-5 ppm on the bottom figure) but by a series of weaker flares. This indicates that

the largest flares are not themajor cause of changes in NO. Instead the cumulative

impacts of the weaker flares and CMEs are the main driver in the changes of NO

concentration. We do see that the results from the Mean_flaring do mostly agree

with the Flare_UV simulation.

Figure 5.24 shows that the additional atomic nitrogen generated by CMEs is able

to temporarily enhance N2O concentrations up to 100 ppb at high altitudes in our

simulations. This is above the levels of N2O seen in Segura et al. (2003) in sim-

ulations of Earth-like atmospheres including surface fluxes of N2O. On Earth,

N2O is mostly produced by biological activity and is thought to be a biosignature

(Segura et al., 2003). Our results, however, show that care must be taken when

interpreting enhanced N2O as an indicator of biotic processes. Comparing our

results to Chen et al. (2021), we find that our results differ significantly. Chen et al.

(2021) report N2O abundances significantly higher than found in our results, with

a peak in N2O mixing ratio of 104 ppb during their flare peak, almost two orders
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of magnitude higher than our results. This, in part, may well be due to the pre–

flare conditions also having a significantly higher abundance than in our case, and

should be investigated in future work, beyond the scope of this work (this future

work is described in Section 6.2). Overall, however, our results and those of Chen

et al. (2021) exhibit similar qualitative behaviour.

5.4 Planetary Habitability

The effect of flares on the potential habitability of these planets can be checked in

two ways. We can examine the surface temperature, as well as look at the surface

radiation environment. This allows us to check whether the additional heating

from the additional UV radiation released by flares is enough to raise the surface

temperature to uninhabitable levels, as well as examine whether the surface UV is

raised to amounts where it may be impossible for surface–based life (that is sim-

ilar to Earth–based life) to survive. Figure 5.25 shows the day–night temperature

profiles for different stages during the flaring simulations: the start of the simula-

tions, during a 1034 erg flare, the end of the flaring simulations, and the end of the

Mean_flaring simulation. These serve to check whether the additional UV from

the flares cause the surface temperature to change significantly. As can be seen,

this is not the case, during the flare, despite increasing the temperature at high

altitudes immensely with the topmost level having a day–side temperature over

1000K (not shown), the additional UV radiation from the flare causes minimal

heating below 45 km. Any differences due to the presence of CMEs were seen to

be negligible in both quiescent and flaring conditions. The temperature profiles

from the end of theMean_flaring simulation are seen to be small, but have caused

a small reduction in the near-surface temperatures on the day–side compared to

the start of the simulation. We can conclude that flares (with or without CMEs)

do not have an appreciable effect on the surface temperature of the planet, in our

simulations.

Looking at the surface radiation environment tells us how habitable the planet
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Figure 5.25: The day–side and night–side temperature profiles at different stages during the sim-
ulation: the start of the simulations, during a 1034 erg flare, the end of the flaring simulations, and
the end of the Mean_flaring simulation.

would be for surface–based life. As UV radiation is harmful to life, a significant

increase in the surface UV radiation environment would suggest that any surface–

based life on these planets would be unlikely to establish itself (unless it could

evolve some form of adaptation to the increased UV).

In order to observe the surface radiation environment, I created UM simulations

with high–resolution radiative transfer (covering a wavelength range of 0.5 nm–

505.5 nm with 500 bands with a width of 1 nm) describing quiescent conditions

and the conditions of the Flare_UV and Flare_Full simulations at the peak of a

1034 erg flare, to see any changes in the quiescent environment due to flares and

how the increase of ozone due to the flares (and other changes in the atmospheric

composition) have affected the surface UV.
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5.4.1 A lack of wet deposition and nitric acid

There is one caveat that must be discussed regarding concentrations of nitric acid

(HNO3). Due to a lack of wet deposition parameterisation, a very large buffer

of HNO3 has been created. Figure 5.26 shows the large concentrations of HNO3

that are built upwithin the troposphere during the quiescent simulations, around

43ppm, and Figure 5.27 shows that CMEs have caused the amount to increase

slightly as well. This amount of HNO3 is likely much too high, and would be

significantly reduced by the inclusion of wet deposition, as seen in Chen et al.

(2021), which found that HNO3 would have a much lower abundance.
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Figure 5.26: Thehemispherically averagedvertical profile ofHNO3 from thequiescent simulations.

This is important to note because HNO3 absorbs UV, and in the concentrations

observed here, acts as a strong absorber of UV. As such, we have made the choice

to present two versions of the figures presented in this section, versions with and

without the contribution of HNO3 to radiative transfer. Future work which incor-
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Figure 5.27: The hemispherically averaged vertical profile of HNO3 from the flaring simulations.

porates wet deposition into our simulations and provides a more accurate distri-

bution of HNO3 concentrations should be performed.

However, the main conclusion of this work (stellar flares could generate a thin

ozone layer) will not be changed significantly by the inclusion of wet deposition.

5.4.2 Results

Figure 5.28 shows the average day-side surface radiation environment for the Con-

trol, Flare_UV, and Flare_Full simulations under quiescent conditions (dashed)

and at the peak of a 1034 erg flare (solid). The Control simulation is only run with

quiescent conditions, but seeing what the surface UV environment in the Con-

trol simulation would have been if it was subjected to a strong flare is useful as a

comparison to simulations which have already been subjected to many flares and

CMEs. A reference spectrum for the Earth under quiescent conditions (American
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Society for Testing and Materials G-173-03 reference spectra1) is included as well,

demonstrating that our simulations result in a significantly different surface UV

environment to that typically seen on Earth.

Comparing the results of the Control simulation under quiescent conditions to the

quiescent Earth reference, we see that the planet receives significantly less UV–A

and UV–B, but much more UV–C. The changes to the Flare_UV and Flare_Full

simulations are apparent even during quiescent conditions. The changes in atmo-

spheric composition due to stellar flares reduce the amount of UV radiation below

320 nm that reaches the planets surface. The UV–A flux is relatively unaffected,

but UV–B and UV–C have been significantly reduced. This occurs for quiescent

conditions and during the flare peak, the changes in atmospheric composition

have added additional screening of UV which has resulted in a relatively modest

decrease in UV–A (315–400 nm) and UV–B (280–315 nm), and a much larger re-

duction in UV–C (200–280 nm). Given the dramatic increase in the flux emitted by

the star at thesewavelengths during flares that can reach the surface, as seen in the

Control simulation at the flare peak, this implies a stabilising feedback through

the generation of a ‘shielding’ layer. This could have important implications for

the existence of life on such planets. Interestingly, we see that the Flare_UV simu-

lation shows a greater decrease in the surface UV than that found in the Flare_Full

case. While this ismost noticeable at shorterwavelengthswhere the surface fluxes

are very low, this tells us that the species created by the CMEs cause an overall re-

duction in the amount of UV shielding. The amount of UV–B and UV–C which

reaches the planet’s surface during a flare are still much higher than that seen

on Earth however, which has implications for habitability which are discussed in

Section 5.4.

It should be noted that our simulations of ProxCen b have a very cloudy region

around the substellar point which will reduce the average day-side surface UV

drastically. Cloud formation is most prominent on the day–side around the sub-

1https://www.astm.org/g0173-03.html, spectra obtained from
https://www.nrel.gov/grid/solar-resource/spectra-am1.5.html
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Figure 5.28: The average day-side surfaceUV environment under quiescent conditions and during
the peak of a 1034 erg flare from the end of the spin-up simulation Quiet_Full (black), a run con-
taining only stellar flares (blue), and a simulation containing both stellar flares andCMEs (orange),
using the atmospheric configurations from the end of their respective simulations. A reference for
the Earth under quiescent conditions is also included. The changes in atmospheric composition
due to stellar flares have caused additional screening of the surface from UV radiation.

stellar point. This is due to our simulation containing a global slab ocean (Frier-

son et al., 2006). A slab ocean is a model where the ocean does not move (no

horizontal transport), and has a fixed heat capacity (in this case a heat capac-

ity of 107 J K−1 m−2), representing an ocean depth of approximately 2.4m. The

presence of an ocean at the substellar point drives cloud formation, (see Sergeev

et al., 2020, for more details). Figure 5.29 shows the spatial distribution of the

surface UV flux on the day–side of the planet for three cases; Control, Flare_UV,

and Flare_Full. This is separated into theUV–A (315-400 nm), UV–B (280–315 nm),

and UV–C (200–280 nm) bands. As shown in Figure 5.28, the surface UV–A flux

is not meaningfully altered by the presence of flares or SEPs. There is, however,

a 50% reduction in the maximum surface UV–B flux from a peak of 2.6Wm−2

to approximately 1.3Wm−2, and a reduction in the maximum UV–C flux from

6.95Wm−2 to 0.36Wm−2, a 94.77% reduction, both of which we attribute to the

increased amount of ozone. The region around the substellar point receives less

UV than the areas further away from the substellar point, suggesting that this re-

gion may be affected less by stellar flares due to the large amounts of cloud. A

planet with a different land–ocean configuration may behave differently in this

regard as changes in the hydrological cycle from a different configuration will af-

155



90 60 30 0 30 60 90
90
60
30

0
30
60
90

La
tit

ud
e 

(
 N

)

Control: Quiescent conditions

UV-A

90 60 30 0 30 60 90
90
60
30

0
30
60
90Control: 1034 erg flare peak

90 60 30 0 30 60 90
90
60
30

0
30
60
90Flare_UV: 1034 erg flare peak

90 60 30 0 30 60 90
90
60
30

0
30
60
90Flare_Full: 1034 erg flare peak

90 60 30 0 30 60 90
90
60
30

0
30
60
90

La
tit

ud
e 

(
 N

)

UV-B

90 60 30 0 30 60 90
90
60
30

0
30
60
90

90 60 30 0 30 60 90
90
60
30

0
30
60
90

90 60 30 0 30 60 90
90
60
30

0
30
60
90

90 60 30 0 30 60 90
Longitude (  E)

90
60
30

0
30
60
90

La
tit

ud
e 

(
 N

)

UV-C

90 60 30 0 30 60 90
Longitude (  E)

90
60
30

0
30
60
90

90 60 30 0 30 60 90
Longitude (  E)

90
60
30

0
30
60
90

90 60 30 0 30 60 90
Longitude (  E)

90
60
30

0
30
60
90

0
5
10
15
20
25
30
35
40

Fl
ux

 (W
/m

2 )

0.0

0.5

1.0

1.5

2.0

2.5

Fl
ux

 (W
/m

2 )

0
1
2
3
4
5
6

Fl
ux

 (W
/m

2 )

0
5
10
15
20
25
30
35
40

Fl
ux

 (W
/m

2 )

0.0
0.2
0.4
0.6
0.8
1.0
1.2

Fl
ux

 (W
/m

2 )

0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35

Fl
ux

 (W
/m

2 )

0
5
10
15
20
25
30
35
40

Fl
ux

 (W
/m

2 )

0.0
0.2
0.4
0.6
0.8
1.0
1.2

Fl
ux

 (W
/m

2 )

0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35

Fl
ux

 (W
/m

2 )

0.00

0.02

0.04

0.06

0.08

0.10

Fl
ux

 (W
/m

2 )

0.0000
0.0005
0.0010
0.0015
0.0020
0.0025
0.0030

Fl
ux

 (W
/m

2 )

0.0000

0.0005

0.0010

0.0015

0.0020

0.0025

Fl
ux

 (W
/m

2 )

Surface UV

Figure 5.29: The surface UV radiation environment for the Control simulation under quiescent
conditions, as well as Control, Flare_UV, and Flare_Full if they were to be subject to the peak of a
1034 erg flare. As seen previously in Figure 5.28, the changes in atmospheric composition due to
flares have not significantly changed the UV–A flux, but have resulted in a a significant reduction
in the amount of UV–B and UV–C flux.

fect the generation of clouds (Lewis et al., 2018), A planet without a large source

of water (an ocean, sea, or series of lakes/swamps) in the warmer regions of the

planet (in our planets case the substellar point) will have significantly less cloud

formation. Fewer clouds would mean that the amount of UV which reaches the

surfacewould increase. Likewise, if the planetwaswarmer or colder (due to being

closer or further from its star, or the star itself being hotter or colder), the regions

of the planet where clouds could formwould also change. As well, changes in the

land-ocean configuration and hydrological cycle will result in changes to dry de-

position andwet deposition rates, further changing the atmospheric composition.

The high UV flux during a flare presents a danger for any life which may exist

on the planets surface. As a proxy for examining the effects of flares on surface

life, we can use the UV index. The UV index is used to measure the danger of

sustained exposure to sunlight to human skin. It is calculated as

IUV = :er

∫ 400 nm

250 nm
�(�)(er(�)3�, (5.1)
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Figure 5.30: The standard erythema action spectrum.

where �(�) is the solar spectral irradiance, (er(�) is the erythema action spectrum,

which represents the relative effectiveness of UV radiation in damaging human

skin, and :er is a constant of 40m2W−1 which was chosen so the standard range

of the index is between 0 and 10 (the range of values typically seen on Earth). An

idealised form of the erythema action spectrum (International Organization for

Standardization standard ISO 17166:19992) is described as

(er(�) =


1 250 < � < 298 nm,

100.094(298−�) 298 < � < 328 nm,

100.015(139−�) 328 < � < 400 nm,

(5.2)

and Figure 5.30 illustrates this spectrum.

Duringquiescent conditions theUV index is verymild (less than0.2 for theControl

simulation, and less then 0.04 for the Flare_UV and Flare_Full simulations, due

2https://www.iso.org/obp/ui/#iso:std:iso:17166:ed-1:v2
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Figure 5.31: Maps of the UV index for Control, Flare_UV, and Flare_Full if they were to be subject
to the peak of a 1034 erg flare. While the UV index is extremely high for all simulations, changes
in atmospheric composition due to previous flares result in the peak UV index being reduced by
∼85%.

to the increased shielding from ozone as previously described), but the UV index

reaches very high values during the peak of a maximum strength flare, as shown

in Figure 5.31. The Control simulation has a peak UV index of over 350. The

ozone generated by previous flares has reduced the UV index to ∼55, which is still

extremely high, but is a reduction of ∼85% from the Control simulation. Using

Equation 4.8

log10(�) = −1.01 log10(�) + 31.65, (4.8, revisited)

indicates that flares of this magnitude occur every 500 days on average. This

presents a key danger for the surface habitability of this planet, even after a shield-

ing layer of ozone has been generated. Future research onwhether life could adapt

to these conditions (or arise in the first place) should be conducted.

For completeness, we can also examine versions of Figures 5.28-5.31 with the con-

tribution of nitric acid (HNO3) included in the calculations.

The large amount of HNO3 in our simulations causes significant changes in the

surface UV radiation environment. Figure 5.32 shows significantly smaller UV–

B and UV–C fluxes which reach the planet’s surface. The amount of UV–A is

unchanged. The reduction in UV–C is quite important due to the potential harm

to life.
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Figure 5.32: The average day-side surfaceUV environment under quiescent conditions and during
the peak of a 1034 erg flare from the end of the spin-up simulation Quiet_Full (black), a run con-
taining only stellar flares (blue), and a simulation containing both stellar flares andCMEs (orange),
using the atmospheric configurations from the end of their respective simulations, including the
contribution of HNO3. The changes in atmospheric composition due to stellar flares have caused
additional screening of the surface from UV radiation. The inclusion of HNO3 has caused a sig-
nificant reduction in the UV–B and UV–C fluxes.

Figure 5.33 shows the spatial distribution of the UV–A and UV–B fluxes. The flux

levels of UV–C are very low in this case, where HNO3 is not removed from the

atmosphere. We observe that the additional screening caused by the changes in

atmospheric composition now result in a small reduction in UV–B.

Figure 5.34 shows the UV index at the peak of a 1034 erg flare. The additional

screening due to HNO3’s contribution causes the UV index to drop substantially.

It is now verymild, and is not significantly reduced by the changes in atmospheric

composition caused by flares.

5.5 Are the impacts of flaring observable?

To determine whether the impacts of stellar flares could be observable for our

representation of ProxCen b, we generated a synthetic transmission spectrum for

several simulations. The UM is able to output a synthetic transmission spectrum,

using the method described in Lines et al. (2018) and recently updated by Christie

et al. (2021). It should be noted that ProxCen b is not thought to transit (Jenkins

et al., 2019). The planet we simulate is merely a planet based on the parameters

of ProxCen b, with the results indicative for M dwarf hosted planets with ‘Earth–
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Figure 5.33: The surface UV radiation environment for the Control simulation under quiescent
conditions, as well as Control, Flare_UV, and Flare_Full if they were to be subject to the peak of a
1034 erg flare, including the contribution of HNO3 to radiative absorption. As seen previously in
Figure 5.32, the changes in atmospheric composition due to flares have not significantly changed
the UV–A flux, but have resulted in a a minor reduction in UV–B.
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Figure 5.34: Maps of the UV index for Control, Flare_UV, and Flare_Full if they were to be subject
to the peak of a 1034 erg flare, including the contribution of HNO3.
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like’ atmospheres. As stated in Section 5.4, we think it is justified to remove the

contribution of HNO3 to the transmission spectra. This is shown in Figure 5.35,

and for completeness the transmission spectrum with the contribution of HNO3

is shown in Figure 5.36.

Figure 5.35 shows the transmission spectra (between 500 nm and 10�m) from the

previously described simulations (Control, Flare_UV, and Flare_Full). Changes

in the transmission spectrum are caused by changes in atmospheric composition,

temperature, and pressure. Figure 5.35 shows that the transmission spectrum is

rather unchanged by the changes in the atmospheric composition due to flares or

SEPs. We observe strong absorption features for NO2 and ozone. The ozone ab-

sorption peaks at 9.5microns are the only features altered in a noticeable fashion.

The differences in these features are relatively small and are not expected to be

readily discernible with current-generation instrumentation.
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Figure 5.35: The transmission spectra for the simulated planets for 500 nm-10�m at the end of
their respective simulations. The colors refer to the same simulations as Figure 5.28.

The atmospheric composition changes due to the SEPs (a reduction of the upper

ozone layer, and a significant increase inNOandN2O) cause very small changes in

the transmission spectrum, namely a slight increase in the continuum absorption

in several wavelength regions, and a small increase in the NO2 absorption feature

at 6.3microns. Figure 5.36 shows the transmission spectra with the contribution

of HNO3. We see that HNO3 has absorption features at 5.8, 7.5, and 8.3�m, but is

otherwise quite similar to Figure 5.35.
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Figure 5.36: The transmission spectra for the simulated planets for 500 nm-10�m at the end of
their respective simulations including the contribution of HNO3. The colors refer to the same
simulations as Figure 5.28.

5.6 Chapter Summary

In this chapter I have described the impact of stellar energetic particles on qui-

escent simulations. The impact of stellar flares and coronal mass ejections has

been described in detail, both in the effects on atmospheric composition, as well

as the changes in the surfaceUV radiation environment due to the aforementioned

changes in atmospheric composition. Wehave found that stellar flares have caused

an increase in the amount of ozone in the atmosphere, which has moderately im-

proved the planet’s habitability in quiescent conditions. We find that the strongest

flares cause the planet’s day–side to receive very dangerous levels of UV. Coro-

nal mass ejections were found to not have a significant long–term impact on the

amount of ozone.
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Chapter 6

Conclusions

In this thesis I have described how I coupled the Met Office Unified Model, a 3D

general circulationmodel, a chemical kinetics scheme, and a photolysis scheme to

create a self–consistent photochemical scheme capable of describing the interplay

between atmospheric chemistry and planetary dynamics. This was done in order

to further understand how stellar flares impact the planets which orbit the star.

6.1 Results

In this first application of my model, I simulated Proxima Centauri b as an in-

dicative terrestrial aquaplanet, although the qualitative results should hold for

similar targets. The simulated planet is tidally locked with an Earth-like atmo-

sphere orbiting an M dwarf star. I incorporate Earth-based observations of ioni-

sation caused by stellar protons to create an approximation of a quiescent stellar

wind, as well as a representation of the ionisation caused by a CMEwhich is used

to approximate the effects of CMEs which result in SEPs impacting the planet’s

atmosphere through the creation of short-lived radical species, which induce sig-

nificant changes in the atmosphere. I found that under quiescent conditions the

planet maintains an extremely thin upper ozone layer at 45-55 km resulting in an

average ozone column which is hundreds of times thinner than seen on Earth. I
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find that the introduction of HOx and NOx chemistry results in the depletion of

ozone globally as expected, but the depletion is strongest through the inclusion of

NOx chemistry. The depletion of ozone due to the introduction of NOx chemistry

is strongest within the night–side gyres, removing a night–side reservoir of ozone.

This behavior was partially due to the choice of stellar spectra containing chromo-

spheric emission. This highlights the need for active stellar spectra models to be

considered in exoplanet climate studies as well as terrestrial climate studies.

I find that the effect of stellar flares on the planet’s atmosphere is to increase the

amount of ozone present in the atmosphere. A lower ozone layer is developed

between 20–25 km and is transported onto the night-side through the equatorial

jet. CoronalMassEjections are found to causeminimal changes in the total amount

of ozone, but do cause a reduction in the upper ozone layer.

The increased UV radiation due to the stellar flares causes a 20DU increase in the

amount of ozone present. The ozone concentration enters a punctuated equilib-

rium state which is perturbed by flares to temporarily increase the ozone concen-

tration. CMEs were found to have a limited impact on the amount of ozone. The

impact of flares and CMEs is dependent on altitude. At low altitudes the ozone

concentration increases from ∼ 10 ppb to hundreds of ppb. At mid altitudes there

is a rapid increase and decrease in ozone concentration, with the increases ranging

from hundreds to thousands of ppb. At high altitudes we do not see a response

due to flaring. We see a response due to CMEs which reduces the ozone con-

centrations by ∼ 600 ppb. This reduction indicates a long-term divergence in the

chemical evolution of ozone in the upper atmosphere due to CMEs.

Simulating the planet with a constant spectrum consisting of the time-averaged

stellar spectra from the year-long simulation shows a mixture of agreement and

disagreementwith the simulationonly containingflares. While the concentrations

of species such as N2O and NO broadly match, species that are more sensitive to

flares (such as O3) are quite different. This tells us that while such a spectrum can

be used tomodel changes in atmospheric composition due to stellar flareswithout
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needing a high-resolution time-varying stellar irradiancemodel, it cannot be used

without caution, as it is not accurate for every species and will not capture any

short-term behaviours.

The introduction of CMEs causes a significant increase in the concentration of the

biosignatureN2O in the stratosphere. While this increase is not readily discernible

by the current generation of instrumentation, it does highlight the need for caution

if N2O is detected in significant quantities, as I have found that stellar flares and

CMEs can plausibly act as an abiotic source of N2O.

The changes in the atmospheric composition have heavily reduced the amount of

UV–B andUV–Cwhich reaches the planets surface. While rare, during the peak of

the strongest flares in this model, the surface UV–A and UV–B fluxes increase by

a factor of 400 and the UV–C by a factor of 145. These results were obtained after

removing the contribution of HNO3 to radiative absorption, mimicking perfect

wet deposition.

To summarise, I find that the stellar flares are inducing changes in the atmosphere

to create additional shielding from UV. Essentially, the atmosphere is responding

in such a way that makes the next flare less impactful, with the most significant,

and potentially irreversible impacts being caused by the largest flares which are

relatively common for M dwarf stars.

6.2 Future Work

Thequestion ofwhetherMdwarf hostedplanets are habitable is a challenging one.

In general, 3D exoplanet climate modelling studies can adapt complex and more

‘complete’ treatments developed for Earth, or developmore simplified treatments.

For the former case the studies are less likely tomiss important elements, and could

be more accurate, however the latter approach is more amenable to interpretation

and less subject to Earth–centric assumptions. In reality, to make progress the

scientific community needs a range of approaches. In this work I introduce a new
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model, complementary in its approach to that of Chen et al. (2021) and Braam

et al. (2022) in examining ozone chemistry in 3D, but are aware that this first step

motivates extensive follow–up both in terms of more extensive application of this

model, and further development.

Firstly, for our current study, improvements in computational efficiency would

allow us to perform longer simulations including a larger number of flares, and

studying the longer termbehaviour of the atmosphere. The evolution of the ozone

distribution is not completely understood and initial conditions for a flaring sim-

ulation are not well constrained. Work is underway to adapt the next generation

climate model of the Met Office, termed LFRic (Adams et al., 2019) to exoplan-

ets (Sergeev et al., in prep), which will open up much larger scale computations

allowing the inclusion of more physical process, improvement to higher spatial

and temporal resolution and longer simulation times. In this work I have focused

on a few important species, but as detailed in Appendix A.1 I track the abun-

dances of many more species which I could explore in more detail. Additionally,

I have assumed an unmagnetised planet, but could implement a spatial depen-

dence of the SEP impacts to mimic a magnetic field topology. I have also assumed

an ‘Earth–like’ atmospheric composition for this initial study, but varying compo-

sitions could also be studied through adaptations of the chemistry. Additionally,

it is clear that ‘Mdwarfs’ are not a uniformpopulation, but actually a diverse set of

objects so studies should be expanded to cover the spectral rangemore completely.

For our current model, the treatment of dry deposition should be improved be-

yond the simple model of Giannakopoulos et al. (1999), and give the dry deposi-

tion the capability of being used for a variety of terrain types. This would act to

alter the abundance of the species listed in Section 3.1.4 including ozone, and give

us the capability of simulating a much larger variety of terrestrial planets. Our

models currently lack a description of wet deposition, which should be included.

The inclusion of wet deposition would impact the chemistry in the troposphere,

and heavily deplete NOxreservoirs such as HNO3. Additionally, non–LTE effects
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in the upper atmosphere should be included to more accurately capture the high

altitude heating, something which is essentially omitted in this work. SOCRATES

is currently being upgraded to include such a treatment (Jackson et al., 2020). Fur-

thermore, ions and aqueous interactions could be included in the chemistry,which

would lead to a more complete description of the impact of stellar activity. The

generation of hazes in the upper atmospherewould also likely impact theUVbud-

get so should also be included. Hazes are likely to play a key role in, for example,

theArcheanEarth and analogue exoplanets (Arney et al., 2016). Finally, additional

sources and sinks into the atmosphere could be included such as atmospheric es-

cape and influx from the surface (e.g., volcanic activity).

The long–term changes in the abundances in several species as a result of the flares

or SEPs suggests that the occurrence and timing of large flares or CMEs might be

quite important in determining the state of the planet at the end of the simulations.

This could be tested in severalways, such as increasing the length of the simulation

to eliminate short-term effects, or by subjecting the planet to the same sampling

of flares, but in a different order.

This model could also be adapted to the study of the Archean Earth, asmentioned

with the inclusion of hazes, as well as being applied to hot Jupiters with adapta-

tions to the chemistry and model setup (as the UM is already routinely applied to

hot Jupiters to study the chemistry, e.g, Drummond et al., 2020; Zamyatina et al.,

2022). In particular, I plan to adapt this model to the Archean Earth, and study

exoplanet analogues of this stage in Earth’s history, where the first evidence of life

is found (Nisbet & Sleep, 2001).

Clearly there is much to be done to improve our understanding of the interaction

between ‘active’ stars and the planets they host.
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Appendix A

Chemical reactions and reaction

coefficients

This appendix consists of tables listing every chemical reaction used in this work,

and the coefficients used to determine their reaction rates.

A.1 Chemical Species

TableA.1 lists the tracked specieswhich are advected through the atmosphere, im-

pact the radiative transfer calculation (alongside the other, constant abundance,

background atmospheric gases, Boutle et al., 2017) and take part in the various

chemical and photochemical reactions. The majority of the molecular opacities in

this work were sourced from the high-resolution transmission molecular absorp-

tion database (HITRAN, Gordon et al., 2022b). Other sources include Burkholder

et al. (2015) hereafter referred to as JPL2015, the MPI-Mainz UV/VIS Spectral At-

las (Keller-Rudek et al., 2013), and data from the South–West Research Institute

(SWRI, Huebner & Mukherjee, 2015).

Our underlying chemistry framework (Drummond et al., 2016) has previously

been coupled to the dynamics and radiative transfer, and tested, at various lev-

els of sophistication for performance such as conservation (see Drummond et al.,
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Species Formula Opacity data source

Molecular oxygen O2
HITRAN, recommended sources for wavelengths

below 294 nm in Burkholder et al. (2015)
Ozone O3 HITRAN, JPL2015, SWRI

Molecular nitrogen N2 HITRAN, Fennelly & Torr (1992); Henke et al. (1993)
Carbon dioxide CO2 HITRAN, MPI-Mainz UV/VIS Spectral Atlas, SWRI

Atomic oxygen (ground state) O(3P) –
Atomic oxygen (first excited state) O(1D) –

Water H2O
HITRAN, MPI-Mainz UV/VIS Spectral Atlas,

SWRI
Hydroxyl radical OH –

Hydroperoxyl radical HO2 JPL2015, SWRI
Molecular hydrogen H2 –
Atomic hydrogen H –
Hydrogen peroxide H2O2 JPL2015, SWRI

Nitric oxide NO –
Nitrogen dioxide NO2 MPI-Mainz UV/VIS Spectral Atlas, SWRI
Nitrate radical NO3 MPI-Mainz UV/VIS Spectral Atlas, SWRI

Dinitrogen pentoxide N2O5 MPI-Mainz UV/VIS Spectral Atlas, SWRI
Peroxynitric acid HO2NO2 JPL2015, SWRI
Nitrous acid HONO JPL2015, SWRI
Nitric acid HNO3 JPL2015, SWRI

Nitrous oxide N2O HITRAN, MPI-Mainz UV/VIS Spectral Atlas
Atomic nitrogen (ground state) N(4S) –
Atomic nitrogen (excited state) N(2D) –

TableA.1: The species tracked in ourmodel and involved in the ozone chemistry, and the source(s)
for their opacity if the species is involved with the radiative transfer.

2020; Zamyatina et al., 2022).

A.2 Bimolecular Reactions

Table A.2 contains the full list of bimolecular reactions used in this work, and the

coefficients used to calculate their reaction rates.

A.3 Termolecular Reactions

Table A.3 contains the full list of termolecular formation reactions used in this

work, and the coefficients used to determine their reaction rates. Table A.4 con-

tains the termolecular decomposition reactions used in this work, and their coef-

ficients. As they are decomposition reactions and only have a single reactant, the

units of :1 and :2 differ from formation reactions, so they have been listed in a

separate table.
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Reaction A (cm3 molecule−1 s−1) 
 �0/R (K) T range (K) Source
O(3P) + O3 −−−→ O2 + O2 8.00 × 10−12 0 2060 220-409 JPL2019
O(1D) + O2 −−−→ O(3P) + O2 3.3 × 10−11 0 -55 104-424 JPL2019
O(1D) + N2 −−−→ O(3P) + N2 2.15 × 10−11 0 -110 103-673 JPL2019
O(1D) + CO2 −−−→ O(3P) + CO2 7.5 × 10−12 0 -115 195-370 JPL2019
O(1D) + O3 −−−→ O2 + O2 1.20 × 10−10 0 0.0 103-393 JPL2019
O(1D) + O3 −−−→ O2 + O(3P) + O(3P) 1.20 × 10−10 0 0.0 103-393 JPL2019
O(1D) + H2O −−−→ OH +OH 1.63 × 10−10 0 -60 217-453 JPL2019
O(1D) + H2 −−−→ OH +H 1.20 × 10−10 0 0 204-4210 JPL2019
O(3P) + OH −−−→ O2 + H 1.8 × 10−11 0 -180 136-515 JPL2019
O(3P) + HO2 −−−→ O2 + OH 3.0 × 10−11 0 -200 229-391 JPL2019
O(3P) + H2O2 −−−→ HO2 + OH 1.40 × 10−12 0 2000 283-386 JPL2019
H + O3 −−−→ OH + O2 1.40 × 10−10 0 470 196-424 JPL2019
H + HO2 −−−→ OH +OH 7.2 × 10−11 0 0 245-300 JPL2019
H + HO2 −−−→ O(3P) + H2O 1.6 × 10−12 0 0 245-300 JPL2019
H + HO2 −−−→ H2 + O2 6.9 × 10−12 0 0 245-300 JPL2019
OH + O3 −−−→ HO2 + O2 1.7 × 10−12 0 940 190-357 JPL2019
OH +H2 −−−→ H2O +H 2.8 × 10−12 0 1800 200-1050 JPL2019
OH + OH −−−→ H2O + O(3P) 1.8 × 10−12 0 0 233-580 JPL2019
OH +HO2 −−−→ H2O + O2 4.8 × 10−11 0 -250 252-420 JPL2019
OH +H2O2 −−−→ H2O +HO2 1.8 × 10−12 0 0 200-300 JPL2019
HO2 + O3 −−−→ OH +O2 + O2 1.0 × 10−14 0 490 197-413 JPL2019
HO2 + HO2 −−−→ H2O2 + O2 3.0 × 10−13, 1 0 -460 222-1120 JPL2019
O(1D) + N2O −−−→ N2 + O2 4.641 × 10−11 0 -20 195-719 JPL2019
O(1D) + N2O −−−→ NO +NO 7.259 × 10−11 0 -20 195-719 JPL2019
O(3P) + NO2 −−−→ NO + O2 5.1 × 10−12, 2 0 -210 199-2300 JPL2015
O(3P) + NO3 −−−→ NO2 + O2 1.3 × 10−11 0 0 298-329 JPL2019
H + NO2 −−−→ OH +NO 1.35 × 10−10 0 0 195-2000 JPL2019
OH +NO3 −−−→ HO2 + NO2 2.0 × 10−11 0 0 298 JPL2019
OH +HONO −−−→ H2O +NO2 3.0 × 10−12 0 -250 276-1400 JPL2019
OH +HNO3 −−−→ H2O +NO3 2.4 × 10−14 0 -460 – IUPAC3

OH +HO2NO2 −−−→ H2O +NO2 + O2 4.5 × 10−13 0 -610 218-335 JPL2019
HO2 + NO −−−→ NO2 + OH 3.44 × 10−12 0 -260 182-1270 JPL2019
HO2 + NO3 −−−→ OH +NO2 + O2 3.5 × 10−12 0 0 263-338 JPL2019
N(4S) + O2 −−−→ NO + O(3P) 3.3 × 10−12 0 3150 280-1220 JPL2019
N(4S) + NO −−−→ N2 + O(3P) 2.1 × 10−11 0 -100 196-3660 JPL2019
N(4S) + NO2 −−−→ N2O + O(3P) 5.8 × 10−12 0 -220 223-700 JPL2019
NO + O3 −−−→ NO2 + O2 3.0 × 10−12 0 1500 195-443 JPL2019
NO + NO3 −−−→ NO2 + NO2 1.7 × 10−11 0 -125 209-703 JPL2019
NO2 + O3 −−−→ NO3 + O2 1.2 × 10−13 0 2450 231-362 JPL2019
NO2 + NO3 −−−→ NO +NO2 + O2 4.35 × 10−14 0 1335 236-538 JPL2019
NO3 + NO3 −−−→ NO2 + NO2 + O2 8.5 × 10−13 0 2450 298-1100 JPL2019
N2O5 + H2O −−−→ HNO3 + HNO3 2 × 10−21 0 0 290-298 JPL2019
N(2D) + O(3P) −−−→ N(4S) + O(3P) 3.3 × 10−12 0 260 300-400 Herron (1999)
N(2D) + O2 −−−→ NO + O(3P) 9.7 × 10−12 0 185 200-500 Herron (1999)
N(2D) + N2O −−−→ N2 + NO 1.5 × 10−11 0 570 200-400 Herron (1999)
N(2D) + N2 −−−→ N(4S) + N2 1.7 × 10−14 0 0 298 Herron (1999)

Table A.2: The bimolecular reactions included in the chemical network, and their coefficients.
Notes:
1. In the presence of water there is an extra corrective factor of 1 + 1.4 × 10−21[H2O] exp(2200/)).
2. Integrated rate constant for both association and dissociation.
3. We only use :1 from the expanded rate coefficient to account for temperature dependence.
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Reaction :1 (cm6 molecule−2 s−1) 
1 �1 (K) :2 (cm3 molecule−1 s−1) 
2 �2 (K) Source
O(3P) + O2 +M −−−→ O3 +M 6.1 × 10−34 -2.4 0 – – – JPL2019
HO2 + HO2 +M −−−→ H2O2 + O2 +M 2.1 × 10−33, 1 0 -920 – – – JPL2019
H + O2 +M −−−→ HO2 +M 5.3 × 10−32 -1.8 0 9.5 × 10−11 0.4 0 JPL2019
OH + OH +M −−−→ H2O2 +M 6.9 × 10−31 -1 0 2.6 × 10−11 0 0 JPL2019
O(1D) + N2 +M −−−→ N2O +M 2.8 × 10−36 -0.9 0 – – – JPL2019
O(3P) + NO +M −−−→ NO2 +M 9.1 × 10−32 -1.5 0 3.0 × 10−11 0 0 JPL2019
O(3P) + NO2 +M −−−→ NO3 +M 3.4 × 10−31 -1.6 0 2.3 × 10−11 -0.2 0 JPL2019
OH +NO +M −−−→ HONO +M 7.1 × 10−31 -2.6 0 3.6 × 10−11 -0.1 0 JPL2019
OH +NO2 +M −−−→ HNO3 +M 1.8 × 10−30 -3 0 2.8 × 10−11 0 0 JPL2019
HO2 + NO2 +M −−−→ HO2NO2 +M 1.9 × 10−31 -3.4 0 4 × 10−12 -0.3 0 JPL2019
NO2 + NO3 +M −−−→ N2O5 +M 2.4 × 10−30 -3 0 1.6 × 10−12 0.1 0 JPL2019

Table A.3: The termolecular reactions included in the chemical network, and their coefficients (see
Table A.4 for decomposition reactions).
Note:
1. In the presence of water there is an extra corrective factor of 1 + 1.4 × 10−21[H2O] exp(2200/)).

Reaction :1 (cm3 molecule−1 s−1) 
1 �1 (K) :2 (s−1) 
2 �2 (K) Source
N2O5 +M −−−→ NO2 + NO3 +M 1.3 × 10−3 -3.5 11000 9.7 × 1014 0.1 11080 IUPAC
HO2NO2 +M −−−→ HO2 + NO2 +M 4.1 × 10−5 0 10650 6.0 × 1015 0 11170 IUPAC

Table A.4: The termolecular decomposition reactions included in the chemical network, and their
coefficients.

A.4 Photolysis

The complete list of photolysis reactions we include in our model is given in Ta-

ble A.5. Several of the photolysis reactions are described in the main document

but are repeated here for completeness. Refer to Chapter 3 for a discussion of the

development, inclusion, and effects of these reactions.

A.5 Stellar Proton Forcing

The development and impact of SEPs in a quiescent context is discussed in Sec-

tion 4.5. The impact of SEPs during flares is discussion in Section 5.3.2 and the

complete list of reactions we include in our model is given in Table A.6. The re-

actions caused by SEPs are described in the main paper, but repeated here for

completeness.
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Photolysis Threshold wavelength (nm) Quantum yield source
O2 + h� −−−→ O(3P) + O(3P) 242.3 JPL2019
O2 + h� −−−→ O(3P) + O(1D) 175 JPL2019
O3 + h� −−−→ O(3P) + O2 1180 JPL2019
O3 + h� −−−→ O(1D) + O2 411 JPL2019
HO2 + h� −−−→ OH + O(3P) 438 Assumed to be 1
HO2 + h� −−−→ OH + O(1D) 259 Assumed to be 1
H2O + h� −−−→ H +OH 242 JPL2019
H2O + h� −−−→ H2 + O(1D) 175 JPL2019
H2O + h� −−−→ H +H + O(3P) 129 JPL2019
H2O2 + h� −−−→ OH + OH 557 JPL2019
H2O2 + h� −−−→ H +HO2 329 JPL2019
NO2 + h� −−−→ NO + O(3P) 422 JPL2019
NO3 + h� −−−→ NO2 + O(3P) 7320 JPL2019
NO3 + h� −−−→ NO + O2 640 JPL2019
N2O + h� −−−→ N2 + O(1D) 336 JPL2019
N2O5 + h� −−−→ NO3 + NO2 1255 JPL2019
N2O5 + h� −−−→ NO3 + NO + O(3P) 298 JPL2019
HONO + h� −−−→ OH +NO 579 Assumed to be 1
HNO3 + h� −−−→ NO2 + OH 581 Assumed to be 1
HO2NO2 + h� −−−→ HO2 + NO2 1207 JPL2019
HO2NO2 + h� −−−→ OH +NO3 726 JPL2019

TableA.5: The list of photolysis reactions (channels) used in the chemical network, and the thresh-
old wavelength for each reaction.

Reaction Production efficiency
H2O + p+/e– −−−→ H +OH 2
N2 + p+/e– −−−→ N(4S) + N(4S) 0.55
N2 + p+/e– −−−→ N(2D) + N(2D) 0.7

Table A.6: The list of reactions caused by stellar proton (or stellar energetic particles, SEPs) forcing
used in the chemical network and the total amount of molecules produced per ion pair for each
reaction.
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