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Abstract
The paper examines how pre‐play communication between players with
partial credibility affects the ensuing strategic interaction. We consider an
environment where players are uncertain about the economic and psycho-
logical costs of reneging on promises but learn these at the time of their
implementation. We demonstrate that in the equilibrium both players make
promises. The latter are partially effective in terms of achieving collusive
outcomes and improving the players' payoffs under strategic complementarity,
where promises are used to signal future collusive behavior. In contrast, under
strategic substitutability the ability to make a promise can be used to signal
future aggressive behavior and one of the players may even get a lower ex-
pected (before the type is revealed) payoff than in the game without
communication.
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1 | INTRODUCTION

Many strategic interactions are preceded by an exchange of messages regarding the involved parties' intended behavior.
Team members working on a joint project often coordinate their actions by communicating with each other. They also
make promises regarding project milestones and the amount of time and other resources they are planning to devote to
the project. Those of us who had coauthors or worked on team projects probably experienced this first‐hand. Leaders of
some countries often threaten other countries and leaders with trade restrictions and economic sanctions as well as
promises of favorable treatment in case of “good behavior.” A plethora of strategic social interactions is also accom-
panied by promises and threats. An exchange of wedding vows is an example. Such communication is sometimes
“cheap talk” in the form of costless preplay messages (Charness, 2000; Cooper et al., 1992; Ellingsen & Östling, 2010;
Farrell, 1987, 1988; Jacquemet et al., 2019). However, very often preplay communication is at least partially credible due
to various costs associated with reneging on previously made promises. The focus of the present study is on the latter
settings.

One of the drivers of such credibility is the innate aversion of many individuals to lying. A rather extensive literature
in economics has generated ample evidence that people are intrinsically averse to lying (Abeler et al., 2014, 2019;
Charness, 2000; Gneezy, 2005; Hurkens & Kartik, 2009; Sánchez‐Pagés & Vorsatz, 2007). There also exists a substantial
literature in psychology that documents cognitive costs of deception (Debey et al., 2014; Van Bockstaele et al., 2012).
There is even neural‐level evidence that deception is associated with emotional conflict (Baumgartner et al., 2009;
Gamer, 2011). Given the sophisticated cognitive mechanisms associated with deception, there is a significant variation
in the tendency to lie both between and within individuals (Debey et al., 2014; Gamer, 2011; Gneezy et al., 2013;
Verschuere et al., 2011). The same individual may implement the promised action on one occasion, even though taking
such action results in forgoing significant benefits, and renege on a promise on a different occasion. As a result, many
individuals may have partial credibility for truth‐telling. Moreover, when making promises we are often not certain
whether we are going to honor them.1 This may be a result of ex ante uncertainty about the psychological and economic
costs and benefits of reneging on previously made promises.

Our objective is to examine whether and how pre‐play communication between players with partial credibility may
affect strategic interactions. We are particularly interested in the relationship between the actions with and without
communication and the relative efficiency, from the perspective of the players, of the equilibrium outcomes under these
two scenarios. To address these questions, the paper examines games where before choosing their actions the players
exchange messages containing promises to implement certain actions when they are later called upon to move. It is
assumed that at the time of creating such informal agreements the players are uncertain what their economic and
psychological costs of reneging on an agreement will be at the time of action implementation. Thus, each player is
uncertain whether she and her opponent will be truthful to their promises. Formally, there are two player types; honest
and dishonest. The honest types suffer a high psychological or economic cost by deviating from the promised action
and, as a result, always keep their promises. In contrast, the dishonest types do not feel any remorse, discomfort or other
cost associated with reneging on a previously made commitment. This uncertainty is resolved immediately prior to the
action choice at which point each player's honesty becomes her private information.

We develop a general framework to analyze strategic situations with promises and apply it to analyze two broad
classes of games: games with strategic complements and games with strategic substitutes (Bulow et al., 1985; Gal‐
Or, 1985; Milgrom & Roberts, 1990; Roy & Sabarwal, 2010; Sabarwal, 2021; Topkis, 1998). The results vary across
the two environments (Potters & Suetens, 2009). Under strategic complementarity, both players promise and choose
actions that are less “aggressive” than the actions in the game without communication. Moreover, both players benefit
from the ability to form an informal agreement. This materializes because the ability to make a promise, albeit partially
credible, results in a “less aggressive” best‐response correspondence for the opponent. When both players engage in pre‐
play communication, both are less aggressive and, as a result, partial collusion is achieved.

Under strategic substitutability, both players choose to communicate and at least one of the players promises an
action that is more aggressive than her action in the game without communication. When the game is symmetric, the
other player also chooses to promise an action that is more aggressive than in the game without communication. In this
case, the dishonest types of both players end up choosing relatively non‐aggressive actions. However, the honest types
keep their promises and choose actions that are more aggressive than the actions without communication.2 From the
perspective of the two players, communication is a double‐edged sword under strategic substitutability. It allows
the dishonest types to “coordinate” on less aggressive actions but only at the expense of more aggressive choices by the
honest types. The benefits of communication are consequently muted under strategic substitutability. This contrast in
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behavior and the resultant market outcomes under strategic complements and strategic substitutes can be traced to
Bulow et al. (1985) and Haltiwanger and Waldman (1991). However, until now very little effort has been devoted to
studying the interplay between the strategic environment and communication.3

In addition to the motives for pre‐play communication mentioned above, announcements and informal agreements
may be used by firms to engage in anti‐competitive behavior. Real‐world examples of such collusion are abundant. An
early highly publicized example is offered by the 1960s–1970s interaction between GE and Westinghouse in the turbine
generators market. In 1963, GE decided to publish its pricing policy. Westinghouse followed suit in 1964. GE and
Westinghouse used the mechanism to communicate their intentions and to collude on prices. While initially the
Department of Justice (DoJ) was unable to put forth a successful case against the anti‐competitive practices of the
duopoly, DoJ settled with GE and Westinghouse in 1976 and the two companies agreed to eliminate the practice of
revealing their pricing strategies (Hay, 1982).

A more recent example involves the collusion between British Airways (BA) and Virgin Atlantic. In 2007, BA was
fined £121.5m ($246m) by the UK Office of Fair Trade4 and $300m by DoJ for colluding with Virgin Atlantic between
2004 and 2006 to fix prices on long‐haul flights. It is not surprising that evidence against colluding firms in many anti‐
trust cases is comprised of communication records between the colluding firms or testimonies about such communi-
cation. According to Guardian (2007), “It is understood the collusion began when the former head of communications
at BA, Iain Burns, phoned his counterparts at Virgin Atlantic to discuss surcharge plans….” Thus, in contrast to the GE‐
Westinghouse case, the communication was conducted in secret, but the intention was similar.

When such collusive behavior is present under Bertrand competition, our model predicts that the firms will promise
to choose prices above the levels that would be chosen in the absence of communication. For the symmetric game, the
actual price choices of (dishonest) firms fall between the promises and equilibrium actions of the game without
communication. Thus, pre‐play communication allows firms to partially collude on higher prices and improves profits
of both firms. These results are in line with the experimental findings of pre‐play communication in a Bertrand setting
reported by Fonseca and Normann (2012). Similarly to the present paper, they suggest that a promise made by a player
creates a belief on the part of opponent about the action that will be taken by the former. Fonseca and Normann (2012)
find that communication leads to collusion and higher profits.

Firms may also communicate to gain advantage over their competitors. In 1970s–1980s, the Titanium Oxide in-
dustry was an oligopoly where DuPont was the largest producer. DuPont planned to increase its market share to 65% by
1985. To achieve this objective, DuPont announced to the industry that it would expand its capacity (Ghemawat, 1984),
a behavior that is also predicted by our model. DuPont's rivals assigned a low likelihood to the event that the threat was
credible and kept their capacity largely intact. In the end, DuPont's bluff did not work.

Our framework has a number of additional applications including various interactions between policy makers,
politicians, and business people. The findings also shed light on the interactions where, as a result of high costs of
contract enforcement, the involved parties have to rely on informal agreements. Such arrangements are prevalent in
both developing (Mesquita & Lazzarini, 2008) and developed (Allen & Lueck, 1992; Hunt & Hayward, 2018) countries.
In addition to the studies using naturally‐occurring data, there are experimental investigations of informal agreements.
Kessler and Leider (2012) conducted a study of informal agreements and found that these were very effective in terms of
eliciting first‐best behavior when the experimental subjects' actions were strategic complements. Although pre‐play
communication does not allow the parties to achieve the first‐best in our paper, this result is in the spirit of our
finding regarding the effect of communication on collusion.5

One can interpret our framework as reflecting imperfect commitment power on the part of strategic parties. That is,
the players are uncertain about own and opponents' commitment power when they make their promises. Our model,
thus, encompasses numerous strategic interactions where enforcement of commitments depends on external forces.
These include a variety of formal and informal contractual arrangements, commitments by political parties and can-
didates, international commitments by governments of different countries, and many other interactions. There is a
long‐standing literature, dating at least as far as Schelling (1956, 1960), that investigates the strategic advantages and
disadvantages of the ability to constrain future actions. A significant part of this literature focuses on the role of
commitment in bargaining (Chung & Wood, 2019; Crawford, 1982; Miettinen, 2020; Muthoo, 1996). Similarly to the
present study, commitments have a binary success probability in these studies. However, the “commitment technology”
and the strategic interaction during the implementation stage are different. Furthermore, we consider a different class
of games.

Precommitments can also be used to gain first‐mover advantage in oligopoly competition. This literature originated
from Dixit (1980) and Kreps and Scheinkman (1983) who examine how the ability to choose publicly observable
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capacity in the beginning of a strategic interaction affects the ensuing competition among firms. The initial capacity
choices are followed by a quantity competition in the former study and by a price competition in the latter. Boccard and
Wauthy (2004) extend Kreps and Scheinkman (1983) to a framework with imperfect commitment. Although
commitment is also imperfect in the present paper, the types of the imperfections and the mechanisms behind them are
very different. Similarly to Kreps and Scheinkman (1983), the firms in Boccard and Wauthy (2004) first choose ca-
pacities and subsequently compete in prices. But in contrast to Kreps and Scheinkman (1983), the firms can increase
production beyond capacity at some cost. In our paper, the imperfection of the commitment mechanism stems from
behavioral forces and has uncertain nature. Moreover, our framework does not restrict the relationship between the
actual action choice and promised action while the actual output choice is weakly greater than the capacity choice in
Boccard and Wauthy (2004). Not surprisingly, we obtain qualitatively different results.

Hamilton and Slutsky (1990) introduced an observable delay game in the context of an oligopoly where firms first
choose the timing of their future actions (quantities or prices) and subsequently implement them. A sizable literature
on endogenous timing emerged (Amir & Stepanova, 2006; Van Damme & Hurkens, 1999). A closely related literature
considers the effects of pre‐commitment to certain sets of actions on the ensuing strategic interactions (see, e.g., Bade
et al., 2009; Catonini, 2021; Kalai et al., 2010; Renou, 2009; Romano & Yildirim, 2005). In contrast to these studies,
information is (ex post) asymmetric and the commitment is uncertain in the present study6 and, as a result, very
different strategic forces are at play.

Our work is also related to the literature on pre‐play communication (see, e.g., Ben‐Porath & Dekel, 1992; Hurk-
ens, 1996; Kartik et al., 2007; Kartik, 2009). The purpose of communication in these studies is to signal private in-
formation held by the players. The messages in our model play a different role—they soften or intensify the subsequent
competition as a result of a “partial commitment” capacity of the players.

The most related paper in this strand of literature to our work is Miettinen (2013). In his framework, players enter
into pre‐play informal agreements and exhibit guilt aversion. Contrary to the present paper, the information is always
symmetric in Miettinen (2013). In his analysis, Miettinen (2013) focuses on incentive‐compatible agreements, for which
the players fulfill their promises, and Pareto‐efficient equilibria. In contrast, only honest players keep their promises in
the present paper while dishonest players have full flexibility in their choices as they do not experience any guilt from
reneging on promises.7 Another key difference is that pre‐play messages in the present paper have a very different
strategic effect on the post‐communication interaction.

The rest of the paper is organized as follows. In the next section, we introduce our model. The subsequent section
characterizes the equilibrium behavior for each of the game's stages. We also compare equilibria with and without
communication and investigate their efficiency properties. The final section contains concluding remarks and a dis-
cussion of future research.

2 | THE MODEL

2.1 | The timing of moves and payoffs

Consider a strategic interaction between two players, 1 and 2. The strategic interaction takes place over three stages;
dates 0, 1 and 2. At date 2, also called the implementation stage, players 1 and 2 simultaneously and independently
choose their actions. Player i's action choice in this stage is denoted by σi ∈ Rþ. At date 1, also called the information
revelation stage, the players learn private information about their preferences. We will spell out the full details of this
stage in the following paragraphs. At date 0, called the communication stage, players 1 and 2 simultaneously and
independently make promises/threats regarding the actions that they will choose from the set of actions available to
them at date 2. Similarly to Crawford (1982), each player has the option of not sending a message to her counterpart. We
denote this choice by N. Let the resulting pair of promises be denoted by σp1; σ

p
2

� �
, where σpi ∈ fNg ∪ Rþ is player i's

promise.
Suppose that reneging on a promise made during the communication stage may be costly to either player. There is

uncertainty in each player's (and her opponent's) mind whether she can costlessly renege on the promise and choose
something other than the promised action. Thus, during the communication stage the players are not sure whether
psychological and other costs of lying will be sufficiently large to prevent reneging on previously made promises.

For each player, there are two possible realizations of the player's type. Under one of them, a player can costlessly
renege on her promise, provided she has made one. Under the other, it is prohibitively costly to renege and the player
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implements her promise.8 Formally, let ti denote player i's type.9 The variable ti can assume two values; h (for “honest”)
with probability πi and d (for “dishonest”) with probability 1 − πi. At date 1, after making their promises and before
actions are chosen at date 2, each player learns her type (whether she can costlessly renege on promises [if any] made
earlier) but doesn't learn the other player's type. Thus, in the eyes of the opponent each player has initial reputation for
honesty. Given our assumption, there are four possible events on the space of possible types of the two players: (1)
t1 = t2 = d, (2) t1 = d, t2 = h, (3) t1 = h, t2 = d, and (4) t1 = t2 = h. In what follows, we will call the strategic interaction
with π1 = π2 = 0 as the game without communication.

The timing of the resolution of uncertainty reflects many real‐life scenarios. At the time of making a promise, people
often cannot tell with certainty what their actual cost of reneging will be. They may allow both for the possibility where
they will not be feeling morally obligated to live up to their promises and for the possibility where moral considerations,
such as guilt, constrain them to fulfill their early pledges. Economic benefits and costs may also swing the pendulum in
either direction. For example, a team member may find it hard to honor a prior promise to spend certain amount of
time on a joint project in light of new projects and responsibilities.

It is assumed that the players cannot engage in communication after they learn their private information at date 1.
Rather, the players simultaneously and independently choose their actions at date 2. There are a number of reasons for
the assumption that promises are made only when information is symmetric. First, a player may learn her type right
before making her choice. It is not uncommon for people to vacillate till the “last minute” before making a decision.
This will make it impractical to make promises after learning own type. Second, the physical “rules” of the game may
stipulate that messages are exchanged well in advance of action choices so that these messages are sent under sym-
metric information. Third, when players use communication for illegal collusion, repeated communication may
significantly increase the chance of detection, and therefore the firms may choose not to communicate the second time
(Kuhn, 2001, p. 171; Kuhn & Vives, 1995).10

Player i's (i = 1, 2) payoff function ui σi; σj; σpi ; ti
� �

depends on the actions σi and σj chosen by players i and j (where
i ≠ j) at date 2, the action σpi she promised at date 0, and her type:

ui σi; σj; σpi ; h
� �

¼
vi σi; σj
� �

; if σi ¼ σpi ∈ Rþ or σpi ¼ N
−∞; if σi ≠ σpi ≠ N

(

and

ui σi; σj; σpi ; d
� �

¼ vi σi; σj
� �

;

where vi(σi, σj) is a twice continuously differentiable function that is strictly concave in σi for all σj.11 Thus, the promise/
commitment is “fully irreversible” for honest types while it is “fully reversible” for dishonest types (Crawford, 1982;
Schelling, 1956). Given this assumption, honest type h will always choose to keep her promise. It then follows that
player i's expected payoff in the beginning of date 0 will inherit all properties of the function vi(σi, σj), including twice
continuous differentiability, on the restricted domain where σi ¼ σpi for honest types.

We also suppose that, for all σj; lim
σi→0þ

∂vi σi;σjð Þ
∂σi ¼∞ and lim

σi→∞

∂vi σi;σjð Þ
∂σi ¼ 0. In what follows, we will focus on two broad

classes of games; games with strategic complements and games with strategic substitutes. A game has strategic com-

plements (strategic substitutes) if ∂vi σi;σjð Þ
∂σi∂σj ≥ 0 ∂vi σi;σjð Þ

∂σi∂σj ≤ 0
� �

for all i = 1, 2 and all σi; σj ∈ Rþ: A game has positive

(negative) externalities if each player's payoff is increasing (decreasing) in the opponent's action.12

We focus on the case where there is a unique equilibrium. Polydoro (2011) extends Gabay and Moulin’s (1980)
findings on uniqueness to Bayesian Nash equilibria of incomplete information games. If, in addition to the re-
quirements that we imposed, the game has strategic complements and the payoff functions vi(σi, σj) exhibit strict di-

agonal dominance, which requires ∂2vi σi;σjð Þ
∂ σið Þ2

�
�
�
�

�
�
�
� > ∂2vi σi;σjð Þ

∂σi∂σj

�
�
�
�

�
�
�
� ∀i, then by Theorem 2.1 in Polydoro (2011) our game has a

unique equilibrium. When the game has strategic substitutes, equilibrium uniqueness can be guaranteed by using
Corollary 2.1 in Polydoro (2011), which, in addition to strict diagonal dominance, requires existence (for conditions
ensuring existence, see, e.g., Yannelis, 1998). Ui (2016) provides alternative conditions guaranteeing existence and
uniqueness of equilibrium in Bayesian games. These conditions are also applicable to our model.13 In what follows, we
assume that at least one of these sets of conditions are satisfied so that the equilibrium is unique.14
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3 | ANALYSIS AND FINDINGS

3.1 | The implementation stage

As an equilibrium notion, we use the following set of requirements on the pair of strategy profile and beliefs, also called
an assessment. First, we require that each player's beliefs about the opponent's type in the beginning of date 2 coincide
with the former player's beliefs in the beginning of date 0. This condition is in the spirit of “no‐signaling‐what‐you‐
don't‐know” condition (Fudenberg & Tirole, 1991). Second, we require that the assessment be sequentially rational at
each information set (Kreps & Wilson, 1982). Given the relationship of our requirements with the equilibrium notion in
Fudenberg and Tirole (1991) and the fact that there is no canonical definition of “perfect Bayesian equilibrium”
(Mailath, 2019), we refer to an assessment that satisfies our two conditions as perfect Bayesian equilibrium (PBE).

We solve the game backwards to determine the perfect Bayesian equilibrium of the game. Consider date 2, at which
point in the game the players “reached an informal agreement” to play actions σp1; σ

p
2

� �
and learned their types. There

are four possible scenarios differentiated by whether each player chose to make a promise at date 0 or decided to
“remain silent.” Under the first scenario (case (i)), neither player sends a message. Under the second scenario (case (ii)),
both players make promises. Finally, under the remaining two scenarios (cases (iii) and (iv)), one of the players does not
send a message while the other does. We first characterize behavior for each of these scenarios. Our analysis subse-
quently determines which of these scenarios materializes in the equilibrium.

Under the first scenario (case (i)), the information revealed to the players at date 1 has no effect on the strategic
interaction. At date 2 the players will simply choose their actions in an independent and simultaneous fashion and their
choices will be independent of their types. The date‐2 equilibrium actions, denoted by ~σn1 ; ~σ

n
2

� �
, are given by the solution

to the following system of equations:

∂vi ~σni ; ~σ
n
j

� �

∂σi
¼ 0 for i¼ 1; 2 and j ≠ i:15 ð1Þ

These are exactly the same actions that would be chosen in the game that only contained the date‐2 stage. For this
reason, we will call σn1 σ2ð Þ and σn2 σ1ð Þ, that are implicitly defined by the equations in (1), as the best response functions
without communication.

Consider now the scenario where both players make promises (case (ii)). An honest type of either player will choose
the promised action; σi ¼ σpi if player i is honest. Thus, we only need to consider the actions of dishonest players. Let σi
denote the strategy of dishonest player i.

When a player, say player 1, has a complete reputation for honesty (π1 = 1), her opponent's actions at date 2 will be
entirely guided by the promise made by player 1 at date 0. When both players have complete reputation for honesty and
they make promises at date 0, the strategic interaction effectively takes place only at date 0 as each player always
implements the action promised at date 0. In this case, both the promises and actions chosen by both players at date 0 in
the game with communication coincide with the actions chosen in the game without communication. Combining this
with our observation above about behavior when both players lack reputation for honesty (π1 = π2 = 0), we immediately
reach the following conclusion.When either both players lack any reputation for honesty or both have complete reputation
for honesty and make promises, the two players choose actions that coincide with the equilibrium actions in the game
without communication.

Returning to the general case where both players make promises, the expected payoff of type d of player i is given by

πj ⋅ vi σi; σpj
� �

þ 1 − πj
� �

⋅ vi σi; σj
� �

: ð2Þ

It follows from Equation (2) that a dishonest player's payoff is independent of the promise that she has made. Using

Equation (2), we obtain that player i's best‐response function σBi σj; σpj
� �

is implicitly given by

πj ⋅
∂vi σBi ; σ

p
j

� �

∂σi
þ 1 − πj
� �

⋅
∂vi σBi ; σj
� �

∂σi
¼ 0 for i¼ 1; 2: ð3Þ
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It follows immediately from Equation (3) and the definitions of strategic complementarity and strategic substitut-

ability, that when the players' actions are strategic complements the best‐response function σBi σj; σpj
� �

is increasing in

both σj and σ
p
j and when the actions are strategic substitutes the function σBi σj; σpj

� �
is decreasing in both σj and σ

p
j : To

verify the monotonicity properties, consider, for example, the effect of player j's promise on player i's best‐response
function. Differentiating Equation (3) with respect to σBi and σpj and re‐arranging, we obtain

dσBi
dσpj
¼ −

πj⋅
∂2vi

�
σBi ;σ

p
j

�

∂σi∂σ
p
j

πj⋅
∂2vi

�
σBi ;σ

p
j

�

∂ σið Þ
2 þ 1−πjð Þ⋅

∂2vi σBi ;σjð Þ
∂ σið Þ

2

, which is non‐negative (non‐positive) under strategic complementarity (strategic

substitutability).
On occasion, we will call σB1 σ2; σ

p
2

� �
and σB2 σ1; σ

p
1

� �
as the best response functions with communication. Note also that

the system of Equation (3) implicitly defines the date‐2 Nash equilibrium actions of dishonest types of the two players,
which are denoted by bσ1 σp1; σ

p
2

� �
; bσ2 σp1; σ

p
2

� �� �
. The monotonicity properties of the date‐2 Nash equilibrium actions in

the date‐0 promises follow immediately from the properties of games with strategic complements and strategic sub-
stitutes and the system of Equation (3). Under strategic complementarity, bσi σp1; σ

p
2

� �
is increasing in both σp1 and σ

p
2 for

all i = 1, 2. Under strategic substitutability, bσi σp1; σ
p
2

� �
is increasing in σpi but decreasing in σ

p
j for all i, j = 1, 2 with i ≠ j.

To gain more intuition into the implications of these monotonicity properties, consider Bertrand and Cournot
competitions. Our findings for the case of strategic complements suggest the following behavior under Bertrand
competition. When a player promises to choose a relatively high price, which can be coined as “collusive” or “less

competitive,” it makes her opponent behave less competitively in the implementation stage (since σBi σj; σpj
� �

is

increasing in σpj ). Moreover, when a player promises to choose a relatively high price, both players end up choosing
higher prices in the implementation stage (since bσi σp1; σ

p
2

� �
is increasing in both σp1 and σ

p
2). Thus, by promising a higher

price a player can elicit “collusive” behavior by both herself and her opponent. The effect is different under Cournot
competition. In contrast to Bertrand competition, when a player promises to produce a relatively low output, which
again can be coined as “collusive” or “less competitive,” it makes her opponent behave more competitively in the

implementation stage (since σBi σj; σpj
� �

is now decreasing in σpj ). Furthermore, by promising a lower output a player

ends up behaving less competitively but her opponent behaves more competitively in the implementation stage. In
other words, to make the opponent behave less competitively a player needs to signal that she will be behaving
aggressively in the implementation stage.

Now that we have characterized behavior in cases (i) and (ii), it is left to examine the two scenarios where one of the
players makes a promise while the other does not (cases (iii) and (iv)). Suppose that player 1 makes a promise while
player 2 does not. An honest type of player 1 will choose the promised action; σ1 ¼ σp1 if player 1 is honest. Let σ1 denote
the strategy of dishonest player 1. Player 2's action choice will be independent of her type since she has not made any
promises. Let σ2 denote the strategy of player 2.

The expected payoff of the dishonest type of player 1 is given by

v1 σ1; σ2ð Þ:

In contrast, the expected payoff of player 2 is given by

π1 ⋅ v2 σ2; σp1
� �

þ 1 − π1ð Þ ⋅ v2 σ2; σ1ð Þ:

It follows from these expressions that player 1's dishonest type's best‐response function σn1 σ2ð Þ and player 2's best‐
response function σB2 σ1; σ

p
1

� �
are given, respectively, by

∂v1 σ1; σ2ð Þ

∂σ1
¼ 0 and

π1 ⋅
∂v2 σ2; σp1
� �

∂σ2
þ 1 − π1ð Þ ⋅

∂v2 σ2; σ1ð Þ

∂σ2
¼ 0:

ð4Þ
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One can immediately observe that the first equation in (4) coincides with the first equation in (1) while the second
equation in (4) coincides with the second equation in (3). The system of Equation (4) implicitly defines the date‐2 Nash
equilibrium actions of the two players, which are denoted by bσ1 σp1;∅

� �
; bσ2 σp1;∅
� �� �

.16 Under strategic complemen-
tarity, both bσ1 σp1;∅

� �
and bσ2 σp1;∅

� �
are increasing in σp1: Under strategic substitutability, bσ1 σ

p
1;∅

� �
is increasing in σp1

while bσ2 σp1;∅
� �

is decreasing in σp1: The scenario where player 2 makes a promise while player 2 does not is symmetric
to the preceding scenario.

To compare the behavior under the four scenarios above, we characterize the relationship between the best‐response
functions without communication σni σj

� �
and with communication σBi σj; σpj

� �
:

Lemma 1
1. Suppose the game has strategic complements. Then,

σBi σj; σpj
� �

≥ σni σj
� �

if and only if σpj ≥ σj: ð5Þ

2. Suppose the game has strategic substitutes. Then,

σBi σj; σpj
� �

≤ σni σj
� �

if and only if σpj ≥ σj: ð6Þ

Proof See Supporting Information S2. ■

Figures 1–4 illustrate Lemma 1.17 Figures 1 and 2 represent a game with strategic complements. The best‐response
curves are upward sloping in this case. Figure 1 corresponds to the case where the promises σp1 and σp2 exceed the
respective date‐2 Nash equilibrium actions ~σn1 and ~σn2 of the game without communication. In accordance with the first
part of Lemma 1, player 1's (2’s) best‐response curve when her opponent makes a promise is below (above) player 1's
(2's) best‐response curve in the game without communication for all values of the opponent's action below the level
promised by the opponent. Figure 2 depicts the case where both players' promises σp1 and σ

p
2 are smaller than the Nash

equilibrium of the game without communication. Finally, Figures 3 and 4 demonstrate the relationship between the
best‐response curves with and without communication for a game with strategic substitutes.

It is informative to illustrate the relationship between the two parts in Lemma 1 by noting that a game with strategic
substitutes can be transformed into a game with strategic complements by reversing the ordering of the actions for one
of the players. Consider a game with strategic substitutes and reverse the order of player i's action from σi to −σi.18 The
resulting game exhibits strategic complementarity (see, e.g., Amir, 2005) and it immediately follows that the first and
second parts of Lemma 1 are equivalent.

F I GURE 1 Equilibrium with and without communication: strategic complements and σpi > ~σni (i = 1,2).
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A further examination of the conditions in Lemma 1 and Figures 1 and 2 reveals the relationship for the case of
strategic complements between the date‐2 equilibrium actions without communication and with communication by at
least one player:

Lemma 2 Suppose the game has strategic complements.

1. Suppose both players make promises.

a: if σpi ≥ ~σni ∀i; then bσi σp1; σ
p
2

� �
≥ ~σni ∀i and σpi ≥ bσi σp1; σ

p
2

� �
f or at least one i¼ 1; 2:

b: if σpi ≤ ~σni ∀i; then ~σni ≥ bσi σp1; σ
p
2

� �
∀i and bσi σp1; σ

p
2

� �
≥ σpi f or at least one i¼ 1; 2:

c: if σpi ≥ ~σni and σ
p
j ≤ ~σnj for i ≠ j; then σpi ≥ bσi σp1; σ

p
2

� �
and bσj σp1; σ

p
2

� �
≥ σpj :

2. Suppose only player i ∈ 1; 2f g makes a promise.

F I GURE 2 Equilibrium with and without communication: strategic complements and σpi < ~σni (i = 1,2).

F I GURE 3 Equilibrium with and without communication: strategic substitutes and σpi > ~σni (i = 1,2).

MELKONYAN and CHAKRAVARTY - 9
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a: if σpi ≥ ~σni ; then σ
p
i ≥ bσi σpj ;∅

� �
and bσj σpi ;∅

� �
≥ ~σnj ∀j:

b: if σpi ≤ ~σni ; then σ
p
i ≤ bσi σpi ;∅

� �
and bσj σpi ;∅

� �
≤ ~σnj ∀j:

When the promised actions exceed the equilibrium actions without communication (part 1(a) of Lemma 2), the
equilibrium actions with communication, represented by point B in Figure 1, end up exceeding the corresponding
equilibrium actions without communication, represented by point A in Figure 1. The reverse holds when the promised
actions are lower than the equilibrium actions without communication (part 1(b) of Lemma 2 and point B in Figure 2).

When one of the players promises an action that is higher than her equilibrium action in the game without
communication while the reverse holds for the other player, the relationship between the date‐2 equilibrium actions
with and without communication is ambiguous. However, the relationships between the promised and chosen actions
are unambiguous. If a player promises to choose an action higher (lower) than the equilibrium action in the game
without communication, her chosen action is smaller (greater) than her promise. Thus, promises of relatively large
(small) actions are followed by undershooting (overshooting) of these promises in this case.

When only player i makes a promise, her best‐response function is given by σni σj
� �

(j ≠ i) while her opponent's best‐
response function is given by σBj σi; σ

p
i

� �
: Consider, for example, the case where player 1 promises to choose action

σp1 ≥ ~σn1 while player 2 does not make any promises. The date‐2 equilibrium actions under this scenario are given by
point C in Figure 1. Note that the equilibrium actions of both players exceed the equilibrium actions of the game
without communication, which is reflected by point C lying to the northeast of point A in Figure 1.

Part 1(a) of Lemma 2 reveals that when both players promise actions that are larger than the equilibrium actions in
the game without communication, at least one of the players ends up over‐promising in the sense that her promise
exceeds her dishonest type's choice: σpi ≥ bσi σp1; σ

p
2

� �
. Note that one of the players may end up under‐promising. This can

happen when her opponent promises a relatively large action.
To gain more intuition into Lemma 2, suppose, for the sake of illustration, that ∂vi σi;σjð Þ

∂σj ≥ 0 for i ≠ j so that an
increase in the opponent's action exerts a positive externality on a player.19 Suppose also that the best‐response curves
are linear as depicted in Figures 1–4. In this case, the inverse of the slope of player 1's best‐response line (and the slope
of player 2's best response line) reflects how “aggressive” player 1's (player 2's) response is to her opponent's actions.
Player j invites a relatively less aggressive behavior by her opponent when she makes a promise that exceeds her own
Nash equilibrium action ~σnj in the game without communication than when her promise is less than ~σnj : As a result,
both players choose relatively large equilibrium actions, or “less aggressive” actions, when they promise relatively more.
This, in turn, has reciprocal benefits for each player.

F I GURE 4 Equilibrium with and without communication: strategic substitutes and σpi < ~σni (i = 1,2).
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We now turn to the case of strategic substitutes:

Lemma 3 Suppose the game has strategic substitutes.

1. Suppose both players make promises.

a: if σpi ≥ ~σni ∀i; then σpi ≥ bσi σp1; σ
p
2

� �
∀i and ~σni ≥ bσi σp1; σ

p
2

� �
for at least one i¼ 1; 2:

b: if σpi ≤ ~σni ∀i; then bσi σp1; σ
p
2

� �
≥ σpi ∀i and bσi σp1; σ

p
2

� �
≥ ~σni for at least one i¼ 1; 2:

c: if σpi ≥ ~σni and σ
p
j ≤ ~σnj for i ≠ j; then σpi ≥ bσi σp1; σ

p
2

� �
≥ ~σni and ~σnj ≥ bσj σp1; σ

p
2

� �
≥ σpj :

2. Suppose only player i ∈ 1; 2f g makes a promise.

a: if σpi ≥ ~σni ; then σ
p
i ≥ bσi σpi ;∅

� �
≥ ~σni and ~σnj ≥ bσj σpi ;∅

� �
where j ≠ i:

b: if σpi ≤ ~σni ; then ~σni ≥ bσi σpi ;∅
� �

≥ σpi and bσj σ
p
i ;∅

� �
≥ ~σnj where j ≠ i:

Similarly to the illustration of the relationship between the two parts of Lemma 1, it is informative to reverse the
order of one of the players' actions in order to relate Lemmas 2 and 3. For concreteness, consider changing player 1's
action from σ1 to −σ1. It then follows that part 1(a) of Lemma 2 is equivalent to part 1c of Lemma 3 for j = 1 and i = 2
while part 1(b) of Lemma 2 is equivalent to part 1(c) of Lemma 3 for j = 2 and i = 1. Furthermore, part 1(c) of Lemma 2
for j = 1 and i = 2 is equivalent to part 1(a) of Lemma 3 while part 1(c) of Lemma 2 for j = 2 and i = 1 is equivalent to
part 1(b) of Lemma 3. Finally, a similar relationship can be established between part 2 of Lemma 2 and part 2 of
Lemma 3.

A comparison of Lemmas 2 and 3 reveals differences between behavior under strategic substitutes and strategic
complements. For the sake of contrasting the two scenarios, consider the case of symmetric games where both players
promise the same amount. Under strategic substitutability and in contrast to strategic complementarity, when both
players promise actions larger than those in the game without communication they end up choosing actions smaller
than those in the game without communication. This case is depicted in Figure 3. Under the reverse scenario where the
promised actions are smaller than the equilibrium actions without communication, the date‐2 equilibrium actions with
communication are larger than the equilibrium actions without communication (see Figure 4). The difference from the
case of strategic complements stems from two factors: (i) the best‐response functions are increasing (decreasing) in the
opponent's action under strategic complementarity (strategic substitutability) and (ii) the best‐response functions are
increasing (decreasing) in the action promised by the opponent under strategic complementarity (strategic
substitutability).

When only one of the players makes a promise under strategic substitutability, the relationship between the date‐2
equilibrium actions with and without communication depends on whether the promise made by a player exceeds that
player's equilibrium action without communication. When it does, the player who makes a promise ends up choosing
an action that exceeds her equilibrium action without communication while the reverse relationship holds for her
opponent. Consider, for example, the case where player 1 promises to choose action σp1 ≥ ~σn1 while player 2 does not
make any promises. The date‐2 equilibrium actions under this scenario are given by point C in Figure 3, for which
bσ1 σp1;∅
� �

≥ ~σn1 and ~σn2 ≥ bσ2 σp1;∅
� �

:

3.2 | The communication stage

Consider now the game that starts at date 0. In accordance with the previous subsection, we examine cases (i)–(iv). The
scenario where neither player makes a promise (case (i)) is trivial since, as we have already pointed out, the strategic
interaction in this case is equivalent to the corresponding game without communication.

Suppose now that both players make promises. Given that the dishonest players choose bσ1 σp1; σ
p
2

� �
; bσ2 σp1; σ

p
2

� �� �

at date 2 while the honest players keep their promises, player i's expected payoff in the beginning of date 0 is
given by

MELKONYAN and CHAKRAVARTY - 11
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πiπj ⋅ vi σpi ; σ
p
j

� �
þ πi 1 − πj

� �
⋅ vi σpi ; bσj σ

p
1; σ

p
2

� �� �

þ 1 − πið Þπj ⋅ vi bσi σp1; σ
p
2

� �
; σpj

� �
þ 1 − πið Þ 1 − πj

� �
⋅ vi bσi σp1; σ

p
2

� �
; bσj σp1; σ

p
2

� �� �
;

ð7Þ

where each summand corresponds to one of the four realizations of the players' types.
We let σBpi σpj

� �
denote player i's (i = 1, 2) best‐response functions for this stage of the game. The messages that

constitute a part of the Perfect Bayesian Nash equilibrium are denoted by bσp1; bσ
p
2

� �
. These best‐response functions and

equilibrium promises are defined in the Supporting Information S2.
Figures 5 and 6 illustrate these best‐response functions for the cases of strategic complements and strategic sub-

stitutes, respectively. The positioning of these best‐response functions relative to the best‐response functions σni ð⋅Þ;
which is derived in the proof of the following proposition, reveals the differences in behavior between the cases of
strategic complements and strategic substitutes. As one might expect, the best‐response function σBpi ð⋅Þ is upward‐
sloping for the case of strategic complements but downward‐sloping for the case of strategic substitutes.

The following proposition spells out the relationship between the equilibrium actions with and without commu-
nication as well as compares the equilibrium promises and date‐2 actions:

Proposition 4 20Suppose that both players make promises.

1. Suppose that the game has strategic complements.
a. If the game has positive externalities, then

bσpi ≥ ~σni & bσi bσ
p
1; bσ

p
2

� �
≥ ~σni ∀i and bσpi ≥ bσi bσp1; bσ

p
2

� �
f or at least one i: ð8Þ

b. If the game has negative externalities, then

bσpi ≤ ~σni & bσi bσ
p
1; bσ

p
2

� �
≤ ~σni ∀i and bσpi ≤ bσi bσp1; bσ

p
2

� �
f or at least one i: ð9Þ

2. Suppose that the game has strategic substitutes.
a. Suppose also that the game has negative externalities. Then, one of the following two scenarios will materialize:

i: bσpi ≥ ~σni & bσ
p
i ≥ bσi bσp1; bσ

p
2

� �
∀i and ~σni ≥ bσi bσp1; bσ

p
2

� �
f or at least one i;

ii: bσpi ≥ bσi bσp1; bσ
p
2

� �
≥ ~σni and ~σnj ≥ bσj bσp1; bσ

p
2

� �
≥ bσpj where i; j ∈ 1; 2f g and j ≠ i:

ð10Þ

If, in addition, the game is symmetric and the players promise the same actions then

iii: bσp1 ¼ bσ
p
2 ≥ ~σn1 ¼ ~σn2 ≥ bσ1 bσp1; bσ

p
2

� �
¼ bσ2 bσ

p
1; bσ

p
2

� �
:

b. Suppose also that the game has positive externalities. Then, one of the following two scenarios will materialize:

i: bσpi ≤ ~σni & bσ
p
i ≤ bσi bσp1; bσ

p
2

� �
∀i and ~σni ≤ bσi bσp1; bσ

p
2

� �
f or at least one i;

ii: bσpi ≤ bσi bσ
p
1; bσ

p
2

� �
≤ ~σni and ~σnj ≤ bσj bσ

p
1; bσ

p
2

� �
≤ bσpj where i; j ∈ 1; 2f g and j ≠ i:

ð11Þ

If, in addition, the game is symmetric and the players promise the same actions then

iii: bσp1 ¼ bσ
p
2 ≤ ~σn1 ¼ ~σn2 ≤ bσ1 bσp1; bσ

p
2

� �
¼ bσ2 bσ

p
1; bσ

p
2

� �
:
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Proof See Supporting Information S2. ■

Thus, for strategic complements with positive externalities, the equilibrium date‐2 actions exceed the equilibrium
actions of the game without communication. Moreover, the promise of at least one player exceeds the date‐2 action of
her dishonest type. The other player may over‐ or under‐promise in the equilibrium. Figure 5 21 depicts the case where
both players over‐promise. However, it is not difficult to envision a scenario where one of the players, say player 1,
promises an action that is relatively large compared to player 2's promise so that the curves σBp1 ð⋅Þ and σ

Bp
2 ð⋅Þ intersect to

the northeast of point D in Figure 5. In that case, player 1 would over‐promise while player 2 would under‐promise.
In the game with strategic complements and positive externalities, relatively large actions can be naturally inter-

preted as more collusive. From part 1 of Proposition 4, both players make promises that are relatively collusive in the
sense that both promises exceed the respective equilibrium actions in the game without communication; bσpi ≥ ~σni ∀ i. A
player behaves less aggressively ex post (corresponding to flatter best‐response curves in Figure 5) when ex ante her

F I GURE 5 Equilibrium promises with communication and equilibrium date‐2 actions without communication: strategic
complements.

F I GURE 6 Equilibrium promises with communication and equilibrium date‐2 actions without communication: strategic substitutes.

MELKONYAN and CHAKRAVARTY - 13
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opponent promises to choose a relatively collusive action. As a result, the actual choices made by both honest and
dishonest players exceed the respective equilibrium actions in the game without communication. Thus, the players
manage to achieve a “collusive” outcome. Note also that the level of “collusion” characterized in Proposition 4 is in
general different from the level of “collusion” that the players would choose were they able to perfectly and jointly
commit to their actions. Finally, similar behavior and results materialize under strategic complements with negative
externalities.

The equilibrium behavior is different under strategic substitutability. Consider the case of strategic substitutes with
negative externalities. In this case, relatively large actions can be interpreted as less collusive. For illustration purposes,
consider the scenario in part 2(a)(i) of Proposition 4 and suppose, in addition, that ~σni ≥ bσi bσp1; bσ

p
2

� �
∀i. This case is

depicted in Figure 6. Both players promise to choose actions that exceed their actions in the game without commu-
nication. That is, in contrast to the game with strategic complements, both players promise not to be collusive. A
player's promise to be non‐collusive leads to a non‐aggressive behavior by her opponent. Thus, the players achieve
collusion by promising to be non‐collusive. Note that in our game honest types always keep their promises. When these
promises involve non‐collusive actions, behavior of honest types, who end up choosing non‐collusive actions, coun-
terbalances the behavior of dishonest types, who end up choosing collusive actions. In contrast, both effects work in the
same direction under strategic complementarity.

When the equilibrium behavior is characterized by part 2(a)(ii) of Proposition 4, one of the players promises an
aggressive action bσpi ≥ ~σni

� �
while the other promises a collusive action (~σnj ≥ bσpj ). The actual choices of dishonest types

of these players fall between their promises and the equilibrium actions in the game without communication. Both
types of the player who promises a non‐collusive action end up choosing a non‐collusive action. In contrast, both types
of the player who promises a collusive action end up choosing a collusive action. Thus, the former player gains a
strategic advantage over the latter under the scenario in part 2(a)(ii).

A public goods game (Ledyard, 1994) is an example of a game with strategic substitutes and positive externalities. To
illustrate the implications of our analysis for such games, consider, for example, the symmetric case characterized in
part 2(b)(iii) of Proposition 4. In this case, both players will promise to make relatively small contributions to the public
good. Each player makes such a promise to incentivize her counterpart to make a relatively large contribution. And,
indeed, both dishonest types choose contributions that are higher than those in the game without communication.
However, the honest types choose relatively small contributions. Thus, as in the case of strategic substitutes with
negative externalities, the benefits of communication are muted.

Contrasting parts (a) and (b) of Proposition 4, we note that the results are “sharper” for the case of strategic
complements than for the case of strategic substitutes. More generally, asymmetric Nash equilibria in a parametrized
game with strategic substitutes may lack monotonicity properties and additional conditions need to be imposed to
ensure it (Roy & Sabarwal, 2010; Sabarwal, 2021).

Consider now the case where only one of the players, say player 1, makes a promise.22 The honest type of player 1
will implement her promise while the dishonest type will choose according to bσ1 σp1;∅

� �
: In contrast, both types of

player 2 will choose according to bσ2 σp1;∅
� �

: Hence, player 1's expected payoff in the beginning of date 0 is given by

π1 ⋅ v1 σp1; bσ2 σ
p
1;∅

� �� �
þ 1 − π1ð Þ ⋅ v1 bσ1 σp1;∅

� �
; bσ2 σp1;∅
� �� �

; ð12Þ

where the first summand corresponds to the event where player 1 is honest while the second summand corresponds to
the event where she is dishonest.

Let bσp11 denote player 1's equilibrium promise. We show in the Supporting Information S2 that:

Lemma 5 Suppose that only one of the players, say player 1, makes a promise.

1. Suppose that the game has strategic complements.
a. If the game has positive externalities, then

bσp11 ≥ bσ1 bσp11
� �

≥ ~σn1 and bσ2 bσ
p1
1

� �
≥ ~σn2 : ð13Þ

b. If the game has negative externalities, then
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bσp11 ≤ bσ1 bσp11
� �

≤ ~σn1 and bσ2 bσ
p1
1

� �
≤ ~σn2 : ð14Þ

2. Suppose that the game has strategic substitutes.
a. If the game has negative externalities, then

bσp11 ≥ bσ1 bσp11 ;∅
� �

≥ ~σn1 and ~σn2 ≥ bσ2 bσp11 ;∅
� �

: ð15Þ

b. If the game has positive externalities, then

bσp11 ≤ bσ1 bσp11 ;∅
� �

≤ ~σn1 and ~σn2 ≤ bσ2 bσp11 ;∅
� �

: ð16Þ

Proof See Supporting Information S2. ■

Thus, under strategic complementarity with positive externalities, player 1 promises to choose an action that is
higher than her equilibrium action in the game without communication. The actual choices of the two players at date 2
(point C in Figure 1) exceed their respective equilibrium choices in the game without communication (point A in
Figure 1). Thus, even when only one player sends a message under strategic complementarity with positive exter-
nalities, the players end up choosing actions that are higher than those when the players cannot communicate. In other
words, the players choose actions that more collusive than those in the game without communication.

As one could have expected, behavior is again different under strategic substitutability. For concreteness, consider a
game with strategic substitutes and negative externalities (part 2(a) of Lemma 5). Player 1 promises to choose an action
greater than the equilibrium action without communication and ends up choosing an action between her promise and
her equilibrium action of the game without communication. In contrast, player 2 chooses an action that is smaller than
the equilibrium action in the game without communication. Thus, both player 1's promise and action choice are less
collusive than her choice in the game without communication. In contrast, player 2's action choice is more collusive
than in the game without communication.

Now that we have characterized the equilibrium behavior for all permutations of decisions by the two players
whether to make a promise, it is left to determine which players, if any, will send messages in the equilibrium of the
game. Prior to stating our next result, we introduce the following terminology. We will say that player i gains ex ante
compared to the game without communication if her expected payoff (7) in the beginning of date 0 evaluated at bσp1; bσ

p
2

� �

exceeds her payoff vi ~σni ; ~σ
n
j

� �
in the game without communication. With this terminology, we have:

Proposition 6 23Both players make promises, denoted by bσp1; bσ
p
2

� �
and given by

πiπj ⋅
∂vi bσ

p
i ; bσ

p
j

� �

∂σi
þ πi 1 − πj

� �
⋅

∂vi bσ
p
i ; bσj bσ

p
1; bσ

p
2

� �� �

∂σi
þ

∂vi bσ
p
i ; bσj bσ

p
1; bσ

p
2

� �� �

∂σj
∂bσj bσ

p
1; bσ

p
2

� �

∂σpi

� �

þ 1 − πið Þ 1 − πj
� �

⋅
∂vi bσi bσ

p
1; bσ

p
2

� �
; bσj bσ

p
1; bσ

p
2

� �� �

∂σj
∂bσj bσ

p
1; bσ

p
2

� �

∂σpi
¼ 0 for i; j¼ 1; 2 and i ≠ j;

ð17Þ

in the equilibrium if the game has

1. Strict strategic complements ∂vi
∂σi∂σj > 0
� �

with strict positive or negative externalities

∂vi
∂σj

> 0 or
∂vi
∂σj

< 0 f or all i; j¼ 1; 2 with i ≠ j
� �

;
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or

2. Strict strategic substitutes ∂vi
∂σi∂σj < 0
� �

with strict negative or positive externalities

∂vi
∂σj

< 0 or
∂vi
∂σj

> 0 f or all i; j¼ 1; 2 with i ≠ j
� �

:

Moreover, in the case of strategic complementarity (part 1) both players gain ex ante compared to the game without
communication.

Proof See Supporting Information S2. ■

The proof of the proposition proceeds by starting from the scenario where neither player makes a promise and
demonstrating that both players will find it advantageous to deviate and send a message. We then show that when only
one of the players makes a promise the other player unambiguously benefits from also making a promise. As a result,
both players make promises in the equilibrium.

Propositions 4 and 6 reveal that the ability to form informal agreements may have different welfare implications
under strategic complementarity and strategic substitutability. For concreteness, consider a game with strategic com-
plements and positive externalities. In this case, both honest and dishonest players choose date‐2 actions that are more
collusive than the actions in the game without communication. Since each player's payoff and marginal payoff are
increasing in the opponent's action, both players gain from the ability to communicate and collude on less aggressive
actions (for details, see the proof of Proposition 6).

Consider now a game with strategic substitutes and negative externalities. From Proposition 4, there are two
qualitatively different types of behavior in this case. Under the scenario characterized in part 2(a) of Proposition 4, both
players promise/threaten to choose aggressive actions and at least one of the players chooses a non‐aggressive action,
which has a positive effect on the opponent's expected payoff. On the other hand honest types always keep their
promises and choose aggressive actions. Such choice has an adverse effect on the opponent's expected payoff. Which of
these countervailing effects dominates depends on the players' absolute and relative reputations for honesty.

In the case characterized in part 2(b) of Proposition 4, one of the players promises an aggressive action while the
other promises a collusive action. The actual choices of dishonest types of these players fall between their promises and
the equilibrium actions in the game without communication. Both types of the former player end up choosing an
aggressive action while both types of the latter player end up choosing a collusive action. As a result, the former player's
expected payoff is higher than in the case without communication while the latter player's expected payoff is lower.

Application of the first part of Proposition 6 to Bertrand competition, which is one of the best known examples of a
game with strategic complements, has the following implications. When the firms communicate with each other they
promise to choose prices that are higher than the non‐cooperative prices without communication. Since there is a
possibility that each firm may renege on its promise, the prices that are actually chosen by the “dishonest” firms fall
short of the corresponding promised prices but they are still higher than their levels in the game without communi-
cation. Finally, the firms' profits increase as a result of partial collusion under communication. One can easily draw
implications of the second part for the Cournot model.

As we pointed out above, the communication does not affect the strategic interaction when both players are honest
or dishonest with certainty. For Bertrand games with reputation levels between these two extremes, the communication
allows the two firms to promise and set prices above their levels in the game without communication. Such outcome is
preferred from the ex ante (before learning own type) and ex post (after learning own type) perspectives of the two
firms. At the same time, it adversely affects the social welfare compared to the game without communication. From the
ex ante point of view of the two firms, there are optimal levels of the firms' reputations for honesty that maximize their
ex ante aggregate profit. The social welfare is likely to be relatively low under such reputation levels.

The application of our analysis to oligopolistic competition provides a channel for collusion that is distinct from the
existing explanations. Most of the accounts of collusion are cast in dynamic settings (see, e.g., Green & Porter, 1984;
Kreps et al., 1982; Maskin & Tirole, 1988a, 1988b). Similarly to the present paper, Melkonyan et al. (2018) study
collusion in a static setting. The mechanisms behind collusion in Melkonyan et al. (2018) and the present paper are,
however, completely different. Communication is not modeled in the former while it drives collusion in the latter.
Melkonyan et al. (2018) consider a non‐Nash equilibrium concept, coined virtual bargaining equilibrium (VBE), and
demonstrate that Bertrand firms collude under VBE. In contrast, the present paper stays within the boundaries of
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orthodox analysis by focusing on a perfect Bayesian Nash equilibrium. Although partial collusion materializes in the
present paper as well, the actual levels of prices chosen in the two frameworks are in general different. Furthermore, the
VBE of Cournot competition coincides with the Nash equilibrium. In contrast, the perfect Bayesian Nash equilibrium of
Cournot competition with communication is different from the Nash equilibrium of the corresponding game without
communication. As we demonstrated above, it entails collusion under certain scenarios.

4 | CONCLUSION

The paper examined strategic interactions where players make promises about future actions. At the time when
messages are exchanged, the parties are imperfectly informed about the economic and psychological costs of fulfilling
their promises. We determine the effect that promises have on the strategic incentives in the subsequent interaction.
These are different under strategic complementarity and strategic substitutability. Under the former, promising a less
aggressive action makes a player's opponent respond less aggressively in the ensuing interaction. In contrast, under
strategic substitutability, a promise of a relatively non‐aggressive action evokes a more aggressive response by the
opponent. This countervailing channel reduces the benefits of pre‐play communication under strategic substitutability.
For the case of strategic complements, pre‐play communication, which can be interpreted as forming an informal
agreement, leads to a Pareto improvement over the scenario without communication from the perspective of both
players. In contrast, under strategic substitutability a player's expected payoff may be lower compared to the case with
no communication. Thus, the interplay between communication and strategic environment, which has not received
adequate attention in the existing literature, plays a key role on behavior and associated welfare outcomes.

In the case of Bertrand competition, the informal agreement allows the firms to partially collude on higher prices.
The degree of collusion depends on the initial reputations for honesty as well as on demand and cost parameters.
Interestingly, when the players have too much or too little reputation for honesty the players' ability to collude is
restricted. When the players have very low reputations (π is close to 0), each player is believed with a very small
probability and, as a result, the promises have a relatively small effect on the subsequent strategic interaction. When the
players have very high reputations (π is close to 1), each player's promise is implemented with a very high probability.
Since with a very high probability the strategic interaction effectively takes place during the communication stage and it
is almost identical to the Bertrand game without communication, the promises are not effective instruments to collude
on high prices for high initial reputations. In the limiting cases with completely honest or completely dishonest players,
there is no room for collusion at all.

A number of important strategic interactions fall outside the classes of games with strategic complements and games
with strategic substitutes. These include contests and many games of social cooperation and negotiation. It will be
informative to examine how pre‐play communication affects behavior. It will also be interesting to consider games with
more than two players and examine how their number affects the effectiveness of informal agreements. There are a
number of noteworthy extensions that involve richer informational structures including both ex ante (pre‐communi-
cation) and ex post (post‐communication) private information. In our model, each player is either completely honest or
completely dishonest. In reality, some individuals may have certain predisposition for honesty but may renege on their
promises when the benefits of doing so are sufficiently large. One way to model this possibility is by assuming that
players have heterogeneous lying costs distributed over some interval of types. Our conjecture is that the equilibrium
behavior in such interactions may have a “threshold form,” where players whose lying costs are below some threshold
level fulfill their promises while those above the threshold renege. It will be interesting to explore the relationship
between the level of promised action and the threshold that emerges in the equilibria of such strategic interactions.24

In some interactions, individuals may have an opportunity to communicate both before and after learning their
types.25 Although there are a number of approaches to define an “honest” type in this kind of interaction, we focus on
the definition of an honest type where the latter never makes new promises that contradict her previous promises and
never chooses actions contradicting her promise. If the dishonest type mimics the honest type by repeating the latter's
first and second promises (which are the same), this message does not reveal any information about that player's type
and the strategic interaction has the same outcome as the model examined in the present paper. Under strategic
complementarity, the dishonest type has a clear incentive to copycat the honest type since she gains from sending the
same message under this scenario and any other message would be ignored. Furthermore, the honest type does not
have an incentive to separate from the dishonest type. Thus, the interaction does not change from the addition of
interim communication under strategic complementarity. The effect of interim communication on behavior seems to be
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more intricate for strategic substitutes and we leave to future research the investigation of the case where players can
exchange messages twice in this case and whether such exchange can be beneficial to the players.

The natural next step is to test the model's predictions using a laboratory experiment. Designing an experiment with
an information structure that resembles that of our model seems a challenging exercise. However, it has a large po-
tential of shedding new light on the role of informal agreements in shaping strategic interactions.

DATA AVAILABILITY STATEMENT
Data sharing is not applicable to this article as no new data were created or analyzed in this study.

ENDNOTES
1 In addition to psychological and short‐run economic costs, lying may involve long‐run economic costs. For example, a player may have an
incentive to maintain or develop reputation for honesty so that she is later viewed in a positive light. We sidestep such long‐run costs by
analyzing a one‐shot interaction.

2 Similarly to the case of strategic complements, this finding is a result of the change in the players' “aggressiveness,” as characterized by the
slopes of their best‐response curves.

3 Ozkes and Hanaki (2019) find that free‐form communication eliminates the “strategic environment effect” in the sense that their subjects
exhibit the same level of collusion under strategic complementarity and strategic substitutability. However, they consider a different
communication format and repeated interactions, which prevents a comparison of their experimental results with our theoretical
predictions.

4 The fine imposed by the UK Office of Fair Trade was later reduced to £58.5m.
5 The content of the informal agreements in Kessler and Leider (2012) is exogenous and the first‐best is one of the two action choices in the
informal agreements. In contrast, the promised actions are endogenous in the present paper.

6 In a typical model in the literature on pre‐commitment, there is limited or no flexibility to reverse a choice of a variable once a
commitment regarding that variable is made. Dixit (1980) and Kreps and Scheinkman (1983) are examples of complete ex post choice
rigidity. For an example of limited flexibility, see, for example, Bade et al. (2009) where the players gradually restrict their actions. In
contrast to these settings, we examine an environment with ex ante uncertainty about flexibility as an honest player is completely
inflexible while a dishonest person is completely flexible.

7 Note also that (ex ante and ex post) Pareto efficient outcomes are not achievable in our model.
8 Thus, we assume that “a lie is a lie” so that the cost of lying, when it is not costless, does not depend on the magnitude of the lie. Although
our assumption is reasonable under a variety of circumstances, there are situations where an individual's cost of lying is a strictly
increasing function of the difference between the promised and implemented actions. For studies that model this type of cost functions,
see, for example, Muthoo (1995), Battigalli and Dufwenberg (2009), and Miettinen (2013). We leave the examination of these interesting
and important cases in our framework to future research.

9 The term “type” is used in the same sense as Harsanyi (1967) only for the games starting at date 1 where each player learns her type.
10 See the discussion of this issue in the paper's last section.
11 The assumption that it is prohibitively costly for honest types to renege on previously made commitments is in line with many game

theoretic models. For example, certain types are “non‐strategic” in standard reputation models.
12 Consider the sum of constant elasticity of substitution and affine functions: u1 x1; x2ð Þ ¼ αxr1 þ βxr2

� �1=2r
þ γx1 þ δx2ð Þ for 0 < r ≤ 1, α ≥ 0,

β ≥ 0 and γ ≤ 0. This function satisfies all of the restrictions imposed in this paragraph. It is characterized by strategic complementarity
(substitutability) when r < 0:5 r > 0:5ð Þ. When δ > 0, the payoff function exhibits a positive externality. When δ < 0, there is a set X of
x1; x2ð Þ pairs such that the payoff function exhibits a negative (positive) externality on X (complement of X ). Thus, this function satisfies
the assumptions of our model and has the flexibility to allow for both strategic complementarity/substitutability and positive/negative
externalities.

13 To be more precise, one can first apply these conditions to the second stage of our game (where the players learn their types and sub-
sequently choose their actions) and subsequently to the overall game.

14 Cheap talk games are frequently characterized by multiple equilibria (e.g., Crawford & Sobel, 1982; Rabin, 1994). In the present paper, the
talk is not cheap and communication has a different role. As a result, the considerations that give rise to multiplicity of equilibria in cheap
talk games are not at play here.

15 The Inada‐type conditions imposed on the payoff functions ensure interior solutions.
16 We chose this notation to preserve consistency with the corresponding notation when both players make promises.
17 For illustration purposes, we demonstrate our findings using linear best‐response functions that arise from quadratic utility functions.

Note, however, that all of our findings hold for general utility functions.
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18 Formally, if the function v(σi, σj), defined for σi ∈ Rþ, has strategic substitutes in (σi, σj) then the function w(ηi, σj), where ηi ≡ −σi, exhibits
strategic complements in (ηi, σj) for ηi ∈ R−.

19 This condition is satisfied by payoffs under Bertrand competition, for example.
20 Proposition 4 covers all possible permutations of strategic complements/substitutes and positive/negative externalities when the domain

of actions and promises is Rþ. One can derive an analog of Proposition 4 for the domain R− by reversing the order of both players' actions.
21 �σp1 and �σp2 in Figures 5 and 6 are characterized in the proof of Proposition 4 in Supporting Information S2.
22 As you will see in what follows, the main reason for considering this case and proving the following lemma is to demonstrate (in

Proposition 6 below) that in the equilibrium both players make promises.
23 We assume strict inequalities for the first‐ and second‐order derivatives to break indifference of the players between making and non

making promises.
24 We thank an anonymous referee for suggesting this extension of our analysis. We leave a formal treatment of this environment to future

research.
25 In the rest of the paragraph it is assumed that at the time of the second exchange of messages, each player knows that her opponent knows

own type. However, sometimes her opponent might be unaware about this and the equilibrium signal sent by a player after learning own
type might be completely uninformative. In this case, the strategic interaction will yield equilibrium behavior akin to the one charac-
terized in the present paper.

26 Under our assumptions of single‐crossing best‐response curves, the equilibrium actions of the two players when the game is symmetric are
identical; ~σn1 ¼ ~σn2 . These assumptions also guarantee that the players choose the same actions in the game with communication,
bσ1 bσ

p
1; bσ

p
2

� �
¼ bσ2 bσ

p
1 ; bσ

p
2

� �
, provided the players made the same promise.
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