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Abstract
Aim: Native biodiversity is threatened by the spread of non- native invasive species. 
Many studies demonstrate that invasions reduce local biodiversity but we lack an 
understanding of how impacts vary across environments at the macroscale. Using 
~11,500 vegetation surveys from ecosystems across the United States, we quanti-
fied how the relationship between non- native plant cover and native plant diversity 
varied across different compositions of invading plants (measured by non- native plant 
richness and evenness) and environmental contexts (measured by productivity and 
human activity).
Location: Continental United States.
Time Period: Surveys from 1990s- present.
Major Taxa Studied: Terrestrial plant communities.
Methods: We fit mixed effects models to understand how native plant richness, di-
versity and evenness varied with non- native cover. We tested how this relationship 
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1  |  INTRODUC TION

Predicting the ecological impacts of invasive plants remains an elu-
sive goal in invasion ecology. Recent studies have shown that neg-
ative impacts experienced by native communities (e.g. diversity 
loss) are related to invader abundance (Bradley et al., 2019; Pearse 
et al., 2019), the identity of the invading species (Hejda et al., 2009; 
Pearse et al., 2019; Pearson et al., 2016) and the vulnerability of the 
native community (Catford et al., 2009). Most studies of invasion 
impact have been conducted at local scales and are thus poorly able 
to inform how impacts vary across environments. Macroecological 
studies are ideally suited to address this, but to date, such studies 
have largely focused on understanding variation in non- native plant 
establishment or abundance, with less attention on impacts (but see 
Pyšek et al., 2012). Consequently, few general patterns in invasion 
impacts have emerged (Crystal- Ornelas & Lockwood, 2020), and we 
lack an understanding of how the impacts of invasion vary across 
environmental gradients.

Understanding general patterns in invader impacts is challenged 
by variation in how impacts are quantified (Barney & Tekiela, 2020; 
Pyšek et al., 2012; Verbrugge, 2010) and the tendency of impact 
studies to focus on a few high- impact species or well- studied ecosys-
tem types (Crystal- Ornelas & Lockwood, 2020; Hulme et al., 2013; 
Pyšek et al., 2008). These biases limit our capacity to identify pat-
terns in invader impacts and to understand what conditions might 

lead to variation in impact magnitude (Kumschick et al., 2015). For 
example, Brewer (2011) found that the impact of stiltgrass (Microste-
gium vimineum) invasion depended on spatial variation in light avail-
ability. In open areas, stiltgrass reached high abundance but native 
plant communities maintained diversity. In shaded areas, stiltgrass 
achieved lower abundance but because the native plant community 
was more vulnerable to competition for light, stiltgrass had a stron-
ger negative effect on native species diversity. This example hints 
at a complex relationship between invader abundance and the envi-
ronment that could lead to substantial variation in invasion impacts 
(Crystal- Ornelas & Lockwood, 2020; Ricciardi et al., 2021).

One way to understand how invasion impacts differ across en-
vironments is to characterize variation in the direction and strength 
of the relationship between non- native plant cover and native plant 
diversity (Figure 1). The slope of this association can be interpreted 
as the per capita impact of invasion— the magnitude of the decline 
in native diversity given each unit increase in invader cover (Parker 
et al., 1999; Sofaer et al., 2018). Previous work in plant communi-
ties has shown that non- native species have stronger per capita im-
pacts than similarly dominant native species (Pearse et al., 2019), and 
the abundance- impact relationship is negative and linear (Bradley 
et al., 2019). Studies have also shown that the strength of this neg-
ative relationship (i.e. the slope in Figure 1) can vary across species 
(Hejda et al., 2009; Pearson et al., 2016) and across environments 
for the same species (Brewer, 2011), suggesting that the per capita 

varied when non- native cover interacted with non- native plant richness and even-
ness, and with productivity and human activity.
Results: Across the United States, communities with greater cover of non- native 
plants had lower native plant richness and diversity but higher evenness, suggest-
ing rare native plants can be lost while dominant plants decline in abundance. The 
relationship between non- native cover and native community diversity varied with 
non- native plant richness and evenness but was not associated with productivity and 
human activity. Negative associations were strongest in areas with low non- native 
richness and evenness, characterizing plant communities that were invaded by a dom-
inant non- native plant.
Main Conclusions: Non- native plant cover provides a first approximation of invasion 
impacts on native community diversity, but the magnitude of impact depended on 
non- native plant richness and evenness. Relationships between non- native cover and 
native diversity were consistent in strength across continental scale gradients of pro-
ductivity and human activity. Therefore, at the macroscale, invasive plant impacts on 
native plant communities likely depend more on the characteristics of the invading 
plants, that is the presence of a dominant invader, than on the environmental context.

K E Y W O R D S
human activity, invasion impacts, invasive plants, macroecology, native plants, net primary 
productivity
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    |  3BEAURY et al.

impacts of invasion differ, even when the cover of invaders is com-
parable between environments (Figure 1c; Sofaer et al., 2019). To 
assess whether these patterns emerge at the macroscale, we asked 
how the strength of the presumed negative relationship between 
non- native cover and native diversity varies with key factors that 
could influence plant invasion patterns, such as the environmental 
context of the recipient plant community (e.g. ecosystem produc-
tivity, human activity). We also asked whether per capita impacts 
differed depending on the composition of the invading plant com-
munity, in which stronger per capita impacts could result from the 
presence of a dominant invader or from the cumulative effect of 
multiple non- native species (in which case, per capita impact could 
largely be the result of competition for space).

First, we hypothesized that an area's productivity could influ-
ence the relationship between non- native plant cover and native 
community diversity. Empirical studies have found that invaders 
have stronger impacts on recipient communities and their resource- 
dynamics in productive environments, even if these areas are less 
invasible (Goldstein & Suding, 2014; MacDougall et al., 2006). In 
other words, invading species can have stronger per capita impacts 
in areas with high productivity, potentially via competition for re-
sources (Rees, 2013). How productivity relates to competition is 
a longstanding debate in ecology (Goldberg et al., 1999; Stotz 
et al., 2016; Tilman, 2020). But to the degree that low productivity 
can be associated with abiotic stress (e.g. water stress in plants), the-
oretical frameworks such as the Stress Gradient Hypothesis predict 
weaker competitive interactions or facilitation in resource poor, high 
stress environments (Maestre et al., 2009). We therefore expect 
weaker per capita impacts of invasion in areas with low productivity 
and stronger per capita impacts in areas with high productivity.

Second, the relationship between native community diversity 
and non- native cover may vary with the degree that human ac-
tivity facilitates invasion and modifies a recipient community. It is 

well- known in the invasion literature that human activity increases 
invasive species richness and abundance (Beaury et al., 2020; Lons-
dale, 1999; Seabloom et al., 2006) by both increasing propagule pres-
sure (e.g. introducing non- native plants through plant trade; Beaury 
et al., 2021) and creating disturbances that facilitate establishment 
and spread (Vilà & Ibáñez, 2011). There are also examples in which 
human activity at the local scale results in stronger negative impacts 
of invasion, beyond the direct effect of human activity on invader 
abundance (Didham et al., 2007). In these cases, human disturbance 
alters short- term resource pulses (i.e. fluctuating resources hypoth-
esis; Davis et al., 2000), shifting competitive interactions to benefit 
invading species in a similar manner to how productivity might af-
fect invasion impacts via resource competition. High human activity 
could therefore interact with invader abundance to result in greater 
negative impacts to native diversity when compared to areas with 
similar levels of invader cover but lower human activity.

Third, we hypothesized that plots with a greater number of co- 
occurring non- native plants could have more adverse impacts on 
native diversity. This could result from several mechanisms. First, 
different invasive species have different magnitudes of impact 
(Hejda et al., 2009; Pearson et al., 2016), so a larger non- native spe-
cies pool could increase the likelihood that one of the invaders has a 
strong negative impact. Second, the presence of multiple non- native 
plant species could be a signature of one species altering the abiotic 
environment, creating niche space for subsequent invasions by more 
impactful invaders (i.e. invasional meltdown; Ricciardi et al., 2013; 
Simberloff & Von Holle, 1999). Third, invasive plants could amplify 
the impacts of one another if they compete with native species at 
different times and across space (Simberloff & Von Holle, 1999). 
Competition from multiple non- native species could therefore have 
a greater community level impact than would result from a smaller 
number of non- native species. For the first two mechanisms, we 
would expect greater negative impacts in areas with high richness 

F I G U R E  1  Conceptual figure showing how environmental context may alter the strength of the relationship between non- native cover 
and native diversity, representing the per capita impact of invasion. (a) Per capita impact is measured as the change in native diversity given 
a unit change of non- native cover (i.e. the slope of the relationship between native diversity and non- native cover). (b) The null expectation 
is that the change in native diversity is constant across environments, represented by different lines. In this example, environments differ 
in native diversity (intercepts), but not in the rate at which diversity declines with increasing non- native cover (constant slopes). (c) We 
hypothesize that the impact of invasion varies with environment. For the same increase of non- native cover, environments differ in the 
magnitude of diversity change, measured as the slope of each line.
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4  |    BEAURY et al.

but low evenness of non- native plants, which would indicate the 
presence of multiple non- native species but one or a few focal invad-
ers that dominate cover. For the third mechanism, we would expect 
greater negative impacts in areas with high richness and high even-
ness, indicating that cover is evenly distributed across the invading 
species.

Analysing changes to native community diversity as a function 
of non- native cover is a common way to assess community- level 
impacts associated with invasions (e.g. Bradley et al., 2019; Pearse 
et al., 2019). At local scales, analysis of these parameters reveals vari-
ation in per capita impacts with species' nativity (Pearse et al., 2019), 
identity (Pearson et al., 2016) and in some cases, environment 
(Brewer, 2011). At macroscales, existing vegetation surveys provide 
a means for using these parameters to quantify trends in impacts 
that can later be analysed to reveal the mechanistic underpinnings 
of variation in invasion impact, which would be a substantial step to-
wards predicting and mitigating these impacts (Bradley et al., 2019; 
Ricciardi et al., 2021; Sofaer et al., 2018; Yokomizo et al., 2009). To 
our knowledge, we provide the first macroecological analysis iden-
tifying factors associated with variation in the relationship between 
non- native plant cover and native community diversity. We hypoth-
esized that this relationship would vary with the environmental con-
text, as measured by ecosystem productivity and human activity, 
and with the richness and evenness of the invading plants.

2  |  MATERIAL S AND METHODS

2.1  |  Overview

We used a collated dataset of 11,578 vegetation surveys (a subset of 
Petri et al., 2023) to quantify how three native community response 
variables (native plant richness, diversity, and evenness) varied de-
pending on four interaction terms: the interaction between absolute 
non- native plant cover and (1) productivity, (2) human activity, (3) 
the richness of non- native plants and (4) the evenness of non- native 
plants. We assessed the relationship between each response vari-
able and the interaction terms using generalized linear mixed effects 
models (‘glmmTMB’ v. 1.0.2.1 R package), which were robust to a 
large sample size, multiple interaction terms and random effects to 
account for a complex spatial structure across datasets.

2.2  |  Vegetation data

We used vegetation surveys collated and described by the Stand-
ardized Plant Community with Introduced Status Database (SPCIS) 
(Petri et al., 2023). Developers of the SPCIS dataset combined and 
standardized nine data sources that recorded the absolute percent 
cover of all plant species observed in plots and along transects 
distributed across the United States. SPCIS contains standardized 
taxonomy to the USDA PLANTS Database (https://plants.sc.egov.
usda.gov/java/), with most taxa identified to the species level and 

remaining taxa identified to the level of genus or unidentified by 
data recorders. For each identified species or genus, SPCIS used the 
USDA PLANTS Database to assign nativity to the lower 48 United 
States, identifying taxa as native, non- native, or ambiguous nativity 
depending on the region within the United States. From the 43,867 
invaded sampling units provided by SPCIS, we selected plots in the 
lower 48 United States that followed the most similar sampling pro-
tocols, which reduced the sample size to ~30,000 plots where plant 
cover was either sampled within canopy layers and then summed 
across layers to result in one absolute cover measure per species 
per plot, cover was not collected with canopy layers, or the canopy- 
specific cover measurements were integrated by the data source 
(Petri et al., 2023). For plots that had been resampled over time, we 
selected the most recent sampling date.

We further reduced the sample size to include only plots in-
vaded by at least two non- native plants (needed to test hypotheses 
about non- native richness and evenness) and with <10% relative 
cover of species with unknown native status. The latter includes 
taxa associated with an estimated cover but with ambiguous nativity 
or unknown species level identity. This reduced the sample size to 
~16,000 plots sampled by the Bureau of Land Management Assess-
ment Inventory and Monitoring program (AIM), Carolina Vegetation 
Survey (CVS) (Peet et al., 2017), Forest Inventory & Analysis Phase 3 
vegetation surveys (FIA), Illinois Critical Trends Assessment Program 
(IL_CTAP), National Ecological Observatory Network (NEON, 2019), 
National Park Service Inventory & Monitoring data (NPS), National 
Wetland Condition Assessment (NWCA), Virginia Natural Heritage 
Program (VNHP), and West Virginia Natural Heritage Program 
(WVNHP). Although several of these datasets focus sampling ef-
fort on less invaded areas (Petri et al., 2023), each dataset included 
multiple plots sampled at >50% relative cover of non- native plants, 
providing a robust sample size of plots across ecosystems that varied 
from low to high invasion (Figure 2).

Input datasets differed in the continuous cover value assigned to 
species present in a plot but at very low abundance (e.g. FIA assigned 
trace abundance a cover value of 0.0025% while NPS assigned a 
value of 0.5%), which resulted in an uneven distribution of plots 
across low values of percent cover. We used a change point analysis 
(Fong et al., 2017) to understand the potential influence of these 
plots. This analysis indicated that the effect of non- native cover on 
native community diversity differed between plots with less than 
and more than 2% non- native cover (Appendix S1), most likely be-
cause plots were clustered around certain cover values in this range. 
Plots with <2% non- native cover were therefore removed from anal-
yses, reducing the sample size to ~13,000 plots. This also reduced 
differences among datasets and allowed us to focus on plots that 
were more likely to have an established population of non- native 
plants and thus more likely to experience measurable impacts on 
native communities.

Lastly, input datasets differed in whether plots were distrib-
uted across the United States (NEON and NPS data) or sampled a 
specific geographic region (CVS and AIM plots) or ecosystem type 
(FIA sampled forested ecosystems). Plot size was often adjusted 
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    |  5BEAURY et al.

in response to ecosystem type (e.g. smaller plots in herbaceous 
community types and larger plots in forests), and plot shape var-
ied with dataset (Petri et al., 2023). To ensure these differences 
would not confound results, we conducted exploratory analyses 
on the covariance among variables (Figures S2– S13) and the effect 
of each variable on the association between native richness and 
non- native cover (Figures S14– S16). Most plot differences were 
associated with area sampled, data source, dominant vegetation 
type, and ecoregion, which together covaried with other sources 
of variation that could influence results (e.g. plot shape, sampling 
technique, canopy complexity). Area sampled, data source, dom-
inant vegetation type and ecoregion were therefore included in 

all models (discussed below), so as not to mistakenly attribute 
variation in each response variable to invasion impact. We only 
included level 4 ecoregions with five or more plots, which reduced 
the final sample size to 11,578 plots (26% of the invaded plots in 
SPCIS).

2.3  |  Response variables

From the species level cover measurements provided by SPCIS, we 
calculated response variables of native plant richness, diversity and 
evenness per plot (Figure S11). We elected to use Simpson's diversity 

F I G U R E  2  Predictor variables for plots included in the analysis by (a) data source, (b) absolute non- native cover (%), (c) human activity; 
higher values indicate more modified areas, (d) net primary productivity derived from remotely sensed data; higher values indicate more 
productive areas, (e) non- native plant richness and (f) non- native plant evenness.
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6  |    BEAURY et al.

and Evar evenness instead of Shannon's diversity and Pielou's even-
ness because the latter are more correlated with species richness 
(Camargo, 1995; Smith & Wilson, 1996). Native Simpson's diversity 
was calculated for plots with at least one native species and native 
evenness was calculated for plots with at least two native species, 
which reduced the sample size from 11,578 for native richness to 
11,510 for the model of native diversity and 11,276 for the model 
of native evenness. The sample size for native diversity was further 
reduced to 11,508 because two plots were identified as outliers (di-
versity index >40, whereas the mean across plots was 5).

We fit a generalized linear mixed effects model to each response 
variable. The model of native richness was fit using a negative bi-
nomial distribution with quadratic parameterization to account for 
overdispersed count data. The models for native diversity and native 
evenness were both fit using a Gaussian distribution.

2.4  |  Fixed effects

Fixed effects that measured productivity and human activity were ex-
tracted at each plot location from existing spatial datasets. Productiv-
ity was measured using net primary productivity (NPP) estimated with 
remotely sensed data at a 250- m resolution (NPPM250 from MODIS 
developed by Robinson et al., 2018). Because NPP may be affected 
by the abundance of non- native plants (Bradley & Mustard, 2006; 
Vilà & Ibáñez, 2011), we also associated plot locations with different 
measures of water availability, including soil water deficit (Trabucco & 
Zomer, 2019a), the Priestley- Taylor alpha coefficient (quantifies arid-
ity stress on vegetation) (Trabucco & Zomer, 2019b), potential water 
deficit (Abatzoglou, 2013) and the global aridity index (Trabucco & 
Zomer, 2019a). Measures of productivity were highly correlated with 
one another (all correlation coefficients >0.8). We reported results of 
the best fit model given AIC, which used NPP.

Human activity was derived from the Global Human Modification 
Map at a 1 km resolution (GHM; Kennedy et al., 2018). This dataset 
provides an estimate of the anthropogenic effect on the earth based 
on spatial data quantifying the impact of 13 different factors (e.g. 
transportation corridors, human population density), several of which 
are directly associated with invasive plant propagule pressure (e.g. dis-
tance to roads). As a secondary measure of human activity, we cal-
culated the Euclidean distance from each plot to the nearest parcel 
of land dominated by humans (developed and cultivated/planted land 
cover classes) based on land classifications in the National Land Cover 
Database (Homer et al., 2012). These variables were also correlated 
with one another. We reported results of the best fit model given AIC, 
which used the Global Human Modification Index.

For each plot, we calculated the absolute cover, richness, and 
evenness of non- native plants. Because the datasets recorded spe-
cies percent cover within multiple canopy layers, the cover of an in-
dividual species never exceeded 100% per plot but absolute cover 
summed across non- native plants sometimes exceeded 100%, with 
a maximum value of 270% cover. However, 97% of the plots had 
<100% non- native cover, so we bound model predictions at 100% 

(plots with cover >100% did not change model output and were re-
tained for model fitting). We included non- native richness to test 
whether the effect of non- native cover was stronger in plots with 
multiple invading plant species (high richness), and we included non- 
native evenness to test whether this effect was driven by a domi-
nant invader (low evenness) or the cumulative abundance of multiple 
non- native species (high evenness).

We included data source, longitude, and latitude as fixed effects 
to account for differences in sampling approach, vegetation type 
and spatial autocorrelation. Focal continuous predictor variables 
were rescaled to comparable values using different scaling factors 
depending on the range of the raw data (e.g. productivity varied be-
tween 100– 20,000 whereas human modification varied between 
0– 1; see Supporting Code).

2.5  |  Model structure and random effects

To determine a best fit model structure that accounted for spatial auto-
correlation among plots, we first assessed the fit of several spatial and 
non- spatial models to the dataset, including autoregressive, general-
ized least squares, autocovariate and spatial eigenvector models (Dor-
mann et al., 2007). However, spatially explicit models are rarely robust 
to non- random distributions of plots (i.e. variable neighbourhood dis-
tances) and few spatial model structures incorporate random effects 
(Dormann et al., 2007). Non- spatial models with built- in spatial covari-
ance structures are an alternative, but these models can be extremely 
computationally intensive to fit with a large sample size because they 
often account for spatial structure by computing pairwise distances 
among plots. In contrast, generalized linear mixed effects models are 
well suited to large sample sizes and complex interaction terms. We 
found that including longitude, latitude and data source as fixed ef-
fects (broader spatial patterning), and vegetation type and ecoregion 
as random effects (finer grain spatial patterning), greatly reduced spa-
tial autocorrelation in the residuals. We therefore continued with this 
approach, which we found to be the model structure best equipped to 
handle such a large sample size, multiple interaction terms and varia-
tion in sampling effort across datasets and geographies.

Random intercept effects of dominant vegetation type and ecore-
gion were included to reduce spatial autocorrelation and to account 
for as much extrinsic variation in vegetation types as possible, such 
that remaining variation in each response variable could be attributed 
to the focal predictor variables. Random effects included dominant 
vegetation type (National Land Cover Database; Homer et al., 2012), 
and level 4 ecoregion (Figure S1), which is the finest scale categori-
zation of similar ecosystem types provided by the U.S. Environmen-
tal Protection Agency. Plots were sampled across eight vegetation 
types (Figure S5) and 253 ecoregions of the lower 48 United States  
(Figure S3). Including both variables as random effects on the intercept 
greatly reduced AIC compared to random slope effects (ΔAIC > 100) as 
well as matched patterns observed in the raw data (Figures S14– S16).

We also categorized and included area sampled as a random in-
tercept effect. Across data sources, area sampled varied from 1 to 
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    |  7BEAURY et al.

10,000 m2. Area sampled did not have a strong directional effect on 
non- native plant cover measurements but did influence the response 
variables of native plant richness and evenness (Figure S13). The ef-
fect was predominantly on the intercept of each response variable 
and did not appear to strongly influence the shape of the association 
with non- native cover (Figures S14– S16). We therefore categorized 
area sampled based on logical breaks in the data and included this 
variable as a random intercept effect.

The final model for each response variable included fixed effects 
representing four interactions with non- native cover: (1) productivity, 
(2) human activity, (3) non- native richness and (4) non- native evenness. 
These variables were also included as direct fixed effects, with three ad-
ditional direct fixed effects (dataset, longitude, latitude) and three random 
intercept effects (vegetation type, ecoregion, area sampled) included to 
account for spatial patterning. We used model selection based on AIC to 
determine this model structure. Each model was validated against a null 
model (see Appendix S1), which used the same probability distribution 
and random effects structure but lacked fixed effects. Model estimates, 
standard errors and p- values are reported in Table 1 and Table S1.

3  |  RESULTS

Higher non- native plant cover was associated with lower native plant 
richness and diversity and higher native plant evenness (Figure 3). Non- 
native cover, non- native richness, and non- native evenness tended to 
have the largest effect sizes compared to the other predictor variables 
(Table 1), indicating strong and statistically significant (p < 0.05) asso-
ciations with each response variable. The model estimates suggested 

that on average, a 10% cover increase of non- native plants was as-
sociated with a decline in native richness of one species. There was 
some residual spatial autocorrelation among plots (Figures S17– S19) 
but Moran's I values were reduced compared to null models and were 
close to the recommended value of zero (richness: 0.24, diversity: 
0.19, evenness: 0.09; Gittleman & Kot, 1990).

3.1  |  Productivity

Native plant richness and diversity were higher in areas with higher 
NPP, whereas native plant evenness was lower. The association be-
tween each response variable and non- native cover was not altered 
by NPP (Figure 4a– c) (i.e. no statistically significant interactions be-
tween NPP and non- native cover).

3.2  |  Human activity

Areas with higher human activity had significantly lower native rich-
ness, lower native diversity, and higher native evenness. Human ac-
tivity did not significantly interact with non- native cover to influence 
any of the response variables (Figure 4d– f).

3.3  |  Non- native richness

Non- native richness was significantly and positively associated 
with native plant richness, diversity, and evenness (Table 1). The 

TA B L E  1  Model estimates (B), standard errors (SE), and p- values (p) for best fit models of response variables native richness, diversity, 
and evenness.

Fixed effects

Response variable

Native richness (n = 11,578) Native diversity (n = 11,508) Native evenness (n = 11,281)

B SE p B SE p B SE p

Non- native cover −0.91 0.06 <0.005** −2.52 0.31 <0.005** 0.19 0.02 <0.005**

Productivity 0.05 0.01 <0.005** 0.30 0.08 <0.005** −0.009 0.005 0.050*

Human activity −0.07 0.01 <0.005** −0.21 0.06 <0.005** 0.009 0.004 0.0175*

Log non- native richness 0.11 0.01 <0.005** 0.23 0.08 <0.005** 0.02 0.005 <0.005**

Non- native evenness −0.11 0.02 <0.005** −0.09 0.13 0.520 0.09 0.008 <0.005**

Non- native cover × NPP −0.02 0.02 0.370 −0.16 0.12 0.177 −0.003 0.007 0.637

Non- native cover × GHM 0.005 0.02 0.797 0.15 0.12 0.183 −0.009 0.007 0.204

Non- native cover × log non- 
native richness

0.23 0.03 <0.005** 0.91 0.16 <0.005** −0.03 0.01 <0.005**

Non- native cover × non- 
native evenness

0.12 0.07 0.065* 0.74 0.34 0.029** −0.06 0.02 <0.005**

Longitude 0.02 0.002 <0.005** 0.06 0.007 <0.005** −0.002 0.0004 <0.005**

Latitude 0.01 0.005 0.005** −0.03 0.02 0.123 −0.009 0.001 <0.005**

Note: For simplicity, model estimates for the effect of dataset are reported in Table S1 and random effects are presented in Figures S20– S22. Focal 
predictor variables were rescaled to comparable values.
**p < 0.05; *p < 0.10 (marginally significant).
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8  |    BEAURY et al.

interaction between non- native plant richness and non- native cover 
was also significant for all three response variables: areas with low 
non- native richness showed steeper decreases to native richness 
and diversity, and a steeper increase in native evenness (Figure 4g– i).

3.4  |  Non- native evenness

Non- native evenness was negatively associated with native richness, 
had no association with diversity (p = 0.52), and was positively associ-
ated with native evenness (Table 1). Non- native evenness altered the 
associations between all three response variables and non- native cover, 
although the effect on native richness was only marginally statistically 
significant (p = 0.065). The models predicted that when non- native 
evenness was low (cover was dominated by fewer species), declines 
were stronger in native richness and diversity and native evenness had 
a steeper increase as non- native cover increased (Figure 4j– l).

4  |  DISCUSSION

In invasion ecology, it was unclear how invasive plant impacts vary 
across broad environmental gradients. In this study, we address 
this knowledge gap using newly available plant survey data (Petri 
et al., 2023) to identify factors that influence the association be-
tween non- native plant cover and native plant richness, diversity, 
and evenness. Across the continental United States, we found 
that greater cover of non- native plants was associated with lower 
native plant richness and diversity, and higher native plant even-
ness. The magnitude of change in each native response variable 
was primarily explained by the cover, richness and evenness of the 
invading plants, and their interactions. Native plant richness and 
diversity were lowest in plant communities with high non- native 
cover, low non- native richness and low non- native evenness, indi-
cating the presence of one or a few dominant invaders. Contrary 
to our hypotheses, the association between native community 

diversity and non- native cover was consistent across gradients 
of productivity and human activity. These findings indicate that 
at the macroscale, potential impacts on native diversity are more 
dependent on the composition of the invading community than on 
environmental factors.

Highly productive environments had higher native plant rich-
ness and diversity, but slightly lower native plant evenness. Pro-
ductivity did not alter the association between any native species 
response variable and non- native plant cover, indicating that 
invasion impact is not sensitive to resource availability at broad 
scales. Regardless of productivity, communities nearing 100% 
absolute cover of non- native plants supported an average of 10 
fewer native species compared to similar communities with low 
invader cover (Figures 3 and 4a). Many experiments and some ob-
servational studies have found that productive environments host 
species- rich native communities, which can exhibit biotic resis-
tance to invasive plant establishment (Beaury et al., 2020; Levine 
et al., 2004, but see Stohlgren et al., 1999). However, our findings 
suggest that once invasive plants successfully establish and be-
come abundant, species- rich native communities can be equally 
susceptible to losing that richness. In communities with few native 
species, the further loss of richness might have a particularly large 
negative effect on ecosystem functioning (i.e. loss of functional 
diversity).

Anthropogenic activities are well known to contribute to 
higher invasive plant establishment (Beaury et al., 2020) and 
spread (Vilà & Ibáñez, 2011). Here, we found that high human ac-
tivity also was associated with lower native plant richness and di-
versity, but human activity did not significantly alter the strength 
of the interactions between native and non- native species. Our 
results therefore indicate that ecosystem types spanning gradi-
ents of productivity and human activity are similarly vulnerable 
to the impacts of invading plants. Interestingly, for all native re-
sponse variables, the negative association with non- native cover 
was larger in magnitude than the direct negative effect of human 
activity or the positive association with productivity, supporting 

F I G U R E  3  The mean relationship between absolute non- native plant cover and native plant (a) richness, (b) diversity and (c) evenness. 
Each relationship is predicted from the best fit model for each response variable, with all other predictor variables held at their mean. All 
relationships are statistically significant (p < 0.05). Shaded regions represent 95% CIs.
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    |  9BEAURY et al.

F I G U R E  4  Relationships between non- native cover and native plant richness, diversity, and evenness across gradients of net primary 
productivity (NPP; a– c), human activity (measured as global human modification, GHM; d– f), non- native plant richness (NNR; g– i), and non- 
native plant evenness (NNE; j– l). All relationships were predicted from the global model fit to each response variable. Panels with statistically 
significant interactions (**p < 0.05 with one interaction *p < 0.07) are indicated. Dashed lines represent mean conditions, darker colour 
lines (high NPP, GHM, NNR, NNE) represent the mean plus two standard deviations of the mean, and lighter colour lines (low NPP GHM, 
NNR, NNE) represent the minimum value (predictor variables were right skewed, so the mean minus two standard deviations fell below the 
observed minimum value). Shaded regions are 95% CIs.
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10  |    BEAURY et al.

recent findings that, at the local scale, invasive species may have 
greater ecological impacts than other forms of anthropogenic 
global change (Lopez et al., 2022; Vilà et al., 2021). This could be 
influenced by the fact that most of the vegetation surveys we ana-
lysed were located in relatively pristine areas (e.g. National Parks) 
and the measure of human activity we used may not have cap-
tured local- scale disturbances. Detecting and classifying smaller 
disturbances remains a challenge for continental- scale analyses 
and warrants further investigation at both local and broad scales, 
including a need for more data collected in areas highly suscepti-
ble to invasions (i.e. in modified environments).

While productivity and human activity did not influence the 
relationship between non- native cover and native community 
diversity, the composition of the invading plant community sig-
nificantly altered invasive plant impact. The steepest negative re-
lationships between non- native cover and each native response 
variable occurred in plots with dominant invaders (high cover de-
spite low non- native richness and evenness). This finding is con-
sistent with the hypothesis that non- native species have different 
per capita effects (Pearson et al., 2016; Sofaer et al., 2018), with 
superior competitors resulting in greater negative impacts. This is 
also consistent with the hypothesis that most non- native plants 
will not reach high enough abundance to be considered invasive, 
but rather naturalize and behave functionally like native species 
(Simberloff et al., 2012). Stronger impacts at low non- native rich-
ness could also indicate that facilitation among non- native spe-
cies, that is invasional meltdown (Simberloff & Von Holle, 1999), is 
more important during earlier stages of invasion but has less of an 
influence on community- level impacts.

On average, our results suggest that when a dominant invader 
is present and reaches high abundance, native communities could 
lose up to half their diversity. This negative effect was buffered 
in areas with high non- native richness, which also tended to have 
higher numbers of native species associated with high productivity 
(Table 1; Figure 3). It could be possible that high productivity/high 
resource availability facilitates the coexistence of high native and 
non- native richness, as well as reduces the magnitude of invasion 
impact (Godoy, 2019) but this was not supported across the pro-
ductivity gradient. Other studies have proposed that a positive as-
sociation between native and non- native richness indicates ‘biotic 
acceptance’ (Stohlgren et al., 1999) but more recent findings sup-
port that this positive association in observational data is more likely 
the result of native and non- native species responding to the same 
environmental cues (Beaury et al., 2020). We are not able to iden-
tify the relative role of impact, resistance and shared responses to 
environmental drivers but these associative tests do capture mean 
trends in invasion outcomes that are consistent across a broad set of 
ecosystems and that undoubtedly result from the interplay of mul-
tiple factors.

Across the dataset, plots with higher non- native plant cover had 
lower native plant richness and diversity but higher evenness. This sug-
gests that heavily invaded communities had fewer rare species (e.g., 
McKinney, 2004) and/or dominant native species were less abundant 

(Camargo, 1995; Smith & Wilson, 1996). While theoretical frameworks 
propose that the latter is more likely (Powell et al., 2011), it is unknown 
how frequently invasive plants impact rare versus common native spe-
cies across ecosystems. However, the concomitant decrease in native 
species richness and increase in evenness suggests that rare native 
plants are being lost. In general, the strong associations between na-
tive plant diversity and the composition of the invading plants indicate 
that the geographic distribution of invasion levels can provide a first 
approximation of geographic variation in invasion impact. For example, 
areas with high invader cover, low native plant richness and high na-
tive evenness were predominantly located in the western United States 
but occurred across the geographic extent of the dataset (Figure 2;  
Figure S11). The raw data also showed higher non- native richness and 
productivity in the eastern United States, which could indicate that 
high native and non- native richness respond and (likely contribute) to 
high productivity (Table 1; Figure S11). Human activity also tended to 
be higher in the eastern and midwestern United States, which captures 
the history of human colonization, urbanization, and intensive agricul-
ture characteristic of these regions, all of which have been previously 
associated with high levels of invasion (Beaury et al., 2020; Lons-
dale, 1999; Seabloom et al., 2006; Vilà & Ibáñez, 2011).

5  |  CONCLUSIONS & DATA LIMITATIONS

The geographic breadth and variation of the dataset provided a novel 
opportunity to look at associations between non- native cover and 
native diversity that informed our understanding of mean trends in 
invasion impacts. We found consistent evidence that non- native plant 
invasions were negatively associated with native plant community 
diversity, and the strength of the relationships was primarily a func-
tion of interactions between non- native plant cover and non- native 
species richness and evenness. Productivity and human activity have 
previously been linked to invasive species establishment and spread, 
but their lack of influence here indicates that these measures of envi-
ronmental context may be less important in determining impact mag-
nitude, that is the effects of a given increase in invader cover. Our data 
represent extreme differences across productivity and human activity 
gradients, but it is possible that macroscale measures of these vari-
ables were too coarse to explain plot- level variation in impact. Until 
better data become available, local scale studies could give more at-
tention to how the environmental context shapes a native commu-
nity's ability to maintain diversity. Future work could also compare the 
importance of invader community attributes and environmental con-
text across global environmental gradients, including studies of areas 
with high invasion impacts, such as oceanic islands, or high native di-
versity, including many tropical regions. Such work would yield a more 
nuanced understanding of geographic and cross- biome vulnerability 
to high invasion impacts and the degree to which these can be ap-
proximated by invader abundance.

In general, observational surveys such as those examined here are 
somewhat limited in their measure of invasion impact because they rep-
resent a single snapshot in time (i.e. impacts may lag behind the level of 

 14668238, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/geb.13749 by T

est, W
iley O

nline L
ibrary on [29/08/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



    |  11BEAURY et al.

invader cover observed at any one point in time) are sensitive to plot- 
area effects (Ibáñez et al., 2023), and it is difficult to disentangle invasion 
impact from other environmental influences on native plant communi-
ties. Measuring how native diversity responds to invasion over time 
would address questions about invasion impacts, but these data are 
often geographically restricted (e.g., IL_CTAP) or do not yet span enough 
time to capture invasion impacts (e.g., NEON). These constraints limited 
our analysis to capturing mean, macroscale trends in community- level 
impacts that undoubtedly vary with more factors than we were able 
to account for here. Finally, the negative relationship between invader 
cover and native diversity could reflect two types of biotic interactions –   
invasion impact (high invader cover results in low native richness) and 
biotic resistance (high native richness results in low invader cover). Our 
work could not distinguish between these mechanisms, and it is likely 
that both influence invasion outcomes; understanding the mechanisms 
underlying these interactions is a priority of future studies.
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