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Abstract

In this thesis, investigations into the ultrafast dynamics of magnetic materials are

presented.

The first of these is a study of the magnetisation dynamics predicted by an ex-

tended form of the Heisenberg model of ferromagnetism. The extension to the model

consists of a reservoir of harmonic oscillators coupled to each spin, following from

techniques used within the study of open quantum systems. The equations of motion

are derived and the fluctuation dissipation relation is shown to be satisfied regard-

less of the specific form of coupling between the spins and reservoir. For an ‘Ohmic’

coupling in the limit of high temperature, the Landau Lifshitz Gilbert equation

of spin dynamics with white noise thermal fluctuations is recovered. A ‘Lorentzian’

coupling is introduced which also converges to the Landau Lifshitz Gilbert dynamics

under specific conditions. More generally, this form of coupling leads to different be-

haviour including non-Markovian dynamics and coloured noise thermal fluctuations.

The equations of motion are then made semi-classical and numerically integrated

under different conditions for a single spin system, highlighting the changes to both

the dynamics and equilibrium behaviour predicted by a more general and quantum

mechanically motivated model of spin dynamics.

The second investigation looks at the properties of [Ni/Pt]/Ir/Co transition

metal synthetic ferrimagnets, and their capacity for all optical switching. These

materials and their constituent layers are characterised using wide field Kerr mi-

croscopy, bringing to light their complex and highly temperature sensitive properties.

A laser is introduced to this setup and used to establish the conditions necessary

for all optical switching of the magnetisation state of the synthetic ferrimagnets. In

addition, time resolved Kerr microscopy measurements are presented, showing the

magnetisation dynamics on both precessional and ultrafast timescales, and offering

information on the mechanism behind all optical switching in these systems.

The third investigation is on the development of microcoil devices for use in

ultrafast time resolved measurement setups of magnetic materials. The characteri-

sation of these devices is presented, along with magneto-optical measurements which

show their potential for the generation of magnetic field pulses of sufficient strength

to reset (i.e. saturate) magnetic samples between pulse-probe measurements.
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Chapter 1

Introduction

With the advent of modern computing technology, magnetic materials were identi-

fied as ideal media for storage of machine instructions and other computational data.

This step was a natural evolution of the previous usage of magnetic wire, ribbons

and tape to record audio signals [1] for use in radio broadcasting and telecommuni-

cations and video footage for use in television broadcast and cinematography. The

use of ferromagnetic materials (i.e. those in which magnetic moments align through

the exchange interaction, see section 2.1) for computational data storage has ranged

from magnetic drums, magnetic tape, magnetic core and magnetoresistive random

access memory, and floppy disks drives, to the continually improving magnetic hard

disk drives (HDD’s) which remain in wide use as computer data storage in the mod-

ern era. Innovations in magnetic HDD’s have led to an exponential rate of increase

in areal density as shown in figure 1.1.

The problems associated with further increasing areal density of magnetic hard

disks are encapsulated by a concept known as the magnetic recording trilemma,

based on conflicting requirements between the signal to noise ratio, writeability and

thermal stability of a medium [4]. The conflict can be explained as follows. The

crystal structure of a magnetic material is split into small grains which act as single

domain particles in the limit of maximum signal to noise ratio. Increased areal

density therefore requires smaller magnetic grains, however a reduction in the size

of grains reduces their thermal stability (i.e. the ability of the grain to retain its

magnetisation over time). To improve the thermal stability, anisotropy of the grains

must be increased. In doing so, the fields required to write data is raised. The fields

and therefore areal density achieviable is limited by the magnitude of fields that a

magnetic write head can produce, and is estimated to have an upper bound on the

order of 2 Tesla.

One branch of proposed solutions to the trilemma is that of magneto optical

recording methods. Heat assisted magnetic recording (HAMR) is one such solution

which uses a laser to provide heat which reduces the magnetisation and allows easier

reversal of the grains by the write field. A technique known as all optical switching
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(a)

(b)

Figure 1.1: Improvements in HDD areal density over time. Panel (a) shows past
improvements in areal density from the perspective of IBM, reproduced from [2].
Panel (b) shows the roadmap for improvements predicted by the ‘Advanced Storage
Technology Consortium’ in 2017, reproduced from [3].
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(AOS) in which electromagnetic radiation reverses the direction of magnetisation in

the absense of an external magnetic field, is believe the provide a different solution

to the recording trilemma through the generation of effective magnetic fields greater

than those available from conventional write heads.

Only a limited number of samples have shown the AOS effect, and for those that

do there are often additional constraints on their implementation in commercial

technologies (such as high cost and rarity of materials, poor perpendicular magnetic

anisotropy, low temperature requirements etc.). One category of materials which

has shown promise is that of ferrimagnets, which are materials with a net total

magnetisation in which the magnetic moments can be identified as belonging to one

of two populations. Within each population the magnetic moments are aligned,

but between them the moments are anti-aligned. The rare-earth based GdFeCo

is an example of a ferrimagnet which has shown a strong switching response to

all optical exposure [5]. In that alloy the two spin populations take the form of

ferromagnetic Gd and FeCo sublattices, with AOS resulting as a thermal effect owing

to the different demagnetisation rates of the sublattices [6, 7]. In that system, the

FeCo sublattice demagnetises much faster than the Gd, following which a transient

ferromagnetic state appears as a result of antiferromagnetic (AFM) type exchange

interaction from Gd spins that continue to reverse. In the transient ferromagnetic

state the Gd sublattice continues to demagnetise and eventually also switches as a

reult of the continued AFM type exchange interaction. Multilayered structures also

make good candidates for AOS materials due to their large perpendicular magnetic

anisotropy which allows for improved areal density [2], and due to the tunability of

their magnetic and magneto-optical properties through the choice of layer thickness.

Synthetic ferrimagnets are ferrimagnets in which the two populations of moments

make up seperate layers in a multilayer structure and therefore make another good

candidate for similar reasons, along with the ability to tune the exchange coupling

between layers. These systems have already been shown to be capable of AOS

[8], but their full potential remains unexplored due to the overwhelming number of

sample possibilities and relative recency of the field of study. Methods used to grow

and characterise such samples continue to be refined, improving control over their

properties.

In the search for all optical switching materials, wide field Kerr microscopy has

become a popular tool. This technique can be used in combination with an ultrafast

laser source to determine the properties of both sample and laser source required

to observe the effect. The study of AOS was conceptualised after the observation

of ultrafast demagnetisation [9] showed the capacity for magnetic manipulation on

sub-picosecond timescales. Time resolved magneto optical Kerr microscopy using an

ultrafast pump-probe measurement procedure has been a widely utilised method in

the study of ultrafast spin dynamics since the earliest reported observations of this
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effect [9]. The technique has been useful in making observations of many ultrafast

magnetic phenomena, but requires a non standard method of magnetic state reset

in order to make all optical switching measurements of a material at remanence.

One such method is to use a reset field from a pulsed microcoil system. A satu-

rating (i.e. the magnetic moments in the material become fully aligned) pulsed field

from a microcoil, where pulses occur between pump-probe measurements, is able to

reset the sample to the same initial state for each measurement. The measurement

of optical excitation can then occur at remanence without the additional effect of

an external biasing field.

The processes discussed highlight how magnetisation dynamics occur on ultra-

fast, sub-picosecond time scales. Numerical simulations of magnetisation dynamics

must therefore be integrated on the ultrafast timescale to capture a complete pic-

ture of the behaviour. Atomistic spin dynamics is a powerful numerical tool for

the simulation of magnetisation dynamics. However, it was found that to match

with experimentally observed ultrafast dynamics, a temperature rescaling proce-

dure must be performed [10]. To improve our understanding of magnetic materials,

it will be important to determine the reason why procedures like this are necessary

to correctly predict their behaviour.

Within this thesis, the theories underpinning these numerical simulations of mag-

netic systems will be examined. In addition, the search for all optical switching be-

haviour within the transition metal synthetic ferrimagnet [Ni/Pt]/Ir/Co, and char-

acterisation of its domains and other properties will be pursued through wide field

Kerr microscopy measurements. Time resolved magneto optical Kerr effect mea-

surements will also be presented as a tool to explore their ultrafast and precessional

dynamics. Finally, a microcoil that is being developed for use in pump-probe setups

will be introduced and characterised.

The contents of this thesis is arranged into seven chapters.

• In the second chapter an overview of concepts in the study of magnetism,

magneto optics and open quantum systems is given. The quantum mechanical

origins of ferromagnetism are discussed, along with the different contributions

to the energy of ferromagnetic and synthetic ferrimagnet systems. The Heisen-

berg model of ferromagnetism is shown to predict precessional dynamics, and

the Landau-Lifshitz-Gilbert equation is introduced as a more complete form of

spin dynamics including a damping term. The Langevin equation is introduced

as a simple model of dissipative dynamics, and the fluctuation dissipation the-

orem is introduced as a necessary condition in physical systems. Atomistic

spin dynamics software is introduced as a predictive tool for magnetisation

dynamics, and potential issues with the underlying model are discussed. Con-

cepts relating to the polarisation of light are introduced and their relevance to

the experimental magneto optical Faraday and Kerr effects are outlined. Fi-
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nally, literature in the field of ultrafast magnetisation is discussed in sections

on ultrafast demagnetisation and all optical switching of magnetic materials.

• In the third chapter, the setups used to perform experimental work are outlined

and discussed. The techniques discussed are those of the vibrating sample

magnetometer, wide field Kerr microscopy, time resolved magneto optical Kerr

effect measurements, x-ray magnetic circular dichroism, and a magneto optical

setup used to characterise microcoil devices. The calibration and usage of these

systems are discussed, along with other details relevant to the interpretation

of experimental data.

• The fourth chapter discusses the results of a theoretical investigation into mag-

netisation dynamics predicted by the Heisenberg model in combination with

a model from the study of open quantum systems. This extended quantum

Heisenberg model is used to derive the generalised equations of motion for a

spin system, and the spin dynamics under specific conditions are shown and

explained for a single spin in a semi-classical approach.

• The fifth chapter gives an account of experimental work performed on synthetic

ferrimagnets in the search for materials suitable for all optical switching.

• The chapter focuses on the transition metal synthetic ferrimagnet [Ni/Pt]/Ir/Co

and its constituent ferromagnetic layers. Samples are characterised using sev-

eral techniques including wide field Kerr microscopy, which is used to deter-

mine their hysteresis and domains with respect to temperature. The effects

of all optical exposure are then explored to determine the conditions required

for all optical switching. Time resolved measurements of the magnetisation

dynamics are also explored, building on the understanding of ultrafast optical

manipulation for these systems.

• In the sixth chapter, an account of the development of a microcoil device is

given. The devices are characterised by their voltage waveforms and different

prototypes are compared and iterated upon to maximise their efficiency. The

latest prototype is then explored within a magneto-optical setup, to explore

the usefulness of these devices for the generation of short magnetic field pulses

that could be implemented into time resolved pump-probe setups.

• The seventh chapter summarises the works shown within this thesis and makes

suggestions for future works to be performed.
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Chapter 2

Background

2.1 Ferromagnetism

In this section a brief introduction to ferromagnetic materials will be given, along

with explanations for some of their most important properties. Ferromagnets are

a class of materials which show a strong permeability to external magnetic fields,

and can retain their magnetisation when the exeternal field is removed. They show

hysteresis in that their magnetisation state depends on the history of the magnetic

field applied.

The origins of ferromagnetic behaviour remained elusive until the 20th century.

The macroscopic picture of ferromagnetism was established by the work of Pierre

Weiss in 1907 [1], who developed the mean-field theory description of ferromagnets.

The mean field theory postulates a field within a ferromagnetic material which origi-

nates from interactions between its constituent particles, and acts in addition to any

externally applied field. The mean-field model was used to successfully describe the

qualitative behaviour of ferromagnets both below and above the Curie point (i.e. the

temperature above which a phase transistion to paramagnet-like behaviour occurs).

In those works, Weiss also postulated the existance of magnetic domains to explain

certain ferromagnetic phenomena (see section 2.1.4). Despite the useful phenomeno-

logical descriptions of Weiss, the microscopic origins of magnetic behaviour were not

understood until the introduction of the exchange interaction by Heisenberg in 1928

[2]. Heisenberg’s result is quantum mechanical in origin, and the description out-

lined in this section assumes a basic level of understanding of quantum mechanics

on the part of the reader.

2.1.1 Magnetic Moments

The theory introduced by Heisenberg rests upon the idea of intrinsic angular mo-

mentum, proposed by Uhlenbeck and Goudsmit in 1925 [3]. Upon it’s introduction

this intrinsic angular momentum was interpreted as being due to electrons spinning
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around an axis, and was therefore given the name ‘spin’. Through this was realised

to be an incorrect interpretation, the term spin remains in use to describe the in-

trinsic angular momentum of particles. In addition to spin, an electron can also

have an orbital angular momentum (quantum number) l which is analogous to the

classical picture of the angular momentum with the electron circulating a nucleus.

The combined effect of spin and orbital angular momentum gives rise to a magnetic

moment. For the orbital part, this is analogous to how a current loop gives rise

to a magnetic field in the classical picture of electromagnetism through Ampère’s

circuital law. Taking the viewpoint of that model, the orbit of the electron around

the nucleus gives rise to magnetic moment

µ = IA, (2.1.1)

where I = −e ω
2π

is the current generated by an electron with charge −e and angular

velocity ω, and A = πr2

ω
ω is the vector area of the circle with radius r that is swept

out by the electron orbit. The angular momentum of a point mass m undergoing

a circular motion with radius r is given by L = mr2ω, leading to the relationship

between magnetic moment and orbital angular momentum

µ = − e

2m
L. (2.1.2)

As was shown in 1922 through the Stern-Gerlach experiment [4], the spin angular

momentum of a free electron is quantised. Similarly, the orbital angular momen-

tum is also quantised. In a complete quantum mechanical description, it is not

possible to measure (i.e. be certain of) more than one Cartesian component of the

vector angular momentum simultaneously due to their non-commutativity [5]. As

the foundational result of quantum mechanics, the Schrödinger equation [6] satisfies

these requirements, and through consideration of the composition of its kinetic en-

ergy term ( p̂2

2m
) can be used to determine linear momentum p̂ , and thereby angular

momentum L̂ leading to the result that the quantum (orbital) angular momentum

operators L̂z when applied to a valid eigenstate, results in the eigenvalues [5]

L̂z |lz⟩ = ℏlz |lz⟩ , (2.1.3)

where lz = 0,±1,±2, ... are the values of the orbital quantum number, ℏ is the

reduced Planck constant, and |lz⟩ is an eigenstate of the z-component of orbital an-

gular momentum in Dirac notation. Therefore the z-component of magnetic moment

due to orbital angular momentum is given by

µl,z = −µBlz, (2.1.4)
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where me is the electron mass, and the quantity µB = − eℏ
2me

is known as the Bohr

magneton. The spin angular momentum is also quantised, and only able to take one

of two values

Ŝz |sz⟩ = ℏsz |sz⟩ , (2.1.5)

where sz = ±1
2
are the allowed values of the spin quantum number, and |sz⟩ is an

eigenstate of the z-component of spin angular momentum. The total z-component

of the magnetic moment is given by

µz = −µB(lz + gssz) = −gµBsz, (2.1.6)

where g = gs +
lz
sz

is a quantity known as the spectroscopic splitting factor or the g-

factor, and gs ≈ 2 is the electron spin g-factor. It is common for the orbital angular

momentum contribution of atoms in a crystal to be quenched (lz = 0) as a result

of coupling with the crystal field, leading to g ≈ 2 (see section 2.1.5). This allows

the theory of ferromagnetism in many crystals (e.g. most metals) to be described

in regards to only the spin component of angular momentum, while neglecting the

effect of orbital angular momentum outside of minor contributions arising through

the spin-orbit interaction. The magnetic moments m of electrons in a crystal are

related to the magnetisation M in a classical description through

m =

∫∫∫
V

MdV . (2.1.7)

The angular momentum contribution of nuclei that form the crystal structure is

found to be neglible in comparison to that of the electrons, owing to the drastically

larger mass of nuclei. The large mass results in a correspondingly drastic decrease

in moment through equation 2.1.2.

2.1.2 Exchange Interaction

The exchange interaction was introduced in 1928 as an effect that gives rise to the

Weiss mean-field, originating from the quantum mechanical behaviour of electrons in

ferromagnetic systems [2]. In particular, the strong interaction inducing alignment

between spins was shown to arise from the Pauli exclusion principle [7], which states

that indistinguishable fermionic particles (i.e. those with half integer spins [8], such

as electrons) cannot occupy the same state simultaneously. Here it will be shown

how this condition gives rise to the exchange interaction.

The Pauli exclusion principle gives rise to the condition that wave functions

that describe the state of multi-fermionic systems must be anti-symmetric with

respect to the exchange of particle coordinates. This is because for antisymmetric

wavefunctions, the probablilty that two particles will be found in the same state is
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zero. The meaning of this condition for a candidate wavefunction is that on exchange

of two electrons at positions r1 and r2, the sign of the wavefunction Ψ, the square

of which gives the probability density of measured electron positions, is reversed.

Considering the exchange of two electrons, this can be written as

Ψ(r1, r2) = −Ψ(r2, r1), (2.1.8)

For N-electron systems in which the Hamiltonian can be written as the sum of

single electron Hamiltonians Ĥ =
∑N

i=1 Ĥi, both the Schröedinger equation ĤΨ =

EΨ through which the energy of a wavefunction is determined, and the fermionic

exchange condition are only satisfied by the linear combination of wavefunction

products given by the Slater determinent

Ψ(r1, r2, . . . , rN) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ψ1(r1) ψ1(r2) . . . ψ1(rN)

ψ2(r1) ψ2(r2) . . . ψ2(rN)

...
...

. . .
...

ψN(r1) ψN(r2) . . . ψN(rN)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (2.1.9)

where the component wave functions ψi(ri) are the mutually orthogonal wave func-

tions of electrons i. The constraint that two fermions cannot be found in the same

state can be seen from the Slater determinent by considering the result of setting

the wavefunction of any two particles as equivalent. For example if ψ1 = ψ2, by use

of the knowledge that swapping two rows of a determinent flips its sign, by swap-

ping the first two rows of the determinent it can be seen that Ψ(r1, r2, . . . , rN) =

−Ψ(r1, r2, . . . , rN), which can only be satisfied by Ψ(r1, r2, . . . , rN) = 0 i.e. an

unphysical solution.

The wavefunction ψi of an electron can be separated into its spatial and spin

components as

ψi(ri) = ϕi(ri)χ, (2.1.10)

where ϕi(ri) is the spatial part, and χ describes the spin orientation, which can take

only one of the two values ±ℏ/2 along the axis of quantisation. Because of this

additional element of distinguishability, in a two electron system the antisymmetric

wavefunction can take the explicit forms [9]

ΨS =
1√
2
[ϕ(r1)ϕ(r2) + ϕ(r2)ϕ(r1)]χS, (2.1.11)
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where χS is an antisymettric singlet spin state (S=0, antiparallel spins), or

ΨT =
1√
2
[ϕ(r1)ϕ(r2)− ϕ(r2)ϕ(r1)]χT , (2.1.12)

where χT is a symmetric triplet spin state (S=1, parallel spins). The difference in

energy between singlet and triplet states is given by

ES − ET = 2

∫
ϕ∗
1(r1)ϕ

∗
2(r2)Ĥϕ1(r2)ϕ2(r1)dr1dr2 = J12, (2.1.13)

where J12

2
=
∫
ϕ∗
1(r1)ϕ

∗
2(r2)Ĥϕ1(r2)ϕ2(r1)dr1dr2 is known as the exchange integral.

The contribution of energy of the two electrons due to their spin can be determined

to be [9, 10]

Ĥspin = −J12Ŝ1 · Ŝ2, (2.1.14)

which is the two electron exchange Hamiltonian. The qualitative effect of this result

can be expected to occur between all electron spins in a ferromagnetic material

giving

Ĥ = −1

2

∑
ij

JijŜi · Ŝj, (2.1.15)

where the three dimensional spin vector operator Ŝi =
ℏ
2
(σ̂x,i, σ̂y,i, σ̂z,i) at site i is

constructed using the well known Pauli matrices

σ̂x,i =

 0 1

1 0

 , σ̂y,i =

 0 −i

i 0

 , σ̂z,i =

 1 0

0 −1

 . (2.1.16)

It is often assumed that ferromagnets contain electrons localised to atoms locked in a

crystal structure, and that only nearest neighbour spins have significant interaction.

Therefore this is often further simplified by assuming that Jij = J for nearest

neighbour spins, and Jij = 0 otherwise. When J takes a positive value, the lowest

energy state is described by a triplet wavefunction (e.g. 2.1.12), and the spins

in the system align with one another to reduce the total energy. If J is given a

negative value, the energy of the system is minimised by the anti-alignment of spins,

making it a suitable model for the phenomena of antiferromagnetism in which the

net magnetisation of ordered magnetic spins is zero. In that case, the coupling

between spins is referred to as antiferromagnetic type exchange coupling.
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2.1.3 Demagnetising Field

The magnetisation M of a ferromagnet ends at its surface leading to ∇ · M ̸= 0

which, by Gauss’s law for magnetism, gives rise to an equal and opposite divergence

in H

∇ ·H = −∇ ·M. (2.1.17)

This results in a field that acts to reduce the magnetisation of the ferromagnet

according to its geometry, by which the shape of its surface (that acts as the source

of the divergence) is defined. Through the minimisation of demagnetising field, this

can lead to a preferred direction of magnetisation within the ferromagnet, known as

shape anisotropy. For an ellipsoidal ferromagnet, the demagnetising field is uniform,

allowing it to be written as

Hd = −NM, (2.1.18)

where N is a rank 2 tensor. The contribution to the energy density Ed resulting

from the stray field can be written in terms of the magnetisation vector as [9]

Ed =
1

2
µ0M

TNM, (2.1.19)

where the superscript T indicates the transpose operation. If the coordinate axes

are parallel to the principle axes of the ellipsoid then the demagnetisation tensor

can be written as the diagonal 3× 3 matrix

N =


Nx 0 0

0 Ny 0

0 0 Nz

 , (2.1.20)

where the components satisfy the condition Nx + Ny + Nz = 1. In the case of an

infinite thin film in the xy-plane, the geometry can be identified as a limiting case

of the ellipsoidal description, and the diagonal components of the demagnetisation

matrix take the values Nx = Ny = 0 and Nz = 1.

2.1.4 Domains

First proposed by Weiss, [1], a domain is a region within a ferromagnet in which

the moments align in a common direction. Within a domain, the magnitude of local

magnetisation is equal to the saturisation magnetisation (i.e. the maximum possible

value).
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Figure 2.1: Vector representations of the 180◦ degree rotation of magnetisation
across (a) Bloch and (b) Nèel domain walls. Figure reproduced from [11]

The ∇ · M ̸= 0 condition that gives rise to the demagnetisation factor of a

ferromagnet (discussed in section 2.1.3) leads to a stray field outside the material.

To maintain these external fields the system maintains a high energy state. If a

path towards a lower energy state exists, the system will reduce its energy through

the associated process. One pathway mentioned in section 2.1.3, is the reduction

of external fields through modification to the magnetisation direction, introducing

a shape anisotropy. In large enough systems another pathway becomes available

in the formation of magnetic domains. Domains form when the increase in system

energy required to create a domain wall is less than the reduction in energy acheived

by the destruction of stray fields. To minimise the exchange energy cost associated

with non-aligned spins, a domain wall often occurs cumulatively across multiple

moments. Domain walls are known to take one of two forms, known as Bloch walls

or Nèel walls, and are differentiated by the plane in which spins rotate within the

domain wall. Within the more common Bloch walls, spins rotate in the plane of the

domain wall, whereas in Nèel walls, the spins rotate in the plane perpendicular to

the wall. The two types of domain wall are shown in figure 2.1.

The existance of magnetic domains is able to explain two important properties

of ferromagnetic systems. The first is their capacity for net zero magnetisation

at remanence (i.e. zero applied magnetic field). The second is the capability for

saturation of some samples by the application of weak magnetic fields. The second

property owes its existence to the ability to align spins through the growth of ordered

domains through the motion of domain walls, at relatively low energy cost.
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2.1.5 Magnetocrystalline Anisotropy

Within a crystal, the magnetisation is found to lie along certain crystallographic

axes [10]. This is known as crystalline anisotropy, and is a result of the interaction

between the angular momentum of electrons and the crystal field. The crystal field

arises from the electrostatic potential which results from the charges associated

with crystal lattice points. From the perspective of an electron associated with

any one lattice point, the surrounding charge distribution acts to create preferential

directions for the orbital angular momentum. In crystals of high symmetry, the

crystal field results in multiple equally preferential directions, and as a result the

orbital angular momentum is quenched. Due to the requirement for half integer

values of the spin angular momentum, the spin cannot be quenched. As a result of

spin-orbit interaction, the coupling of spin and orbital terms results in a preferred

direction for spins due to the crystal field. This manifests as crystalline anisotropy,

and as with shape anisotropy mentioned in section 2.1.3, is usually expressed in

terms of the contribution to the energy density E with respect to magnetisation

direction. Within cubic (e.g. bcc, fcc) crystal structures this expression is given by

[10]

Emca = K1(u
2
xu

2
y + u2yu

2
z + u2zu

2
x) +K2u

2
xu

2
yu

2
z, (2.1.21)

where u = M
M

is the direction of magnetisation, and K1 and K2 are known as the

anisotropy constants. Systems in which the anisotropy can be defined with respect

to a single axis (notably hcp crystal structures) are referred to as uniaxial, and the

energy density has the dependence [10]

E(θ) = K1 sin
2(θ) +K2 sin

4(θ), (2.1.22)

where θ is the angle between magnetisation and the anisotropy axis. When referring

to magnetic anisotropy, the directions in which energy is minimised are known as

easy directions, and those of maximum energy are known as hard directions.

2.1.6 Interface Anisotropy

At the surface of crystals, and at interfaces between crystals, the symmetry is re-

duced when compared to bulk. This was shown by Nèel in 1954 to result in an

energy density dependence at the surface given by [12]

Es(θ) = −Ks cos
2(θ), (2.1.23)

where θ is the angle between magnetisation and anisotropy axis, and the surface

anisotropy constant Ks depends on the Miller indices that describe the plane of
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the crystal surface. This reduction in symmetry can have significant consequences

for the preferred magnetisation direction, particularly in samples where the num-

ber of moments at the surface (and/or interfaces) is comparable to the number of

moments within the volume. This can be the case for multilayer thin film stacks.

In these systems the anisotropy contribution at interfaces dominates over the crys-

talline anisotropy from the bulk. This often leads to a strong perpendicular mag-

netic anisotropy (PMA) where the easy direction is perpendicular to the plane of

the sample [13].
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2.2 Spin Dynamics

This section will show how the dynamics of spin systems are predicted by the Heisen-

berg model.

2.2.1 Heisenberg Model

The Heisenberg model was introduced in 1928 by Werner Heisenberg to describe the

energetics of a ferromagnetic system [2]. This model describes the coupling between

spins in a lattice structure along with their interactions with an externally applied

magnetic field. The coupling between spins is due to the exchange interaction (dis-

cussed in section 2.1.2), which is an electrostatic effect resulting from the quantum

mechanical Pauli exclusion principle. The Heisenberg Hamiltonian

ĤHeisenberg = ĤZeeman + ĤExchange, (2.2.1)

describes the total energy of a spin system at the microscopic level, where the energy

is reduced by the alignment of spins Ŝj at each site j with a homogeneous external

magnetic field Bext according to

ĤZeeman = −γ
∑
j

Ŝj ·Bext = |γe|
∑
j

Ŝj ·Bext, (2.2.2)

where the substitution γ = −|γe| has been made since the electron gyromagnetic

ratio takes a negative value. The energy is further reduced by the alignment of

nearest neighbour spins through the exchange interaction according to

ĤExchange = −J
2

∑
⟨j,k⟩

Ŝj · Ŝk, (2.2.3)

where the strength of the coupling is determined by the parameter J , and the an-

gle bracket notation ⟨j, k⟩ denotes that the summation takes place only for nearest

neighbour spins. Just like any other Hamiltonian, the Heisenberg Hamiltonian can

be used to show how the system it describes evolves in time and can be used to derive

both its equations of motion (i.e. dynamics) and equilibrium behaviour. Classically

the equations of motion can be derived using Hamilton’s equations. Quantum me-

chanically the equations of motion of the spin operators can be determined using

the Heisenberg picture of quantum mechanics as

dŜ

dt
=
i

ℏ

[
Ĥ, Ŝ

]
. (2.2.4)

The Zeeman Hamiltonian (equation 2.2.2) represents the effect of an external mag-

netic field on the spin system. It is clear from the form of the Hamiltonian that
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the energy of the system is minimised when the spins align with the external field.

The effect that the field has on the spins is to dictate the average directions of their

angular momenta (spin vector). In this way the magnetic field acts as an external

reservoir of angular momentum. The exchange term in the Heisenberg Hamiltonian

allows for the transfer of angular momentum between the internal spin components

of the system. A derivation of the magnetisation dynamics from the Heisenberg

Hamiltonian shows only precession of individual spins around an effective field due

to the sum of the external field and neighbouring spins. Using the Heisenberg picture

of quantum mechanics, the equation of motion is given by,

dŜi

dt
=
i

ℏ

[
Ĥ, Ŝi

]
=
i

ℏ

[
ĤZeeman, Ŝi

]
+
i

ℏ

[
ĤExchange, Ŝi

]
. (2.2.5)

The evolution of the spin arising from the Zeeman effect is found by the calculation[
ĤZeeman, Ŝi

]
= −|γe|

∑
j

∑
α ̸=β=x,y,z

Bβ
ext

[
Ŝj,β, Ŝi,α

]
eα,

= −iℏ|γe|
∑
j

δij
∑

α,β,ζ=x,y,z

Bβ
extŜi,ζϵαβζeα,

= iℏ|γe| Ŝi ×Bext,

(2.2.6)

where eβ is the Cartesian unit vector, ϵαβζ is the Levi-Civita symbol defined by [14]

ϵαβζ =


+1 if α,β,ζ is an even permutation of x,y,z,

−1 if α,β,ζ is an odd permutation of x,y,z,

0 otherwise,

(2.2.7)

the summation form of the cross product has been recognised (see appendix A.1),

and the spin commutation is expanded as given by appendix equation B.1.4 (this

derivation is shown step-by-step in appendix B.1). Similarly, the evolution of the

spin arising from the exchange interaction is found by[
ĤExchange, Ŝi

]
=
J

2

∑
⟨j,k⟩

∑
α ̸=β=x,y,z

[
Ŝi,α, Ŝj,βŜk,β

]
eα

=
J

2

∑
⟨j,k⟩

∑
α,β,ζ=x,y,z

([
Ŝi,α, Ŝj,β

]
Ŝk,β + Ŝj,β

[
Ŝi,α, Ŝk,β

])
eα

=
iℏJ
2

∑
⟨k⟩i

∑
α,β,ζ=x,y,z

Ŝk,βŜi,ζϵαβζeα

+
iℏJ
2

∑
⟨j⟩i

∑
α,β,ζ=x,y,z

Ŝj,βŜi,ζϵαβζeα

= iℏJ Ŝi ×
∑
⟨j⟩i

Ŝj

(2.2.8)
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where the angular brackets ⟨⟩i denote nearest neighbours to the i’th spin site. The

spin evolution therefore reduces to a simpler form as

dŜi

dt
= −|γe|Ŝi × B̂eff , (2.2.9)

where

B̂eff = Bext +
J

|γe|
∑
⟨j⟩i

Ŝj, (2.2.10)

is the effective field causing the precession of each spin Ŝi. The time-averaged energy

of this system remains constant, enforced by the restriction that spins are forbidden

from minimising their Zeeman energy by reducing their precession radius and fully

aligning with the external field.

2.2.2 Landau-Lifshitz-Gilbert Equation

The Landau-Lifshitz (LL) equation was introduced in 1935 to describe the time

evolution of magnetisation in a ferromagnetic system [15]. The LL equation can

be used to model the dynamics of microscopic spins, not only being confined to a

description of macroscopic magnetisation behaviour. The LL equation is given as,

dS

dt
= −γ′ (S×Beff − |γe|ηS× (S×Beff)) (2.2.11)

where

γ′ =
|γe|

1 + |γe|2η2S2
, (2.2.12)

(as can be seen in appendix B.2) and the effective field

Beff = Bexternal +Bexchange, (2.2.13)

consists of one part owing to external sources Bexternal, and another resulting from

the exchange interaction Bexchange. The LL equation has two parts. The first part,

which contains a single cross product, describes the precessional motion of spins

around an effective field described by equation 2.2.10. The second part of the LL

equation has two cross products and describes movement of the spin vector towards

the effective magnetic field. This movement is known as damping because it reduces

the precession radius of the spin. This damping is a dissipative effect because it

moves the system towards the equilibrium determined by the Zeeman energy. In

1947, Gilbert re-stated the LL equation in a form where the gyromagnetic factor

|γe| preceding the precession term S × B is independent of the magnitude of the
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Figure 2.2: Here the time evolution of a single spin is shown. Using vampire, the LL
equation (equation 2.2.11) is simulated for a single spin with initial direction along
the y-axis, a magnetic field of 1T applied in the z-axis direction, and a damping
constant |γe|η = 0.05. The precessional motion is clearly observable in the x-y
plane. The damping of the spin is observable in both the reduction in amplitude of
x-y precession, and the movement of the spin vector towards +1 in the z-direction.
The damping takes place over a longer timescale than the precessional motion due
to the sub-unitary value of the damping constant.

damping factor η [16], as

dS

dt
= −|γe|

(
S×Beff − ηS× dS

dt

)
, (2.2.14)

which is known as the Landau-Lifshitz-Gilbert (LLG) equation. As shown in

section 2.2.1, the Heisenberg Hamiltonian leads to the precessive part of the LLG

but not the damping part. For the Hamiltonian to lead to a damping part, the

system must be made open so that the energy of the spin system can be reduced

as a whole, by the transfer of energy to other parts of the system or environment

not specified by the Heisenberg Hamiltonian. The LLG equation was later extended

by Brown [17] to include a temperature dependent stochastic part in the effective

magnetic field.

Beff = Bexternal +Bexchange +Bthermal (2.2.15)

This term represents fluctuations in the system which, analogous to Einstein’s theory

of Brownian motion, have the same macroscopic source as the damping. The theory

underpinning that statement is known as the fluctuation dissiption relation and will

be explored more in section 2.3.2. The properties of the stochastic thermal field

introduced by Brown are common for thermal noise in the high temperature limit
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Figure 2.3: Here a spin is simulated in the same manner as in Figure 2.2, but with
the stochastic thermal noise described by Brown [17] included as part of the effective
magnetic field (equation 2.2.15). Even at the small temperature of 0.01K simulated,
the effects of thermal fluctuations on the motion of the spin are evident. Thermal
fluctuations not only prevent the system from reaching its mimimum energy state,
they also stochastically alter the path of spin direction, and thereby dramatically
increase the complexity required by a description of a full ferromagnetic many-
body system when considered in conjunction with the exchange interaction coupling
between spins.

i.e. white noise, with a mean value of zero,

⟨Bthermal,α⟩ = 0, (2.2.16)

and zero correlation between values at different times,

⟨Bthermal,α(t)Bthermal,β(t
′)⟩ = µ(T )δαβδ(t− t′). (2.2.17)

Here µ(T ) is a temperature dependent value which determines the variance and

hence magnitude of thermal noise, δαβ and δ(t − t′) are the Kronecker and Dirac

delta functions respectively, and (α, β = 1, 2, 3) refer to the Cartesian coordinate

indices of the magnetic field B. Equation 2.2.14 with the effective field given by

equation 2.2.15 is often simply referred to as the LLG equation. To help distinguish

this combination from the form without a thermal noise, the form without thermal

noise will be referred to as LLG, while the form including the thermal noise with the

white noise properties given in equations 2.2.16 and 2.2.17 will be referred to as the

Landau-Lifshitz-Gilbert-Brown (LLGB) within this work. A vampire simulation

of a single spin in a magnetic field without thermal noise and with the effect of a

white thermal noise included are shown in figures 2.2 and 2.3 respectively.
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2.3 Open Quantum Systems

An open quantum system is one where dissipative effects are included in the micro-

scopic description. This is usually achieved by allowing the system to interact with

a reservoir that represents the environment of the system. An interaction between

the observables of the system and reservoir allows energy to flow between the two.

Models of open quantum systems therefore allow the non-conservation of energy of

a system, allowing its energy to be reduced to the ground state. On reduction of

energy to the ground state, the total energy of the greater system (combined system

of interest and reservoir) remains constant, but the energy is dissipated from the

system into the reservoir.

In section 2.2.1 the Heisenberg model was examined and found to lead to equa-

tions of motion where spins precess around an effective magnetic field, but have no

possibility of reducing their precession radius, which would reduce the energy of the

system by the minimisation of Zeeman energy. An open quantum system approach

will turn out to be useful in the study of this system as it offers a microscopically mo-

tivated method for the introduction of dissipation into the model, thereby allowing

the precession radius to be reduced.

In this section the Langevin equation will be introduced as an equation of motion

representative of an open quantum system. Following from this the fluctuation

dissipation theorem, which is a necessary relationship between the dissipative and

stochastic components of a physical system, will be discussed. Finally, a Hamiltonian

which give rise to the Langevin equation of motion will be outlined.

2.3.1 Langevin Equation

A Langevin equation models how a system evolves under the influence of a stochastic

(i.e. random) time dependent force. The random nature of the force requires it to be

defined in a statistical rather than a deterministic fashion. The Langevin equation

was first introduced in 1908 by Paul Langevin in his description of Brownian motion

[18], as a second order differential equation with stochastic force and damping term

proportional to velocity.

Here a quantum Langevin equation taking the form of a second order differential

equation will be considered, similar to the one introduced by Langevin (although

other forms of Langevin equation are possible, notably the LLGB equation in section

2.2.2 which is a first order, non-linear differential equation). The equation considered

here describes a damped and stochastically forced particle in one dimension bounded

by a potential energy field V̂ (x). When V̂ (x) varies with position and contains one

or more finite minima, it acts as a deterministically decaying dissipative container
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for kinetic energy stochastically supplied to a mass M , and can be written as

M
d2x̂

dt2
= −2Mγ

dx̂

dt
− ∂V̂ (x̂)

∂x̂
− F̂ (t), (2.3.1)

where γ is the coefficient of damping. The stochastic force F̂ (t) is defined by its

time average of zero

⟨F̂ (t)⟩ = 0, (2.3.2)

and by the magnitude and time dependence of its autocorrelation function ⟨F̂ (t)F̂ (t′)⟩.
For a potential quadratic in position

V̂ =
1

2
Mω2x̂2, (2.3.3)

the Langevin equation

M
d2x̂

dt2
= −2Mγ

dx̂

dt
−Mω2x̂− F̂ (t), (2.3.4)

describes a stochastically forced, deterministically damped harmonic oscillator. If

the potential is position independent

V̂ = constant, (2.3.5)

the position of the mass is no longer bounded, and the simple harmonic motion is

replaced by the unbounded Brownian motion

M
d2x̂

dt2
= −2Mγ

dx̂

dt
− F̂ (t), (2.3.6)

which gives the description of a free particle whose motion is determined by a

stochastic force (fluctuations), and a damping effect (dissipations). The motion

of the particle in each dimension of the system can be modelled using equation

2.3.6, the motion of a simulated unbounded particle in a two dimensional system is

shown in figure 2.4.

2.3.2 Fluctuation Dissipation Theorem

The fluctuation dissipation theorem is a relationship between the stochastic and

damping components of a Langevin equation that must be satisfied due to their

common source. In his 1905 paper, Einstein pointed out that the source of damping

and driving force in the phenomena of Brownian motion is the same, both being

due to the interactions of the system of interest (a suspended particle) with its

environment (molecules in the fluid) [19]. His observation in that study was that
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Figure 2.4: Pictured is a simulation of the Brownian motion of a particle with
mass M = 1kg. The position and velocity are initialised at x = y = dx

dt
= dy

dt
=

0, and the motion is determined for 100s with time steps of ∆t = 0.1s through
equation 2.3.6 (with the operators replaced by scalar quantities, i.e. a classical
description). The differential equation is solved using a Python implementation of
the 4th order Runge-Kutta method which is used to evaluate the x and y coordinates
independently. The stochastic force applied has white noise properties at T = 300K,
i.e. an expectation value of ⟨F (t)⟩ = 0 and a temperature dependent autocorrelation
function ⟨F (t)F (t′)⟩ =MkBTδ(t− t′) (see appendix A.5).

the conditions required for dynamic equilibrium require a superposition of force

on each suspended particle and its process of diffusion (dissipation). By use of

this observation, Einstein was able to derive a relationship between macroscopic

observables and the microscopic Avogadro’s constant, and in the process gave proof

for the existence of atoms [20].

The relationship between force and diffusion in Brownian motion was extended

to the case of a stochastic force (fluctuations) by Langevin in 1908 [18] (equation

2.3.6). It was later shown that a fluctuation-dissipation relation (FDR) exists for

thermal noise in a conductor by Nyquist in 1928 [21], based on Johnson noise [22].

The theory of the FDR was later extended to more general systems by Callen and

Welton [23], and expanded on in great detail by Kubo [24].

The fluctuation dissipation relation says that for a linear response system (e.g.

the Langevin equation 2.3.1), the imaginary part of the generalised susceptibility

χ(ω) (see appendix A.3) that describes the response is related to the fluctuations of

a variable x̂ in the systems equilibrium state through their power spectral density

Sx(ω) as [25].

Sx(ω) = ℏIm[χ(ω)]coth

(
ℏω

2kBT

)
, (2.3.7)
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which reduces to the classical form,

Sx(ω) =
2kBT

ω
Im[χ(ω)], (2.3.8)

when kBT >> ℏω
2
.

The generalised susceptibility χ(ω) works in the frequency, rather than time

domain, but ultimately represents the response of the system to forces applied to it

at previous times. It is important that a physical description of a linear response

system containing both damping and a stochastic force explicitly obeys equation

2.3.7 under all circumstances. Brown’s description of a magnetic Langevin equation

in his formulation of the LLGB equation [17] attempts to satisfy the FDR in the

high temperature limit, but no such attempt is made to guarantee FDR outside of

this limit as can be seen by comparison of the variance of the fluctuating variable in

Brown’s study [17] to the forms for a variable satisfying the fluctuation dissipation

relation generally (and by extension having power spectral density given by equation

2.3.7) and in the high temperature limit (with power spectral density given by

equation 2.3.8) shown in [25]. The use of this approximation is likely due to the

difficulty in describing the properties of thermal noise and damping in magnetisation

dynamics, which is itself a result of the difficulty in determining equations of motion

inclusive of the required stochastic fluctuations when limited to a closed system such

as that described by the Heisenberg model.

2.3.3 Quantum Dissipative Dynamics

In this section, models used to derive the Langevin equation from a microscopic

description will be examined and discussed.

A common approach is to use a bath consisting of quantum harmonic oscilla-

tors to act as the environment. These quantum harmonic oscillators are similar to

their classical counterparts in that they can store system energy through oscillitory

motion, but differ in their behaviour in the (lowest energy) ground states. Unlike

their classical counterpart, owing to the Heisenberg uncertainty principle quantum

harmonic oscillators have ground states with non-zero energy in which the bosonic

particles remain in motion. This leads to differences in their behaviour at low tem-

peratures, where significant vibrational motion known as the zero point energy can

play a large role in the dynamics of systems to which they are coupled.

The Caldeira-Leggett model [26] is commonly used as an analytically solvable

example of dissipation from a system obeying the fluctuation dissipation relation.

The microscopic set up is formulated as a Hamiltonian containing four parts, the

system of interest, the environment, the coupling of energy between the system and
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environment, and an additional ‘counter’ term

ĤCL = ĤS + ĤR + ĤI + ĤC, (2.3.9)

where,

ĤS =
p̂2

2M
+ V̂ (x̂), (2.3.10)

is the system Hamiltonian, with mass M , momentum p̂, and a potential V̂ (x̂),

ĤR =
∑
n

(
p̂2n
2mn

+
1

2
mnω

2
nx̂

2
n

)
, (2.3.11)

is the reservoir Hamiltonian, consisting of a quantum harmonic oscillators with

frequency ωn

ĤI = −x̂
∑
n

κnx̂n, (2.3.12)

is a linear coupling between the system coordinates x̂ and reservoir coordinates x̂n,

and

ĤC = x̂2
∑
n

κn
2mnωn

, (2.3.13)

is known as the counter term, which is included to account for a change in the

natural frequency of the oscillator due to its coupling to the reservoir. Following

[27], we find the equation of motion for the system to be,

M
d2x̂

dt2
= −M

∫ t

0

K(t− t′)
d ˆx(t′)

dt
dt′ − ∂V̂ (x̂)

∂x̂
− F̂ (t), (2.3.14)

which is a generalised form of the Langevin equation 2.3.1. By assuming what is

known as an Ohmic damping kernel K(t − t′) = 2γδ(t − t′) the result simplifies to

exactly that result,

M
d2x̂

dt2
= −2Mγ

dx̂

dt
− ∂V̂ (x̂)

∂x̂
− F̂ (t). (2.3.15)

Analysis of this model shows how the fluctuation dissipation relation is satisifed [27],

demonstrable from first principles due to its microscopic nature. Due to its success

in this regard, the model has found wide usage in theories in the field of quantum

thermodynamics [28, 29], where interactions between the system of interest and its

environment are of crucial importance. The description provided by the Caldeira-

Leggett model contains a reservoir which is introduced as a discrete set, however

this is often taken to a continuum limit after the equations of motion (e.g. 2.3.14)
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have been determined, and is a requirement for the damping Kernel used to produce

2.3.15 [30]. An alternative framework is provided by the Huttner-Barnett model [31],

which achieves many of the same goals as the Caldeira-Leggett model, but starts

from a more powerful continuum description of the reservoir. An example of the

use of this framework for deriving the dynamics of a quantum harmonic oscillator

is given by [30], and this approach will be taken for the reservoir in the magnetic

quantum open system described in chapter 4.
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2.4 Atomistic Spin Dynamics

Atomistic spin dynamics (ASD) is the name given to a class of magnetic materials

simulation softwares that predict the spin evolution of each atom in the crystal

structure resulting from the quantum mechanical exchange interaction (discussed

in section 2.1.2), often alongside additional factors such as an external field and

magnetocrystalline anisotropy (discussed in section 2.1.5). This is often achieved

through the simulation of a classical form of the LLGB equation (2.2.14 with the

quantum operators replaced by classical spin vectors, and including the white noise

stochastic field defined by equations 2.2.16 and 2.2.17).

The use of ASD techniques to simulate three dimensional magnetic systems be-

gan in 1969 with simulations of classical Heisenberg ferromagnets [32, 33] by con-

sideration of the exchange interaction between nearest neighbour spins in a simple-

cubic lattice with periodic boundary conditions. In 1995, ab-initio ASD techniques

were introduced [34, 35], allowing for the determination of spin dynamics within a

density-functional-theory framework. Over time a number of groups have developed

their own numeric tools for ASD and made them available to the magnetic mate-

rials research community. These include the open source softwares vampire [36]

developed at the University of York based on [37, 38], and UppASD [39] developed

at Uppsala University based on [40].

ASD has proven to be a useful tool for understanding the behaviour of magnetic

materials, finding use in topics including synthetic ferrimagnets [41, 42], ultrafast

spin dynamics [43, 44, 45, 46, 47], domain wall motion [48], temperature dependent

equilibrium properties [46] and all optical switching [49]. vampire was used to

simulate the single-spin dynamics shown in figures 2.2 and 2.3, and can be used to

simulate many-spin structures.

The validity of an ASD method is reliant on the extent to which the equation

of motion through which the dynamics are predicted are an accurate description

of the dynamics in physical spin systems. Behaviour determined in these systems

that does not predict experimental observations is therefore likely to indicate issues

with the underlying description. Such issues were identified in [46], where vampire

simulations of the equilibrium magnetisation vs temperature are shown to differ in

a qualitative fashion from the phenomenological model of Kuz’min [50] that offers

a strong fit to experimental data.

This motivated the study shown in chapter 4, as an attempt to improve the

equations of motion used to simulate spin dynamics. In particular, the focus rests

on the stochastic thermal magnetic field identified by Brown in his formulation of the

LLGB equations 2.2.14, 2.2.16 and 2.2.17. In his introduction of the autocorrelation

of thermal noise as a delta function [17], Brown notes that it is the statement of an

assumption that the autocorrelation time is assumed to be very short in comparison
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with the time scales of spin precession and damping. This is also noted in the

description of vampire given in [36], where it is explained that a more complete

description of the microscopic damping mechanism is required for sufficiently short

integration timesteps.

The improved microscopic description of the dissipation dynamics in chapter

4 is analogous to the historical path of the Langevin equation (2.3.1), which was

introduced as a phenomenological description of Brownian motion [18], and was later

described microscopically (see section 2.3.3) through the Caldeira-Leggett model

[26] which satisfies the fluctuation dissipation theorem described in [23] under all

conditions.
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2.5 Synthetic Ferrimagnets

A synthetic ferrimagnet (SFi) is a structure composed of multiple layers, where two

of the layers are antiferromagnetically exchange coupled (see section 2.1.2), and the

net magnetisation is non-zero. The basic components of an SFi can be seen in

figure 2.5. Concepts relevant to the description and understanding of SFi’s will be

discussed in this section.

Figure 2.5: The basic components of an SFi structure with perpendicular magnetic
anisotropy (PMA) in the four well defined magnetisation configurations. The orange
and green layers are ferromagnetic and have moments represented by an arrow. The
blue layer is a spacer layer through which an interlayer exchange coupling (IEC)
is mediated. Two of the configurations show the moments of the ferromagnetic
layers aligned in a parallel (P) fashion. The other two configurations show the
ferromagnetic layers aligned in an anti-parallel (AP) fashion.

2.5.1 RKKY (Exchange) Coupling

The Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction is a mechanism by which

the exchange effect can occur non locally through a spin current mediated by the

conduction electrons of a crystal. This can occur between the spins of localised

inner core d-electrons in magnetic transition metals (and also between f-electrons

in rare earth metals), and is often exploited in the design and production of SFi’s.

The effect allows the tuning of a stack so that the strength and type of coupling

(ferromagnetic or antiferromagnetic) between magnetic layers - interlayer exchange

coupling (IEC) - can be prepared. A full understanding of the effect was the joint

work of [51, 52] and [53]. The relevance to SFi’s is that a non-magnetic spacer

layer placed between ferromagnetic layers can mediate an indirect exhange coupling

between them. Changes to the thickness of the spacer layer result in variations

in the interlayer exchange coupling (IEC) and the RKKY curve shows the IEC to

oscillate between ferromagnetic and antiferromagnetic type with increasing spacer

layer thickness [54]. The maximum strength of exchange coupling was shown to
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vary systematically with the number of d-electrons in the valence band [55], with

the strongest exchange coupling in the 4d transition metals ruthenium (Ru) and

rhodium (Rh), along with the 5d transition metal iridium (Ir). Accordingly, the

IEC in Ir [42, 56, 57, 58] and Ru [54, 59, 60, 61, 62] spacers has been studied for a

number of different systems.

2.5.2 Antiparallel States

In systems with antiferromagnetically coupled layers, the AFM coupling causes the

appearance of antiparallel (AP) states within the M-H curves. In the absence of an

external field, the layers will align anti-parallel to minimise the energy of the system.

If the two layers have a different magnetic moment, this will result in a net moment

i.e. ferrimagnetic behaviour. The existence of AP states gives rise to four distinct

magnetisation levels within the full hysteresis loops of these samples, two of which

are denoted as P (parallel) states which exist at saturation when the magnetisation

of layers align, and the other two being the AP states which can be identified at

remanence. The four states can be seen in figure 2.5. As shown in [63] the rate of

field sweep can effect the type of switching between P and AP states in SFi’s.

2.5.3 Positive and Negative Magnetic Remanence

Generally, when a ferrimagnet is saturated and the field is later removed, the re-

sulting remanent state will have the larger moment aligned in the direction of the

previously applied field. This is referred to as positive magnetic remanance. Under

certain conditions, during the reduction of the saturating field, the larger moment

will align anti-parallel to the field, eventually resulting in a negative magnetic re-

manence at zero applied field. This results from competition between Zeeman,

interlayer exchange, and magnetic anisotropy energies as the applied field strength

varies, and is qualitatively examined in [64]. As the magnetic moment, interlayer

exchange coupling [65] and magnetic anisotropy [66, 67] of the layers are tempera-

ture dependent, observations of negative remanence behaviour can depend on the

temperature at which an SFi is examined. An example of negative remanence is

shown in the range ∆T−R in figure 2.6.

2.5.4 The Compensation Point

The compensation point is the temperature at which the magnetic moments of each

layer in the antiferromagnetically exchange coupled structure are equal in magni-

tude. As such, the magnetic moments cancel out and the total moment is zero i.e.

the behaviour is that of an anti-ferromagnet rather than a ferrimagnet. The layer

with the larger moment changes either side of the compensation point. The com-

pensation point can be seen in figure 2.6 at TM where the net magnetic moment
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Figure 2.6: An example of remanent magnetisation with respect to temperature for
the transition metal synthetic ferrimagnet (SFi) studied in [68]. The SFi is composed
of two ferromagnetic layers (FM1 and FM2) separated by a non magnetic interlayer
(IL). Negative remanence occurs between the negative remanence temperature T−R

and the compensation point TM . Positive remanence occurs below T−R. The red
circles give remanence as calculated from hysteresis loops measured at various tem-
peratures, while the blue squares show how the remanence changes as temperature
is increased after preparation of a remanent state at low temperature.

vanishes.
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2.6 Optics and Magneto-Optics

Changes to the polarisation of light due to its transmission through a magnetic ma-

terial or reflection from a magnetic surface can give great insight into its magnetic

properties. The capacity of this phenomena for quantitative analysis has given rise

to a number of widely used experimental techniques for the study of magnetic ma-

terials based on the magneto-optical Kerr effect (MOKE) and the magneto-optical

Faraday effect (MOFE). Beyond the experimental techniques used to examine mag-

netic phenomena, the effect of polarised light on the magnetisation state is of great

interest to the study of all optical switching (see section 2.8) and as such, the ability

of certain materials to modify the polarisation of a laser beam is used to prepare

sources of optical excitation with the properties desired for the study presented in

section 5. An explanation of relevant optical and magneto-optical effects will be

given following [69].

2.6.1 Polarisation

Linearly polarised light

Owing to the electromagnetic theory of Maxwell, linearly polarised light is classi-

cally understood to be a transverse electromagnetic wave, composed of oscillating

electric and magnetic field vectors orthogonal to each other and also the direction of

wave propagation. In this picture the transverse electric and magnetic fields prop-

agate in phase. It is common to drop references to the magnetic component from

discussion of electromagnetic radiation with this implicit understanding. It is also

to be understood that in the context of what is written in this section, light refers to

any electromagnetic radiation, not only that which falls in the ‘visible’ range of the

electromagnetic spectrum. Light emitted from a source are in general not polarised,

and must be polarised through the use of a polarising filter.

Circularly polarised light

Circularly polarised light is where the electric field vector rotates helically around the

axis of propagation with a constant radius. The rotation of the electric field vector

can occur in either a left handed or right handed fashion as the wave propagates,

that is to say light can be either left circularly polarised (LCP) or right circularly

polarised (RCP). In each case the circularly polarised light can be thought of as two

components of linearly polarised light which are 90◦ out of phase.

Light in general

More generally, light can be elliptically polarised, where the electric field vector

rotates in an elliptical manner in a helical fashion around the axis of propagation.
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From the superposition of any two orthogonally polarised light waves with equiva-

lent axis of propagation, and variable amplitudes and phase, all possible polarisations

of light can be constructed. This is most often shown in terms of the superposition

of either orthogonal linearly polarised waves where the polarisation direction of the

two waves are 90° apart, or as the superposition of left and right circularly polarised

waves, which are also orthogonal.

A polarising filter is an optical component that allows the transmission of light

of only one specific polarisation, while blocking the rest.

2.6.2 Dichroism and Birefringence

Dichroism

Dichroism is the name of the property of some materials where the absorption of

polarised light is dependent on the polarisation direction or type. Most relevant to

the discussion of all optical switching (see section 2.8) is magnetic circular dichroism

(MCD). This phenomena is defined by a different absorption of light in a material

depending on its circular polarisation, with the effect occuring as a result of the

materials magnetic properties (e.g. magnetisation state).

Birefringence

Birefringence is the name for a property observed in certain materials, where refrac-

tive index of linearly polarised light is dependent on the direction of polarisation.

That is to say that the speed of light in the material depends on the polarisation.

Upon transmisson through a birefringent material, the phase difference between or-

thogonal linearly polarised waves will be modified. In the case where the orthogonal

components retain the same axis of propagation after transmission, this generally

results in the introduction of an ellipticity to the polarisation of the beam. Where

the orthogonal components do not retain the same axis of propagation, in a phe-

nomenon known as double refraction (shown in figure 2.7), the two components can

be measured separately and used to determine the direction of linear polarisation

of light. This effect is made use of in optical detectors (e.g. MOKE detectors) in

order to observe changes in the polarisation rotation (that result from the reflection

of light from the magnetic surface in the case of MOKE).

Circular birefringence is the case when the refractive index of circularly polarised

light in a material is dependent on its helicity. By tuning the thickness of the mate-

rial, a phase difference between the circular components of a (generally elliptically)

polarised beam can be introduced, leading to a rotation in the direction of polari-

sation.
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Figure 2.7: Double refraction shown for a uniaxial crystal. Uniaxial crystals contain
an axis known as the optic axis. A ray of light travelling in the direction of the
optic axis does not show double refraction (birefringence). Paths O and E represent
ordinary (polarisation perpendicular to the optic axis) and extraordinary (polarisa-
tion perpendicular to that of O) rays respectively. Panel (a) shows a side view while
panel (b) shows and end view. Figure reproduced from [69]

2.6.3 Magneto Optical Faraday Effect

The magneto optical Faraday effect (MOFE) is the rotation of the polarisation di-

rection of light resulting from its passing through a material containing a magnetic

field component parallel to the direction of light propagation. The effect was discov-

ered by Faraday for the transmission of linearly polarised light through glass with a

magnetic field applied parallel to the propagation direction of light. The effect can

also be seen in transparent magnetic materials, and thin magnetic films for which

the thickness is small enough to allow for a detectable transmissive component of

the incident light. The rotation of the linear polarisation (θ) due to the MOFE is

given by

θ = V Bl, (2.6.1)

where B is the magnetic field strength in the direction of light propagation, l is

the length of the material through which the transmission occurs, and V is a ma-

terial and wavelength dependent parameter of rotation per unit path per unit field

strength, also known as the Verdet constant.

2.6.4 Magneto Optical Kerr Effect

It was later discovered by Kerr that light reflected from a magnetised material will

also experience a rotation of its polarisation. This is known as the magneto-optical

Kerr effect (MOKE) and is important in the study of optically opaque and strongly

reflective materials such as bulk metals. The effect is limited to surface measure-

ments of metals as incident light has a finite penetration depth. The magneto optical

Kerr effect acts on the reflected component of incident light, while the magneto op-
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tical Faraday effect acts on the transmitted component. Both arise from the same

microscopic behaviour and result in a rotation proportional to the magnetisation of

the material.

2.6.5 Origin of Magneto Optical Effects

The microscopic origin of MOFE and MOKE are related to the spin-orbit inter-

action. A rigorous treatment will not be given here as it does not add to the

understanding of the study presented. The effect can be understood in simple terms

by the interaction between circularly polarised light and the electrons in a mate-

rial. Right and left circularly polarised light will induce a rotation of the electrons

in opposite directions, resulting in orbital angular momentum with opposite signs.

This orbital angular momentum interacts with the spins (that are aligned with the

magnetisation of the material) resulting in a radius of rotation that differs between

the two helicities by an amount proportional to the magnetisation. The difference

in rotation radius polarises (separates) electrons of opposite spins in the material,

which results in a change in the effective electric permittivity experienced by in-

coming light of different helicities. This results in a separation of the refractive

index of the material for the two helicities, and so linearly polarised light rotates on

transmission or reflection in the same manner as explained for circular birefringence.

2.6.6 MOKE Geometries

For an isotropic material, the changes to the (relative) electric permittivity tensor

εr can be expressed as

εr =
n2

µr


1 iQz −iQy

−iQz 1 iQx

iQy −iQx 1

 , (2.6.2)

where n is the refractive index of the material, and Qx, Qy and Qz are the Cartesian

components of the Voigt vector, which is a magneto-optical quantity aligned with

the magnetic field [9, 70]. The effect on an incoming electromagnetic wave then

depends on the direction of magnetisation in the material. When the magnetisa-

tion is directed in the z-direction (|Q| = QZ), the polar Kerr effect occurs. If the

magnetisation lies in the plane of the film, the effect also depends on the plane

of the incoming light - if the plane of incidence intersects with the magnetisation

direction then the longitudinal Kerr effect occurs, whereas if the plane of incidence

is perpendicular to the magnetisation direction the transverse Kerr effect occurs.

The three MOKE geometries are shown in figure 2.8. Measurements will contain a

superposition of these three effects in the case where magnetisation is not directed
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Figure 2.8: A schematic of geometries used for the magneto optical Kerr effect
(reflected, RK) and magneto optical Faraday effect (transmitted, RF ). Panel (a)
shows the polar setup, where the sample magnetisation is in the plane of incidence.
The longitudinal setup is shown in panels (b) for parallel and (c) for perpendicular
magnetisations with respect to the polarisation. The transverse effect, where the
magnetisation is perpendicular to the plane of incidence, is shown in panel (d).
Figure reproduced from [11, 71].

along any of those three directions, and the incident light is not exactly normal to

the surface of the material.

Further to this, Kerr rotation Φ and ellipticity ϵ (resulting from MCD) is also

dependent on the polarisation of the incoming beam as per the Fresnel equations.

The linear polaration can be separated into two components, the first is referred

to as p-polarisation and is the component of polarisation in the plane of incidence

of the light. The second component is the s-polarisation, and is the component

perpendicular to the plane of incidence. The Kerr rotation and ellipticity is different

for the two components as follows. For p-polarised light the rotation is given by

Φp = −Re
(
rsp
rpp

)
, (2.6.3)

and the ellipticity by

ϵp = Im

(
rsp
rpp

)
, (2.6.4)
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where rmn = E
(r)
m

E
(i)
n

are ratios of the reflected m component, and incident n component

of electric field. For s-polarised light

Φs = Re

(
rps
rss

)
, (2.6.5)

and

ϵs = Im

(
rps
rss

)
. (2.6.6)

A full treatment of the magneto-optics, including the magneto-optical Faraday effect

and application of the theory to multilayer systems can be found in [70].
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2.7 Ultrafast Demagnetisation

The field of ultrafast magnetism began in 1996 from the work of Beaurepaire et

al. [72]. In that study, a 22nm thick nickel film was excited with 60fs width ul-

trashort pulses, which was shown to induce a demagnetisation that occurs on a

sub-picosecond time scale. This was the first observation of ultrafast (i.e. sub-

picosecond) dynamics in magnetic materials and brought forward the question of

whether the magnetisation direction may be optically switched. In the same work,

ultrafast demagnetisation was explained in a phenomenological fashion through the

extension of two temperature models - used to explain the equilibration of the elec-

trons and lattice in metals [73] - to a three temperature model which also allows for

the equilibration of the spin system.

2.7.1 Three Temperature model

The three temperature model (3TM) put forward in [72] has seen continued success

in explaining ultrafast spin dynamics, such as helicity dependent all optical switch-

ing in Co/Pt multilayers [74], and other variations of the two-tempertaure model

have been proposed for predictive purposes in AOS, such as that based on an opto-

thermal coupling [75]. Therefore it is useful to outline the basic idea of the 3TM.

The 3TM consists of three coupled first order differential equations. Each equation

corresponds to the time evolution of the temperature of one of the three subsys-

tems being considered. These include the electron temperature Te, which evolves

according to

Ce
dTe
dt

= −Gel(Te − Tl)−Ges(Te − Ts) + P (t), (2.7.1)

the lattice temperature Tl which evolves by,

Cl
dTl
dt

= −Gel(Tl − Te)−Gsl(Tl − Ts), (2.7.2)

and the spin temperature Ts by,

Cs
dTs
dt

= −Ges(Ts − Te)−Gsl(Ts − Tl), (2.7.3)

where Ce, Cl and Cs are the electron, lattic and spin contributions to the specific

heat, Gel, Ges and Gsl are the electron-lattice, electron-spin and spin-lattice interac-

tion constants, and P (t) is the source of the heat introduced to the system through

the exciting laser pulse. Together, these three equations describe the transfer of

heat between the sub-systems and act as a phenomenological model for ultrafast

demagnetisation, offering a good fit to both the experimentally derived electron and

spin temperatures (see figure 2.9 from [72]).
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Figure 2.9: A comparison of the experimental demagnetisation data in nickel to
values predicted using the three temperature model. Panel (a) shows experimen-
tal spin temperature (black circles) and experimental electron temperatures (white
squares). Panel (b) shows the spin temperature Ts, electron temperature Te, and
lattice temperature Tl found using the three temerature model. Figure reproduced
from [72]

2.7.2 The Microscopic Three Temperature Model

Since its introduction, the three temperature model and extended or modified ver-

sions of it have found widespread use in the modelling of ultrafast phenomena in mag-

netic systems. One popular modification is the microscopic 3TM (M3TM) proposed

in [76] which is based on Elliot-Yafet spin-flip scattering of electrons interacting

with the crystal lattice, itself facilitated by spin-orbit interactions. The Elliot-Yafet

process is the proposed mechanism for the equilibration between electron and spin

systems, ultimately leading to ultrafast demagnetisation. In [77], two different types

of demagnetisation are shown to result from the M3TM (and then experimentally

verified) based on the strength of coupling between electrons and spins. The first

(type I) is where there is a strong coupling and occurs in 3d ferromagnets, while

the second (type II) with weak coupling occurs in 4f systems such as Gd and Tb. It

has been pointed out that these correspond to magnetic systems with itinerant and

localised electrons respectively [39].
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2.8 All Optical Switching

All optical switching is the reversal of the direction of the magnetisation of a material

due to only the effect of incident electromagnetic radiation.

2.8.1 History of All Optical Switching

The first observation of all optical switching in a material with strong perpendicular

anisotropy came in 2007 with the helicity dependent all optical switching (HD-

AOS) of the RE-TM alloy GdFeCo [78] on the application of 40fs laser pulses. Soon

after the effect was shown to be an ultrafast (sub-picosecond) reversal [79]. In

2012 single pulse helicity-indpendent all optical switching (HI-AOS) was observed

in GdFeCo [80] showing that circularly polarised light is not a requirement for the

effect. This was soon followed by reports of HD-AOS in the RE-TM alloys TbCo [81]

and TbFe [82]. In 2014, synthetic ferrimagnets (SFi’s) were identified as a promising

candidate for AOS, with the criteria for AOS observed from ASD simulations being

outlined in [41]. At around the same time it was shown that AOS is not exclusive

to ferrimagnetic materials, as HD-AOS was observed in RE/TM multilayers and

heterostructures along with transition metal SFi’s validating the prediction of AOS

in those systems [83]. Shortly after, HD-AOS was also discovered in transition

metal Co/Pt and Co/Ni ferromagnetic multilayers, and Pt/Co/Pt trilayer systems

[84]. Following on from this AOS of systems were categorised to be either single-

pulse or multiple-pulse [85], with single pulse switching generally found in materials

containing Gd and strongly associated with HI-AOS, and multiple-pulse switching

found in a wider range of ferromagnetic and ferrimagnetic thin films alongside both

HI-AOS and HD-AOS behaviour. More recently, in 2020 single pulse AOS was

observed in the ferrimagnetic Heusler alloy Mn2RuxGa (MRG) [86], and the multiple

pulse switching in a Co/Pt layer was optimised as a dual pulse process in 2022 [87].

Furthermore, AOS was also observed in the 2D van der Waals ferromagnet CrI3

in 2022 [88], and single pulse AOS has just been observed in the TM spin value

structure [Pt/Co]/Cu/[Co/Pt] [89] (2023).

2.8.2 Categorisation of All Optical Switching

Observations of AOS are categorised according to whether the material shows he-

licity dependent switching, and whether more than a single pulse is required to see

switching.

As previously mentioned, initial reports of AOS in the rare earth (RE) alloy

GdFeCo were of a single pulse helicity dependent effect [78], but a helicity inde-

pendent AOS was later shown to be possible [80]. Other materials showing single

pulse HI-AOS include the TM/RE SFi Pt/Co/Gd [90], the Heusler alloy MRG [86],
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the RE/TM Tb/Co multilayer based ferromagnetic stacks [91] and SFi’s containing

GdFeCo [92] along with the RE alloy GdTbCo [93].

The other major category is multiple pulse HD-AOS found in Co/Pt multilayers

[84, 94, 95], and also seen in the RE/TM ferrimagnetic alloys and multilayers TbCo

and Tb/Co alongside Co/Ir/CoNiPtCo/Ir TM SFi heterostructures [83]. The single

pulse HI-AOS of a Pt/Co/Pt trilayer is shown in [96], but this result remains an

outlier and it is unclear whether it has been successfully replicated.

The first observation of AOS in a magnetic dielectric was for cobalt-substituted

yttrium iron garnet (YIG:Co) in 2017, with the mechanism of spin switching pro-

ceeding via the precession of the net magnetisation [97]. This is different to the

more generally thermal mechanisms for metals discussed in section 2.8.3.

In 2021, multiple pulse HI-AOS was observed for the first time in a material with

the structure Ni3Pt/Ir/Co [68]. This initiated the study of a new class of materials

consisting of rare-earth free synthetic ferrimagnets (e.g. the materials studied in

chapter 5).

2.8.3 Mechanisms for Switching

In this section an overview for the proposed mechanisms for AOS will be given.

Magnetic Circular Dichroism

(Described in section 2.6.2). The early observations of HD-AOS in GdFeCo [78],

when compared with HI-AOS found later [80] show that under certain conditions,

helicity can have a significant effect on the resulting behaviour. The source of

this helicity dependence was initially thought to be an effective field due to the

inverse Faraday effect. Later it was shown that single pulse all optical switching in

GdFeCo depends only on the amount of energy absorbed by the system but that the

switching threshold is helicity dependent due to the effect of MCD [98]. Therefore

it is the MCD effect in GdFeCo which gives rise to observations of AOS through

its absorption dependence on circular polarisation and resultant asymmetry in the

thermal properties of the pulse incident on the sample, that is to say that it is a

helicity dependent thermal mechanism. As both MCD and the inverse Faraday effect

(IFE) result from circular polarisation, it can be difficult to distinguish between the

effects of each without close examination of the circumstances that result in AOS.

Inverse Faraday Effect

The inverse Faraday effect (IFE) is the generation of a magnetic field in a material

resulting from the influence of a circularly polarised light [99]. This is the inverse

process of the Faraday effect, where during the interaction between light and ma-

terial, the magnetisation of the material effects the phase of incoming light. The
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first observation of this effect in a nonabsorbing (MCD independent) material was

reported in Eu+2:CaF2 in 1965 [100]. As previously mentioned, early reports of AOS

in GdFeCo ascribed the effect to an effective field generated by the IFE in the mate-

rial. While it subsequently came to light that MCD is the mechanism for the helicity

dependence observed in those systems, the IFE model has continued to see use as a

mechanism to explain multiple pulse HD-AOS seen in TM multilayer systems [101].

An ab-initio theory of IFE [102] provided evidence that IFE is strongly material and

frequency dependent, and also that it induces both spin and orbital magnetisations

with different behaviours. That ab-initio theory has been used to explain AOS in

FePt nanoparticles [103]. In that study it is stated that the small number of pulses

required for AOS indicates that it cannot be solely due to MCD, requiring also IFE.

The form of effective magnetic field resulting from IFE was examined in [75], which

discusses a field which remains acting on the magnetisation even after the duration

of the incident pulse is complete. This is explained as the result of an optothermal

and optomagnetic coupling. That study was motivated by the realisation that an

extended effective field duration is required, or else the B-field needed to switch the

magnetisation on a femtosecond timescale is unphysically high. In 2019 a study was

performed on a TM SFi where the helicity dependence (assumed to arise through

IFE) can be varied by tuning the thickness of FM layers [104]. This is thought to

be the result of modification of the Curie temperature of the layers, with a helicity

independence appearing when the Curie temperature different layers are matched.

Compensation point effects

It has been claimed that heating above a compensation point is a condition for AOS

in some systems, including the RE-TM alloys GdCo [105] and TbCo [81]. While this

appears to be a requirement for those systems, it is far from a general requirement

as crossing over the compensation point has been shown not to be a requirement

for AOS in GdFeCo [80], and AOS is well established in other ferrimagnetic samples

where a compensation point does not exist [82, 106].

Transient ferromagnetic-like state

It was shown in 2011 by element specific XMCD measurements that a precondi-

tion for AOS in GdFeCo is the appearance of a transient-ferromagnetic state [107],

where for a period of time in the picosecond scale dynamics after optical demag-

netisation, the two sublattices briefly align. This leads to switching as the rate of

remagnetisation during the realignment differs. As the antiferromagnetic coupling

begins to dominate once again, the resulting dynamics direct the magnetisation of

the ferrimagnet in a fashion opposite to that existing prior to interaction with the

pulse. In 2012, observations of HI-AOS in GdFeCo showed that the reversal could

be accounted for as a purely thermal effect [80], which was put down to the transient
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FM state. The transient ferromagnetic state is a consequence of angular momen-

tum transfer between sublattices in a ferrimagnet. A general theoretical framework

for the dynamics in sublattices was introduced in [108]. That study differentiates

between dynamics with exchange coupling and relativistic origins and determines

that sublattice dynamics are distinct in the relativistic regime, and strongly coupled

in the exchange regime, allowing for the appearance of the transient ferromagnetic

state. By extension of that framework, it was shown that AOS of a ferrimagnetic

alloy is due to the transfer of angular momentum from TM to RE sublattice [109].

In [110], the transfer of angular momentum was modelled in a microscopic fash-

ion revealing the role of a two-magnon bound state in angular momentum transfer,

and the pulse fluence and composition of GdFeCo under which it, and thereby the

transient ferromagnetic state and AOS can occur.

Spin current driven

In some synthetic ferrimagnets a spacer layer is positioned between the ferromagnetic

layers. The transfer of angular momentum between these layers in AOS can occur

during demagnetisaion by means of a spin current. Demagnetisation of a layer

causes it to act as the source of a spin angular momentum, which can then flow

to the other ferromagnetic layer. The laser pulse induced spin current mechanism

was first shown in 2008 to speed up the demagnetisation rate in Co/Pt multilayers

[111]. After this, the effect was shown to enhance the magnetisation in the Fe layer

of Ni/Ru/Fe [112]. In 2014 the spin current was shown to be a thermally driven

effect [113]. In 2018 spin mediated single pulse HI-AOS was demonstrated in the

spin valve [Co/Pt]/Cu/GdFeCo [114], in the absense of exchange coupling between

[Co/Pt] and GdFeCo layers. The mechanism was further explored in 2020 when

GdFeCo/Cu/FM spin valves were studied more generally, and showed that layer

Curie temperature and thickness, along with pulse duration, play important roles

in the capacity for AOS [115]. In that study, AOS was observed for many FM

layer structures and for a significant range of pulse widths between 35fs and 1ps.

A deterministic direction of spin current driven single pulse HI-AOS was shown

for a range of pulse fluences above the critical fluence in a [Co/Ni]/Co/Cu/Co/Gd

stack [116]. The deterministic switching results from the effect of the spin current,

hindering switching when [Co/Ni] and Co/Gd are aligned parallel, and assisting

it when antiparallel. Above a second fluence threshold the spin current effect is

overcome and toggle switching between P and AP states is observed. Recently, spin

current was identified as the mechanism in a multiple pulse HI-AOS for the RE free

stack Ni3Pt/Ir/Co [68].
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Helicity Dependent Domain Wall Motion

The multiple pulse HD-AOS found in ferromagnetic multilayers takes place in a

two part process [85]. In the first part, the sample undergoes a cumulative thermal

demagnetisation on the arrival of each pulse. In the second part, the demagnetised

region remagnetises in a helicity dependent process. The remagnetisation by subse-

quent pulses is a helicity dependent cumulative process, and takes many more pulses

to occur than the initial demagnetisation (around 10× more pulses in Co thin films

[85]). It was shown that the demagnetisation is due to a multiple-domain forma-

tion within the area probed, and the remagnetisation was postulated to result from

a helicity-dependent domain wall motion resulting from MCD and/or IFE. These

dynamics were confirmed in [117], where the demagnetisation process in [Co/Pt]

multilayers nucleates domains with a 50nm radius. This is followed by the slower

helicity dependent remagnetisation process driven by domain wall propagation with

down to 3nm radial growth per pulse, which eventually leads the multiple domains

to merge into a single domain. Domain wall propagation was shown to to be driven

by a thermal gradient, with motion from cooler to hotter regions leading to the

movement of nucleated domains towards the centre of the Gaussian spot, with the

helicity dependent growth of domains due to MCD [95]. In [118] the properties of

the induced domain wall motion were shown to also depend on domain wall pinning,

and IFE was given as an alternative reason for domain wall motion while pointing

out that the direction of motion due to MCD is unclear. A recent study explores

the domain wall motion through a thermal gradient in greater detail [119].

2.8.4 Criteria for All Optical Switching

Domain and/or laser beam size

In multiple pulse HD-AOS ferromagnetic multilayer systems, it was found that the

size of domains formed during cooling after the application of a pulse is critical to the

ability to see switching [94]. The criterion for switching was that the size of domains

formed should be larger than the laser spot size, else thermal demagnetisation (a

multidomain state) will occur. The size of domains in Co/Pt multilayer thin films

is strongly dependent on the thickness of the film, with lower thickness films having

larger domains as a result of the balance between dipolar and domain wall energy.

The number of multilayers or else thickness of layers in a stack can therefore be

reduced in certain circumstances in order to meet this criterion. The report of

single pulse HD-AOS in Co shown in [96] meets this criterion, further highlighting

the importance of the domain size for AOS in ferromagnets.

61



Pulse Duration

It was initially thought that ultrafast (sub-picosecond) pulses were part of the cri-

teria for AOS, due to a need for a strong non-equilibrum effect on the electrons

[78, 120]. However over time a body of evidence has built to suggest that while

non-equilibrium processes are important, such a strong non-equilibrium of electrons

as earlier estimated is not required, and as such picosecond pulses are also sufficient

for AOS [121, 122, 123]. Pulses of width up to 12.5ps are shown to induce AOS

in GdFeCo in [122]. Despite this, pulse duration can still play an important role,

particularly for multiple pulse switching as shown by [74] for Co/Pt multilayers,

where the fluence range for AOS is broadened with increasing pulse duration.

Pulse repetition rate and ambient temperature

For samples showing multiple pulse switching, an increase in the repetition rate cor-

responds to an increase in the number of pulses interacting with the system in a given

time interval, therefore AOS can become more likely for shorter periods of beam ex-

posure, as the cumulative effect of the pulses occurs more quickly. Furthermore, the

reduction of time between pulses can have the additional consequence of reducing

the ability of the sample to cool, thereby modifying the ambient temperature which

itself plays a role in the rate of domain wall motion via the thermal gradient [95].

Ambient temperature also plays a role within ultrafast demagnetisation, being able

to significantly affect the demagnetisation dynamics and thereby AOS [124]. This

is explained within the framework of the microscopic three temperature model (see

section 2.7.2) as a transition from type I to type II dynamics at higher ambient

temperatures when thermal equilibration of spins can no longer occur within the

time taken for electron-phonon equilibration.
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Chapter 3

Experimental Techniques

3.1 Vibrating Sample Magnetometer

A vibrating sample magnetometer (VSM) device works on the principle of Faraday’s

law of induction. As shown in figure 3.1, the vibration of a magnetic sample induces

a voltage detected by pickup coils, which is used to determine the magnetisation of

the sample. A uniform field is applied to the sample by an electromagnet, and the

electromotive force induced by the sample is plotted as the output while the input

field is swept. The induced voltage is proportional to the magnetic moment of the

sample, so comparison to the voltage produced by a reference sample can be used

to calibrate the system and determine the moment of the sample under study.

After calibration, the system outputs the magnetic moment in emu, which can

be converted to magnetisation in SI units by use of the equivalence of units

moment[emu]

volume[cm3]
= 1000[A/m]. (3.1.1)

Hence

µ0M [mT ] = µ0
moment[emu]

volume[cm3]
(3.1.2)

is used to find the magnetisation of the sample in terms of the known values of

magnetic moment and sample volume.
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(a)

(b)

Figure 3.1: A schematic of the vibrating sample magnetometer (VSM) setup. The
sample is mounted on a quartz rod between the poles of an electromagnet and pickup
coils (shown in the inset) which measure the field induced by the vertical oscillation
of the sample.
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3.2 Wide Field Kerr Microscopy

Wide field Kerr microscopy is a useful non-destructive technique for the real time

imaging of magnetic domain formation and changes to the magnetic state of a local

area of a sample at depths of up to 20nm (the penetration depth of light in metallic

materials) [1]. Here we use white LED light as a probe, and a dry objective lens,

giving a good spatial resolution with the ability to resolve domains as small as 350nm

according to the Rayleigh criterion (taking the average wavelength as 550nm, and

NA=0.95). The usual limitation of this technique is of the small 20nm probed depth.

However this is not a concern in this study as the thickness of the thin films used

(table 5.1) are of the order of 20nm. The signal is detected and digitised by a CMOS

camera allowing for quantitative analysis.

The setup used in this study, shown in figure 3.2, consists of an Evico Magnetics

magneto-optical Kerr microscope & magnometer system, positioned on a mechani-

cally damped optical table, which is used to observe the magnetisation changes in a

sample due to either an external field applied by a perpendicular coil, or an ultrafast

laser applied to the area of the sample within the field of view.

3.2.1 Wide Field Kerr Microscope Optics

The optics of the microscope in the wide field Kerr microscopy (WFKM) setup are

shown in figure 3.3. A brief overview of the experimental optics between the light

source and dectector will be given.

Light source

A white LED light source is used to illuminate the sample for the purpose of WFKM.

The LED’s are housed in the lamp controller, and the light is guided into the WFKM

using glass optical fibers. The fiber outputs are arranged in a cross pattern and by

choosing the active LED’s the Kerr geometry can be defined as shown in [3]. In

this study the samples of interest have strong perpendicular magnetic anistropy and

therefore pure polar contrast is desired in order to view the changes to out of plane

magnetisation. A pure polar contrast can be achieved by a symmetric activation of

LED’s, with equalised luminous intensity. The LED’s can be individually brightened

and dimmed within the Evico software to manually ensure equalisation by measure-

ment of intensity in the raw output of the CMOS camera. In all WFKM images

shown in chapter 5, the four central LED’s are illuminated to give a symmetric in-

cidence of white light on to the sample, corresponding to a polar Kerr contrast that

corresponds to the out-of-plane magnetisation of the sample.
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Figure 3.2: A schematic to show the experimental setup of the wide field Kerr
microscope (WFKM). The sample is placed beneath the objective lens of the WFKM
microscope, on top of a piezo-electric stage and positioned within the perpendicular
coil. A laser beam is brought to the sample to study the effect of optical exposure
upon the magnetisation. The beam enters at the bottom right, and is brought to
the height of the optics using a periscope. The top mirror of the periscope is also
used to control the beam position in the camera’s field of view. After the periscope,
the beam is passed through a half waveplate, linear polariser and quarter waveplate
to set the fluence and polarity of the incident beam. A lens after these optics is used
to focus the beam onto the sample.
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Figure 3.3: This diagram shows the optics of the WFKM. Part (a) shows the path
of light from the light source, onto the sample. The light source (i.e. lamp) in
the Evico WFKM setup consists of a crossed array of white LED’s. The light is
polarised and then reflected onto the sample. Part (b) shows the path of the light
reflected from the sample before it is captured by the microscope for measurement.
The compensator and analyser convert the Kerr rotation into an intensity contrast
in the image formed at the output. Figure reproduced from [2].

Polariser

The LED light is linearly polarised within the WFKM before it illuminates the

sample. This allows the use of polarising filters to later produce contrast in the

image reflected from the sample surface, which varies across the image depending

on the polarisation (Kerr) rotation.

Objective lens

An objective lens is then required both to focus the LED light onto the sample, and

to gather the light required to produce the microscope image after reflection from the

sample. A number of objective lenses can be chosen to mount into the microscope

based on the geometrical and magnification requirements of a given experiment.

When using the heater or cryogenic stages (section 3.2.2) usage is limited to a long

working distance lens, as the space requirements of the vacuum system, in particular

the cap above the sample, limits how close the lens can be brought to the sample.

Furthermore in the experiments shown, a long working distance lens must be used

to allow space for the path of the pump beam. In the majority of WFKM images

shown in chapter 5, a 20x magnification long working distance objective lens was

used, with the remainder using a 50x magnification long working distance lens.
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Compensator

The light collected by the microscope then passes through a compensator and anal-

yser. The action of a compensator is to modify the phase difference between the

orthogonal components of light in a variable fashion. In the WFKM setup, the light

collected by the objective lens is passed through a compensator which is used to

optimise the magnetic contrast by balancing rotation and ellipticity contributions

to total intensity.

Analyser

The analyser is the component that converts the Kerr rotation of light reflecting

from the sample into an intensity contrast. The compensator is introduced prior

to the analyser to make it possible to linearise or otherwise change the ellipticity

of the reflected light. The analyser will give maximum contrast when the linear

polarisation of one of the domains in the sample is orthogonal to the transmission

axis of the analyser, so that light from that domain is brought to extinction, and

light from domains of other magnetisation (and hence Kerr rotation) pass through

increasingly easily with larger rotations. However, setting the analyser close to

extinction will strongly reduce the signal and therefore the setting should be chosen

to achieve the optimum balance of contrast and signal intensity for each sample.

CMOS Camera

A complimentary metal-oxide-semiconductor (CMOS) camera is then used to digi-

tise the light signal that passes through the analyser. Pixel binning is set to 2x2

resulting in 960 x 600 pixel images with a readout speed of 130 frames per second.

The lateral resolution with this camera and settings when using a 20x/0.5 (mag-

nification/NA) is 1.17µm, which is improved to 469nm when using a 50x/0.8 lens

[4].

3.2.2 Heating/Cooling Stage and Controller

For measurements at reduced temperatures a cryostat can be used. Liquid nitrogen

is used as a coolant for temperatures down to 80K, and the flow rate is controlled

using both a needle valve at the transfer line between dewar and cryostat, and a

magnetic proportion valve at the nitrogen outflow. Measurements at temperatures

up to 875K are possible when using the heating stage. Both heating and cooling

stages operate under a < 10−5 mbar vacuum using a Pfeiffer HiCube 30 Eco pump

and are temperature stabilised using a CryoVac TIC 500 PID controller. The sample

is mounted onto a copper plate using silver paste which is placed onto the sample

holder of the stage and fixed in place with a threaded ring to ensure good thermal

conductivity. A tube with glass window is screwed in over the sample and used
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to close the space required to hold a vacuum at the sample position. The vacuum

and cooling systems introduce large vibrational modes to the setup owing to their

pivoted nature and vacuum tube connections. These vibrations are limited as far as

possible by the use of cable ties to fix the position of electrical wires, and a spring

support for the stage in order to couple the motion of the stage to the mechanically

damped table.

3.2.3 Piezo Stage

Mechanical stabilisation is critical for the use of the difference-imaging procedure.

A piezo-electric stage is used to further limit both vibrations and larger scale drift

of the sample (due to thermal instability) during measurement. A reference image

is provided to the piezo controller, and a sample defect or some other feature in the

image is identified and chosen as a reference area. When stabilisation is activated,

the piezo stage will move the sample to align the feature with its position in the

reference image, and can travel up to 40µm from the central position horizontally or

vertically (or some combination of the two). The piezo stage can also be controlled

through the Evico software to change the position of the sample. This can be used

to repeatably prepare the position at which the sample is exposed to the beam, with

higher accuracy of both position and rate than when controlling the position of the

beam using the mirrors shown in figure 3.3.

3.2.4 Perpendicular Coil

A magnetic field is used to prepare magnetisation states for optical exposure, to

form domains for imaging, and for hysteresis measurements (section 3.2.8). A per-

pendicular coil with 104mT maximum field was used despite its low maximum field

because of the lack of remanent field. Observations of AOS require no applied field

during optical exposure, and to remove the potential for small biasing fields it be-

comes critical that the field from the coil vanishes when the power to the coil is

removed. An input voltage to field calibration for the perpendicular coil was per-

formed by another group member using a Lakeshore 421 gaussmeter when it was

first used in the setup.

3.2.5 Pump Beam Optics

An ultrafast laser is used to pump the magnetisation dynamics in experiments

searching for AOS. A brief overview of the experimental optics between the laser

source and dectector will be given.
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Laser system

An ultrafast Monaco laser with 1035nm wavelength and output power set to 1.1W

fluence was used. This system has variable pulse width, with a 280fs lower bound,

and repetition rate between 10kHz and 1MHz. An optical parametric amplifier can

be used to vary the wavelength, however only the unmodified 1035nm output was

used here.

Sweeping mirror

A mirror prior to the half waveplate is used to direct the beam through the set of

four optical components before the final mirror directing the beam to the sample.

This mirror was used to sweep the beam owing to its convenient location next to

the computer workstation used to control the WFKM software. A basic check was

performed to confirm that the travel range is sufficient to avoid clipping of the

beam. A power meter located in the beam path after the quarter waveplate (λ/4

in figure 3.2) reported no drop in power for changes in the direction of the beam

corresponding to movements of the focused beam position across the full field of

view of a 20× magnification long working distance lens.

Half waveplate and linear polariser

A linear polariser is used to prepare the beam with p-polarisation. A half waveplate

immediately prior is used in combination with the polariser to attenuate the beam to

a desired power value with 5mW uncertainty, measured using a power meter placed

between the quarter waveplate and focussing lens. The power values corresponding

to different half waveplate settings were checked daily and required minimal updating

indicating a high stability of the Monaco laser output power, although it is important

to note that daily beam drift was common and required daily mirror re-alignment

into the setup.

Quarter waveplate

A quarter waveplate preceding the focusing lens is used to set the circular polarisa-

tion. It should be noted that due to the grazing incidence of light onto the sample the

polarisation of light reflected from the sample is elliptical, not completely circular

[5].

Focusing lens

Once set with the correct polarisation the beam is focused on to the sample with

a spot size that is small when compared to the field of view of the microscope. A

lens with variable position along the beam path is used to focus the beam onto the
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sample. The spot size can be modified (i.e. focused and defocused) by changing the

position of the lens along the beam path.

Beam profiling

A beam profiler was set up at the position of the sample in order to determine the

spatial profile of the focused beam. The beam spot size was found to have 116.4µm
1/e2 width (average diameter of the elliptical shape).

3.2.6 Signal Generator

A signal generator can be used to control the number of beam pulses applied to the

sample. It is used in all static beam measurements, and in measurements where the

repetition rate is set to 1MHz. Since one ultrafast pulse occurs every 1µs, setting a

square trigger signal for Nµs, results in N pulses applied to the sample.

3.2.7 Image Processing

The raw contrast of the WFKM signal is often found to be weak. In order to improve

the contrast, background removal is commonly used. To do this, a background

(reference) image is taken of the sample in a monodomain state. That image is

then subtracted from later images as the magnetisation changes. This results in an

image free from sample defects, in the best case showing purely magnetic contrast. In

practice, resulting images in the polar MOKE setup can have additional contrast due

to MOFE in the objective lens (often appearing as a field dependent signal offset),

and any displacement of the sample will result in clear contrast due to defects in

the sample. Despite best efforts to reduce sample displacement using a piezoelectric

stage mentioned in section 3.2.3, displacements can still occur. In such instances,

the displacement between images can be removed in postprocessing through the

use of scale-invariant feature transform (SIFT) alignment [6, 7]. This technique is

available as a preinstalled plugin for the Fiji image analysis software [8, 9]. It works

by overlappping images with the background image through feature matching. This

can be done before performing the background subtraction manually, as opposed

to using the automated process offered by the Evico WFKM software. Averaging

over a number of images can further improve image contrast and the background

subtraction procedure can be applied to averaged background and measurement

images for best results. The number of images averaged in measurement images

varies throughout the figures shown in chapter 5, but is usually 16 for domain and

optical exposure measurements, and 2 for images used to form hysteresis loops. In

order to understand the results of optical exposure measurements, the magnetisation

states corresponding to certain contrasts should be well understood. To do this two

main procedures to quantify the contrast between states have been used. The first
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is to use the WFKM setup to perform hysteresis measurements with the background

removal procedure applied, and to take the difference in contrast before and after

switching events in order to quantify the contrast change required to confirm a given

event. The second procedure is to use a bias field combined with optical exposure

to write to a (background removed) monodomain state, and use the line profiling

procedure in ImageJ [9] to determine the contrast change at the domain wall. Once

quantified, changes to contrast due to beam exposure can be compared in order

to determine whether switching or demagnetisation occurs. Once the difference

between states is known and the states within images have been identified, images

can be prepared for presentation by applying post process contrasting to the images.

In ideal cases, the contrast between domains is large enough that two Gaussian peaks

can be resolved in the image histograms. It is then trivial to determine the contrast

procedure, as a good contrast can be achieved by limiting the colour range between

the average values of the two peaks. When the peaks cannot be resolved, best

judgement of the level of contrasting is used.

3.2.8 Hysteresis Measurement

Hysteresis loops can be obtained by taking images as the magnetic field is swept.

The images used are raw measurement images without background removal. The

average contrast of the entire 960x600 pixel images is determined using ImageJ [9].

First the loop is closed by determining the difference between the start and end

of the loop and subtracting a line from the data with gradient calculated from the

range of average contrast and number of field values. Next a quadratic function

is fit to the entire data set using gnuplot [10]. The quadratic is removed from the

contrast measurements and a state which should take constant value is identified

from the resulting loop. A line is fit to that section of the loop and the line fit is

removed from the entire data set resulting in the kind of loop seen in this work. The

background removal steps along with an example hysteresis loop are shown in figure

3.4.

3.2.9 State Preparation

For certain experiments the specifics of the magnetic field history can have a large

influence on the resulting measurments. In order to repeatably prepare a state under

repeatable conditions a Python 3 script was produced to automate the process of

changing the magnetic field. The script makes use of the ‘pyautogui’ library to set

an applied field and wait for a specified amount of time before advancing. This

script was later extended to make use of the piezo stage, so that domain walls could

be repeatedly prepared before exposure, and to position the (beam on the) sample

at repeatable locations for static beam measurements. Scripts (shown in appendix
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(a) (b)

(c)

Figure 3.4: A visual outline of the background removal used to produce hysteresis
loops from WFKM data. The blue squares in panel (a) show the average (16 bit
integer) grayscale value determined from each WFKM image taken as the magnetic
field is swept from +104mT to -104mT and then back to +104mT. The red line in
(a) shows a quadratic fit to the entire set of grayscale values, which is then removed
from the data shown in panel (b). In that panel a set of data shown as yellow
squares are chosen to take a linear fit (red line) which in turn is removed from the
grayscale values resulting in the loop shown in panel (c), in which the y-axis has also
been inverted to match with conventional hysteresis loop plots in which maximum
magnetic signal correspond to maximum applied field and vice versa.
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C.1) were based on the use of pyautogui presented in [11].
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3.3 Time-Resolved Magneto Optical Kerr Effect

The time resolved dynamics shown in this work were measured with the following

setup, shown in figures 3.5 and 3.6.

3.3.1 Laser System

The ability to observe ultrafast phenomena depends critically on the choice of

laser system, as the temporal resolution is limited by the pulse duration of pump

and probe pulses. In order to generate ultrashort pulses a Coherent Reg-A 9040

Ti:Sapphire amplifier is used to optically amplify seed pulses from a Coherent Vitara-

T ultrashort pulse Ti:Sapphire Oscillator. Both oscillator and amplifier are pumped

by a Coherent Verdi V18 diode-pumped solid-state (continuous wave) laser [12],

which outputs a 532nm wavelength beam of up to 18W output power. The output

of the Verdi is set to 16W and is split into separate 5.3W and 10.7W beams using

a beamsplitter. These two beams are routed to pump the oscillator and amplifier

respectively. The nominally 800nm wavelength and < 20fs width pulses from the

Vitara are streched in a separate unit before being routed to the Reg-A amplifier,

where a chirped-pulse amplification technique is used to generate amplified pulses

with 100kHz repetition rate. These pulses are then passed back into the pulse com-

pressor unit to once again obtain ultrafast pulses with 50fs width and average power

of approximately 600mW. The laser setup is shown in figure 3.5.

After recompression, the beam is passed through a beamsplitter where the beam

is split into pump and probe paths. In the following sections, the different compo-

nents that interact with the pump and probe beams as they take a path through

the setup will be discussed.

3.3.2 Pump Path

Delay stage

For time-resolved pump-probe measurements, a tunable delay is introduced between

the pump and probe beams so that the effects induced by the pump can be measured

at different times before, during and after a pump pulse interacts with the probed

region of the sample. To introduce this tunable delay, a Newport IMS600CCHA mo-

torised linear stage is placed within the pump beam path. A retroreflector mounted

on the stage can be positioned with a travel range of 600mm to increase or decrease

the path length of the pump beam by a total of 1200mm, while the path length

of the probe remains constant. This corresponds to delay times of up to 4ns. The

minimum incremental motion of the stage is 0.2µm, corresponding to 7fs resolution.

The stage is used in the pump path rather than the probe path to avoid fluctuations

in signal at the detector which would be strongly affected by flutuations in the probe
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Figure 3.5: This schematic shows the laser system setup used for TR-MOKE. The
Verdi-V18 acts as a pump for both the Vitata-T oscillator and RegA amplifier,
and its 512nm output is split between the two. The 800nm Vitara-T ultrashort
pulse output is temporally streched before being used to seed the RegA. The RegA
amplifies the power of the beam, and its output is sent to the compressor to reduce
the pulse width back to an ultrashort value. The output from the compressor is
used in the TR-MOKE experiment as shown in figure 3.6

path due to vibrations in the mechanical stage. Once the pump and probe beams

are overlapped, the full range of the delay stage must be tested to ensure that beam

overlap remains constant.

Chopper

An optical modulator is required to improve the signal to noise ratio. When used

with the LIAs, this repetitive signal can be extracted (see section 3.3.4), with a

strong improvement to the signal to noise ratio. Here a Thorlabs MC1000 Optical

Chopper is used with a 10 slot blade. A frequency of 520Hz was found to be suitable

for measurement.

3.3.3 Probe Path

Optical Parameteric Amplifier

After the beam is split, the part of the beam used for magnetisation probing is

first passed through an optical parametric amplifier (OPA), which contains a second

harmonic generation unit used to halve the wavelength from 800nm to 400nm. In

this way the measurements constitute a two-colour pump-probe experiment.
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Figure 3.6: Schematic of the optical setup of the TR-MOKE experiment. The
output from the compressor (see figure 3.5) is split between a pump (red line) and
probe (blue line) beam. The pump beam is passed through a delay stage to allow
for control of temporal overlap and delay between the two beam paths. It is then
modulated at 520Hz frequency by an optical chopper, set at a horizontal linear
polarisation and focused onto the sample by a lens. The probe is transformed into
a 400nm beam using the second harmonic generation unit within an OPA, set to
vertical polarisation and reflected from the sample. The reflection from the sample is
then directed into the bridge detector. The sample is positioned in between the poles
of an electromagnet, so a field can be applied during measurments. The geometry
of the polar electromagnet can be seen in this figure.
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Polariser

The probe beam is s-polarised using a linear polariser before illuminating the sam-

ple at a 15° angle of incidence, which allows for both polar and longitudinal MOKE

components in the signal which have greater relevance for ultrafast demagnetisa-

tion (with a polar electromagnet) and precession measurements (with a longitudinal

electromagnet) respectively.

Filter

Immediately prior to the detector is a filter used to attenuate light at 800nm which

may scatter from the sample towards the detector. This can greatly improve the

signal to noise ratio under certain reflection conditions.

Detector

The reflection of the probe from the sample is passed into a bridge detector which

uses a Glan-Thompson polarising beamsplitter to separate the beam into orthog-

onally polarised components. Those components are directed into separate photo-

diode detectors resulting in voltage signals A and B. The electric circuit of the

detector transforms these signals into two more signals, A − B and A + B which

are sensitive to rotations of linear polarisation, and intensity changes of the beam

respectively. Owing to the magneto optical Kerr effect, changes in A − B are pro-

portional to changes in the magnetisation of the sample in the probed region, while

the A+B reading is proprtional to the laser source power and changes to the sam-

ple reflectivity. Before measurements begin, it is important to null the detector by

rotating it until the A-B signal is zeroed.

3.3.4 Lock-in Amplifier

The signal in TR-MOKE measurements is very small compared to background noise,

therefore ametek lock in amplifiers (LIA) are used to determine the signal occuring

at the 520Hz reference frequency set by the pump modulator. The sensistivity of

the LIA is set manually, and the output reading is a percentage of this value. Fur-

thermore, the LIA reports the root mean square value of the sinusoidal signal rather

than a peak to peak value. For those reasons the voltage (V) in volts corresponding

to static beam measurements is recovered by

VA−B = LIA signal× LIA sensitivity

100
× π√

2
. (3.3.1)
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3.3.5 Demagnetisation Signal

This signal can be converted into a demagnetisation signal if a static (non-pumped)

MOKE loop is taken with the same average A+B level. In the example of a square

loop, the difference in A-B readings between the two saturated states is twice the

expected change in signal for the sample to be fully demagnetised from its satu-

rated state. In TR-MOKE measurements where the sample is saturated between

applications of the pump beam owing to a continuously applied saturation field, the

percentage demagnetisation (D) can be determined by

D = 100× VA−B

half loop height
. (3.3.2)

3.3.6 Kerr Rotation Signal

Kerr rotation signal can be determined for a given A+B by the calibration of changes

in A-B for a known amount of rotation. Such a rotation can be performed by

mechanical rotation of the detector, as this is geometrically equivalent to a rotation

of the linearly polarised signal entering the detector.

3.3.7 Setting the Beam Fluence

A beam profiler was used at the sample position to determine the 1/e2 width of the

pump and probe beams (shown in figure 3.7). The ratio of pump to probe sizes

ranged between 2:1 and 3:1, as is best practice to ensure continued overlap over the

course of an experiment (overlap might otherwise be lost due to beam drift). The

following formula can be used to convert between power (P) and peak fluence (F)

F [mJ/cm2] = 100× 2× P [mW]

R[MHz]× A[µm2]
, (3.3.3)

where R is the pulse repetition rate, and A = π
(
D
2

)
is the area of the beam where D

is the 1/e2 width (diameter) of the beam in µm. The factor of 100 in equation 3.3.3

is for conversion of units, while the factor of 2 is to convert from average fluence of

a Gaussian beam to the peak value at the beam centre.

The fluence of the pump beam is critical to the dynamics it will induce. In order

to control the beam fluence, a neutral density wheel (variable) attenuator prior to

the delay stage was used in combination with a power meter, to set the average

power as desired. From the average power, the beam fluence can be determined

by equation 3.3.3. The selection of probe power must be sufficient to avoid large

fluctuations in signal due to noise received by the detector, but small enough that it

does not give rise to any dynamics that would be picked up during the measurement.

Two neutral density wheel attenuators located after the OPA were used to achieve
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(a) (b)

Figure 3.7: Beam profiles in the TR-MOKE setup taken at the position of the sample
using a beam profiler camera. Panel (a) shows the pump beam with 102.5µm 1/e2

width. Panel (b) shows the probe beam with 39µm 1/e2 width.

this, and care was taken to limit the DC A+B reading across all measurements to

approximately 500mV.

3.3.8 Electromagnet

Depending on the behaviour under examination, a different electromagnet was used

in order to apply the field to the sample in a particular direction. In demagnetisa-

tion measurements, a polar electromagnet is used to apply a field out-of-plane with

respect to the sample. At the time that most demagnetisation measurements were

made, no Hall probes were available to measure the applied field during experiments.

Instead a Lakeshore 421 gaussmeter was used to calibrate the magnetic field relative

to the applied input voltage to the electromagnet, as shown in figure 3.8. Owing to

remanent magnetisation in the electromagnet, along with reduction in applied field

due to electromagnet heating, there is some level of uncertainty in this calibration.

However, this is not of critical importance for demagnetisation measurements, as

the purpose of the field in these measurements is to remagnetise the sample between

measurements.

For precession measurements a longitudinal electromagnet was used to apply a

field in the plane of the sample. In anticipation of these measurements, F.W. Bell

GH-604 Hall probes were purchased. By the time that these measurements were

performed, the Hall probes had arrived and could be implemented into the setup

to measure the field during time resolved measurements, therefore the field settings

shown for precession measurements have superior certainty. This is critical for pre-

cession measurements as through the Larmor precession formula, the magnitude

of applied field is proportional to the precession frequency. Calibrations for these

probes are shown in figure 3.9.
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(a)

Figure 3.8: A calibration for the polar electromagnet used in the TR-MOKE setup.
The fitting parameters for the line fit (blue line) to the data collected from positive
saturation (orange diamonds) are used to interpolate the field applied in measure-
ments shown in section 5.4.1.
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Figure 3.9: Calibrations for the longitudinal electromagnet used in the TR-MOKE
setup. Panel (a) shows the calibration between input voltage and resulting field
measured using a gaussmeter. A sigmoid function is fit to the data (black line).
Panel (b) shows the gaussmeter field as the voltage in the reference Hall probe
varies. The black dashed line is a line fit to the calibration, and is used to determine
the fields produced by the longitudinal electromagnet in section 5.4.2

.
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(a) (b)

(c)

Figure 3.10: Panel (a) shows an example of time-resolved data containing a preces-
sion signal (black), a fit of equation 3.3.4 to the signal (orange), and the full signal
with the fit removed. Panel (b) shows the section from which the double exponene-
tial fit was removed (black), and a ten-point moving average (blue). Panel (c) shows
the FFT of the ten-point moving average (black) and the two terms on the right
hand side of equation 3.3.5 fit to that FFT (orange and pink).

3.3.9 Precession Parameter Extraction

A Python script was written to extract the precession frequency from TR-MOKE

measurements. First a double exponential background is removed from the data as

shown in 3.10(a). That is the function

f(t) = A1e
−t/τ1 + A2e

−t/τ2 (3.3.4)

was fit to the signal after 6ps (and up to a variable point where the time delay

between measurements points is constant) to obtain the fitting parameters A1, A2,

τ1 and τ2. The resulting best fit is taken from the raw signal. As shown in 3.10(b),

the 10 point moving average is determined for the same time range of the background

removed signal in order to smoothen the curve. The fftpack fast Fourier transform

(FFT) from the scipy (scientific python) library is then applied to the smoothed and

background removed data to convert the signal to the frequency domain. Assuming
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the precession signal is strong, the frequency domain signal is expected to show

a Lorentzian peak at the precession frequency, shown in 3.10(c). Any offset (non

zero average) in the signal to which the FFT was applied will cause a 0Hz, quickly

decaying peak in the frequency domain data. To capture the properties of the

Lorentzian peak associated with the precession, it must be separated from this

decaying signal. To do so, the function

f(ω) = A3e
−ω/ω3 +

A4

(ω − ω0)2 + ω2λ2
(3.3.5)

is fit to the data, (with the term on the left fitting an exponential decay, and

the term on the right fitting a Lorentzian peak). For a successful fit to the FFT,

the extracted parameters A4, ω0 and λ, correspond to the strength, frequency and

damping strength of the precession behaviour respectively.
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3.4 X-ray Magnetic Circular Dichroism

X-ray magnetic circular dichroism is a useful technique for element resolved mea-

surements of magnetisation. This makes it a useful technique for understanding the

behaviour of synthetic ferrimagnet samples studied in chapter 5, where the two fer-

romagnetic layers are composed of elemental cobalt and nickel-platinum multilayers

respectively, allowing the magnetisation of the two layers to be probed indepen-

dently. This elemental resolution results from the tuning of X-ray energy to the

energy required to excite core electrons to the valence band, and the use of circu-

larly polarised X-rays to allow for magnetic sensitivity. The technique is described in

detail in [13] and [14]. Measurements were performed at the ALS facility which uses

a third-generation synchotron light source, and can be configured for fluorescence

yield detection or total electron yield detection.
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3.5 Microcoil Magneto Optical Setup

To test the capability of microcoil devices to switch magnetic samples, a setup was

designed to allow for both transmission and reflection geometry measurements of

magneto-optical signal. A schematic of this setup is shown in figure 3.11. Like in

the setups shown in sections 3.2 and 3.3, the reflection geometry measurements make

use of the magneto optical Kerr effect. For samples that allow the transmission of a

large proportion of light, the detector can be repositioned to collect the transmitted

light, making use of the magneto optical Faraday effect to determine the magnetic

behaviour of the sample.

In this setup both the polar electromagnet and microcoil provide a field perpen-

dicular to the plane of the sample. The sample itself is attached to the microcoil.

For reflective geometry measurements, the beam passes twice through the microcoil

hole, and the sample is necessarily facing towards the device.

Similar to the detector describe in section 3.3, the incoming beam is first sepa-

rated into orthogonal polarisation componenents. Optical fibers then couple these

components to the A and B inputs of an external Thorlabs ‘PDB150A’ balanced

amplified photodetector. This device is capable of high speed measurements of polar-

isation rotations (i.e. A−B) with switchable transimpedance gain settings. Increas-

ing the gain of the detector results in a corresponding reduction in the bandwidth,

i.e. the signal magnitude can be increased at the expense of the ability to observe

phenomena that occur at faster speed. The possible settings (of transimpedance

gain[Ω]/bandwidth[MHz]) are 103/150, 104/50, 105/5, 106/0.3 and 107/0.1. Ideally

the detector should be set to have the maximum gain that is able to accurately re-

solve the time required to switch the sample by passing current pulses through the

microcoil. It is important to note that the gain is reduced by a factor of two into a

50Ω load [15]. This is important with regards to the rigol ‘DS1302CA’ oscilloscope

used to observe the voltage waveform resulting from the magneto optical response,

for which the input resistance can be set as either 50Ω or 1MΩ. When set to 50Ω,

the signal output by the PDB150A detector must be multiplied by a factor of two

to allow proper comparison to the height of MOKE (or MOFE) loops and thereby

determine the switching percentage due to a microcoil pulse.

Measurements made using the rigol oscilloscope can be set to take the average

of 256 traces. The measurements shown in chapter 6 were taken in this average

aquisition mode to reduce the effect of random noise.
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Figure 3.11: This schematic shows the setup used to perform magneto-optical test-
ing of microcoil devices. The linear polariser, polar electromagnet and beam splitter
were previously set up for use in spectroscopic MOKE experiments with a monochro-
mated white light source. To avoid disruption of that setup, a foldable mirror has
been used to allow for the introduction of the 633nm continuous wave output of
a He-Ne laser into the setup. The linear polariser is used to set the beam to a
horizontal polarisation before passing through a beam splitter. Upon first entry to
the beamsplitter, the beam is split into two components. Only the non reflected
component has been shown in this schematic. This beam is then passed into a lens
which focuses the beam onto the sample. The sample is attached to the microcoil,
which is fixed in position between the poles of a polar electromagnet. The posi-
tion of the bridge detector is modified depending on whether the magneto optical
Faraday effect (MOFE) or magneto optical Kerr effect (MOKE) is being measured.
When using MOFE, the detector is placed behind the electromagnet so that the
component of the beam transmitted through the sample is measured. For MOKE
measurements the component of the beam reflected from the sample is passed back
through the beam splitter. The detector is positioned so that the part of the beam
reflected upon second entry to the beamsplitter is measured.
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Chapter 4

Dissipative Magnetisation

Dynamics

4.1 Introduction

In this section, the Heisenberg picture of quantum mechanics will be used to de-

termine the equation of motion for an extended quantum Heisenberg model of a

ferromagnet in a manner similar to that shown in section 2.2.1. The extention to the

model is an inclusion of a continuum environment of quantum harmonic oscillators,

and a generalised coupling between the spins of the ferromagnetic system, and the

displacement of the oscillator enviroment, allowing a dissipative pathway through

which energy can flow to and from the system of spins. Using this approach, it will

be shown that the extended model satisfies the fluctuation dissipation theorem (see

section 2.3.2) for any form of coupling, and that the Landau-Lifshitz-Gilbert-Brown

equation (see section 2.2.2) is recovered as the equation of motion for a particu-

lar ‘Ohmic’ form of coupling. A ‘Lorentzian’ form of coupling will then be explored

and shown to approximate LLGB dynamics under common experimental conditions,

while having more physically realistic properties than the Ohmic type. The conse-

quences of this Lorentzian form of coupling will then be explored in further detail

for a semi-classical single spin system using numerical techniques.

Prior work on derivation of the equations of motion for spin dynamics starting

from microscopic (i.e. quantum mechanical) descriptions was shown by Antropov

et. al. in 1995 [1], and was used to consider finite temperature effects in 1996 [2]

through the use of a classical bath. In 2003, Rebei and Parker developed a model

of spin dynamics from microscopic principles using a path-integral formalism [3]

and couple the spin to a quantum bath in satisfaction of the fluctuation dissipation

relation in a manner similar to the approach taken in what follows.
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4.2 Derivation

4.2.1 Extended Heisenberg Model

The quantum Heisenberg model (equation 2.2.1) contains Zeeman interactions be-

tween spins Ŝj and an external field Bext, and exchange interactions between nearest

neighbour spins Ŝj and Ŝk. Through alignment of the spins with one another and

the external field, the energy of the system is reduced. In this section the Hamilto-

nian of the quantum Heisenberg model will be referred to as the system Hamiltonian

ĤS, written explicitly as

ĤS = −|γe|
∑
j

Ŝj ·Bext −
J

2

∑
⟨j,k⟩

Ŝj · Ŝk. (4.2.1)

As shown in section 2.2.1 this model does not allow for dissipative effects. In order

to rectify this, an open quantum system approach is taken. The Hamiltonian of the

open quantum system is given by

Ĥ = ĤS + ĤR + ĤInt, (4.2.2)

where the reservoir is modelled as a continuum of harmonic oscillators following in

the approach laid out by Huttner and Barnett [4] discussed in section 2.3.3, leading

to

ĤR =
∑
j

∫ ∞

0

dω′

[
P̂

2

j,ω′

2
+
ω′2X̂

2

j,ω′

2

]
, (4.2.3)

which describes a continuous frequency reservoir at each lattice site j, where P̂j,ω′

and X̂j,ω′ are three-dimensional momentum and displacement operators of the reser-

voir oscillator with frequency ω′. The interaction between spin system and the

reservoir is given by

ĤInt = |γe|
∑
j

∫ ∞

0

dω′Cj,ω′Ŝj · X̂j,ω′ . (4.2.4)

That is to say that a bath of harmonic oscillators is coupled through their dis-

placement X̂j,ω′ (i.e. distance from the position of minimum potential energy that

defines the quantum harmonic oscillator, and unlike it’s classical counterpart does

not collapse to zero at low temperatures - see section 2.3.3) to the spins Ŝj of the

lattice, through their direction by means of a dot product component, with coupling

strength Cω. It is important to note that the coupling is in general a rank two tensor

contracted with the spin an reservoir indices, but for simplicity here considered only

as an scalar, avoiding the complexity of coupling between perpendicular components
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of spin and displacement. A description of this kind is able to allow for the flow

of both Zeeman energy and angular momentum of spins to the total energy and

angular momentum of the oscillator bath respectively (and vice versa). In addition,

this form of Hamiltonian allows for the transfer of angular momentum between spins

and environment, which is a requirement for spin damping as alluded to in section

2.3.

To describe the complete motion of the system using the Heisenberg approach,

the effects of each of the three Hamiltonian components ĤS, ĤR and ĤInt, on the

generalised coordinates Ŝi, X̂i,ω and the generalised momentum P̂i,ω must be con-

sidered. This done in the Heisenberg picture of quantum mechanics [5], in which the

evolution of quantum mechanical operators without any explicit time dependence is

given by

dÂ

dt
=
i

ℏ

[
Ĥ, Â

]
. (4.2.5)

Considering the dependencies of each component of the total Hamiltonian, and their

commutation properties, the calculations of the equations of motion can be reduced

to the spin evolution

dŜi

dt
=
i

ℏ

[
ĤS + ĤInt, Ŝi

]
, (4.2.6)

the evolution of oscillator displacement

dX̂i,ω

dt
=
i

ℏ

[
ĤR, X̂i,ω

]
, (4.2.7)

and the evolution of oscillator momentum

dP̂i,ω

dt
=
i

ℏ

[
ĤR + ĤInt, P̂i,ω

]
. (4.2.8)

The time evolution of harmonic oscillator positions is found in the Heisenberg picture

by the calculation of[
ĤR, X̂i,ω

]
=
∑
j

∫ ∞

0

dω′1

2

[
P̂

2

j,ω′ , X̂i,ω

]
, (4.2.9)

where [
P̂

2

j,ω′ , X̂i,ω

]
=
∑

α=x,y,z

[
P̂ 2
j,ω′,α, X̂i,ω,α

]
eα, (4.2.10)

can be reduced using both the commutation identity[
ÂB̂, Ĉ

]
= Â

[
B̂, Ĉ

]
+
[
Â, Ĉ

]
B̂, (4.2.11)
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and the commutator of position and momentum[
X̂i,ω, P̂j,ω′

]
= iℏδijδ(ω′ − ω), (4.2.12)

to [
P̂

2

j,ω′ , X̂i,ω

]
= −2iℏδijδ(ω′ − ω)

∑
α=x,y,z

P̂j,ω′,αeα = −2iℏδijδ(ω′ − ω)P̂j,ω′ ,(4.2.13)

which gives the displacement evolution of harmonic oscillators as

dX̂i,ω

dt
= P̂i,ω. (4.2.14)

Following a similar calculation the reservoir contribution to momentum evolution is

given as,

i

ℏ

[
ĤR, P̂i,ω

]
= −ω2X̂i,ω. (4.2.15)

To complete the momentum evolution, its commutation with the interaction term

in the Hamiltonian must be considered[
ĤInt, P̂i,ω

]
= −|γe|

∑
j

∫ ∞

0

dω′Cj,ω′

∑
α=x,y,z

Ŝj,α

[
X̂j,ω′,α, P̂i,ω,α

]
eα, (4.2.16)

so [
ĤInt, P̂i,ω

]
= −iℏ|γe|Ci,ωŜi, (4.2.17)

and therefore the momentum equation of motion for the Harmonic oscillators is

dP̂i,ω

dt
= −ω2X̂i,ω + |γe|Ci,ωŜi. (4.2.18)

Finally, the motion of the spin due to the interaction Hamiltonian must also be

considered[
Ĥint, Ŝi

]
= −|γe|

∑
j

∫ ∞

0

dω′Cj,ω′

∑
α ̸=β=x,y,z

X̂j,ω′,β

[
Ŝj,ω′,β, Ŝi,ω′,α

]
eα, (4.2.19)

using ∑
α̸=β=x,y,z

[
Ŝj,ω′,β, Ŝi,ω′,α

]
= iℏδij

∑
α ̸=β ̸=ζ=x,y,z

ϵαβζŜj,ω′,ζeα, (4.2.20)
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and

A×B =
3∑

i,j,k=1

ϵijkAjBkei, (4.2.21)

gives [
ĤInt, Ŝi

]
= iℏ|γe|Ŝi ×

∫ ∞

0

dω′Ci,ω′X̂i,ω′ , (4.2.22)

which, when combined with the equations of motion found in section 2.2.1, leads to

the spin evolution

dŜi

dt
= −|γe|Ŝi × B̂eff , (4.2.23)

where

B̂eff = Bext +
J
|γe|

∑
⟨j⟩i

Ŝj +

∫ ∞

0

dω′Ci,ω′X̂i,ω′ . (4.2.24)

Therefore, the time evolution of the system is given by the dependent equations

of motion for the spin evolution (equation 4.2.23), and the displacement (equation

4.2.14) and momentum (4.2.18.) evolution of the frequency continuum of harmonic

oscillators at sites i.

4.2.2 Reducing the Equations of Motion

In order to solve for the motion of spins in the system, the three equations of motion

should be reduced to a single one by substitution. The derivative of equation 4.2.14

is equal to equation 4.2.18, leading to

d2X̂i,ω

dt2
= −ω2X̂i,ω + |γe|Ci,ωŜi. (4.2.25)

This is a second order differential equation in position with respect to time (specif-

ically the harmonic oscillator with frequency ω) at site i, with a forcing function

proportional to Ŝi, the spin at site i through the coupling constant Ci,ω. In the

case where the forcing function is zero, i.e. no coupling between spins and harmonic

oscillators, the solution to the equation

d2X̂i,ω

dt2
+ ω2X̂i,ω = 0, (4.2.26)

is most suitably given in terms of the bosonic ladder operators, âi,ω =
√

ω
2ℏX̂i,ω −

i√
2ℏω P̂i,ω, and â†

i,ω =
√

ω
2ℏX̂i,ω + i√

2ℏω P̂i,ω, the annihilation and creation operators
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respectively. These operators obey the commutation relation[
âi,ω, â

†
j,ω′

]
= δijδ(ω

′ − ω), (4.2.27)

which means that the annihilation and creation operators corresponding to different

spin sites commute, as do those for the same spin site but with different frequencies,

but those at the same spin site and frequency do not. The physical significant of this

commutation relation is an asymmetry in the capacity for creation and annihilation

of bosons [6]. Due to this relation, the time evolution of the ladder operators can

be evaluated as follows. Starting with an alternate form of the harmonic reservoir

ĤR =
∑
j

∫ ∞

0

dω′

(
P̂

2

j,ω′

2
+
ω′2X̂

2

j,ω′

2

)
=

∑
j

∫ ∞

0

dω′ℏω′
(
â†
j,ω′ âj,ω′ +

1

2

)
,

(4.2.28)

and using equation 4.2.5, the time evolution of ladder operators can be shown to be

dâi,ω

dt
=
i

ℏ

[
ĤR, âi

]
= −iωâi,ω, (4.2.29)

and,

dâ†
i,ω

dt
=
i

ℏ

[
ĤR, â

†
i

]
= iωâ†

i,ω (4.2.30)

which can be used to show that

X̂i,ω =

√
ℏ
2ω

(
âi,ωe

−iωt + â†
i,ωe

iωt
)
, (4.2.31)

is the homogeneous solution to equation 4.2.26. This is the solution for a non forced

harmonic oscillator, and can be extended to the solution for a forced harmonic oscil-

lator by consideration of the Greens function. Using the Greens function approach

[7] to forced (inhomogeneous) differential equations, this can be extended to solve

for equation 4.2.25 as

d2G(t− t′)

dt2
+ ω2G(t− t′) = δ(t− t′). (4.2.32)

Using the fundamental property of the Dirac delta function it is found that

L
∫

G(t− t′)f(t′)dt′ =

∫
δ(t− t′)f(t′)dt′ = f(t), (4.2.33)
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where L = d2

dt2
+ ω2 is a linear differential operator, so that if

X̂i,ω = |γe|
∫

G(t− t′)Ci,ωŜi(t
′)dt′ +

√
ℏ
2ω

(
âi,ωe

−iωt + â†
i,ωe

iωt
)
, (4.2.34)

then equation 4.2.25 is satisfied. By substitution into the effective field, the equation

of motion of the spins is given by equation 4.2.23, where the effective field is

B̂eff = Bext +
J
|γe|

∑
⟨j⟩i

Ŝj +

∫ ∞

0

dω′C2
i,ω′

∫
G(t− t′)Ŝi(t

′)dt′

+

∫ ∞

0

dω′Ci,ω′

√
ℏ
2ω′

(
âi,ω′e−iω′t + â†

i,ω′e
iω′t
)
. (4.2.35)

The specific Green’s function is defined according to the differential equation 4.2.32,

which must be solved to determine its form. Starting with a general sinusoidal

solution

G(t− t′) = A sin(ω(t− t′)) +B cos(ω(t− t′)), (4.2.36)

the boundary conditions are set by the requirement to satisfy causality in a physical

system. In order to satisfy this and remain a continuous function, the Green’s

function must vanish at t′ = t setting B = 0. Therefore the time derivative of the

Greens function can be written as

dG(t− t′)

dt
= ωA cos(ω(t− t′)), (4.2.37)

with boundary condition at t′ = t of dG(t−t′)
dt

= ωA. By infinitesimal integration of

4.2.32 about the delta position∫ t+ϵ

t−ϵ

d2G(t− t′)

dt2
dt′ +

∫ t+ϵ

t−ϵ

ω2G(t− t′)dt′ =

∫ t+ϵ

t−ϵ

δ(t− t′)dt = 1. (4.2.38)

In the limit of ε→ 0 ∫ t+ϵ

t−ϵ

ω2G(t− t′)dt′ = 0, (4.2.39)

and therefore by equivalence of the terms on the left and right of equation 4.2.38

dG

dt
(ϵ)− dG

dt
(−ϵ) = 1, (4.2.40)

which is satisfied by the Heaviside step function

dG(t′ = t)

dt
= Θ(t− t′), (4.2.41)
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and therefore the Green’s function is given by

G(t− t′) =
Θ(t− t′)

ω
sin(ω(t− t′)). (4.2.42)

The effective field is therefore given by substitution of equation 4.2.42 into 4.2.35 as

B̂eff = Bext +
J
|γe|

∑
⟨j⟩i

Ŝj

+

∫ ∞

0

dω′C2
i,ω′

∫
Θ(t− t′)

ω
sin(ω(t− t′))Ŝi(t

′)dt′ + b̂i(t). (4.2.43)

4.2.3 Properties of the Effective Field

The effective field can be rewritten in terms of its thermodynamically important

quantities

B̂eff = Bext +
J
|γe|

∑
⟨j⟩i

Ŝj +

∫ t

−∞
K(t− t′)Ŝi(t

′)dt′ + b̂i(t), (4.2.44)

where

K(t− t′) =

∫ ∞

0

dω′C
2
i,ω′

ω′ sin(ω′(t− t′)), (4.2.45)

is the memory kernel through which the dynamics takes a non-Markovian form as

it couples the effective field driving the spin motion to the history of the spin, and

b̂i(t) =

∫ ∞

0

dω′Ci,ω′

√
ℏ
2ω′

(
âi,ω′e−iω′t + â†

i,ω′e
iω′t
)
, (4.2.46)

is the stochastic thermal field.

The relationship between the coupling function and the memory kernel in the fre-

quency space can be shown using the inverse Fourier transform (appendix equation

A.2.2) [8]. In the frequency domain, the memory kernel is given by

K̃(ω) = Re[K̃(ω)]− iIm[K̃(ω)] =

∫ ∞

−∞
K(τ)e−iωτdτ, (4.2.47)

where τ is the delay t− t′. By taking the inverse Fourier transform and identifying

the odd and even parts of the quantity K(τ) by considering the complex conjugate

of K̃(ω), it can be shown that a K(τ) odd in τ takes the form

K(τ) =
i

π

∫ ∞

−∞
Im[K̃(ω)]eiωτdω, (4.2.48)

where the complex exponential can be separated into real and imaginary parts by
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Euler’s formula eix = cos(x) + i sin(x)

K(τ) =
i

π

∫ ∞

−∞
Im[K̃(ω)] (cos (ωτ) + i sin (ωτ)) dω, (4.2.49)

and by the reduction of imaginary terms can be written as

K(τ) =

∫ ∞

−∞

Im[K̃(ω)]

π
(−i cos (ωτ) + sin (ωτ)) dω, (4.2.50)

which is evaluated differently depending on whether Im[K̃(ω)] is odd or even in ω.

For the time domain expression to be real valued, this term must be odd, and as

such it is evaluated as

K(τ) =

∫ ∞

0

Im[K̃(ω)]

π
sin (ωτ) dω, (4.2.51)

which when compared with equation 4.2.45 shows the dissipative part of the memory

kernel to be

Im[K(ω)] =
πC2

i,ω

2ω
. (4.2.52)

Now lets examine more closely the properties of the stochastic field b̂i(t). From

equation 4.2.46

b̂i(t) =

∫ ∞

0

dωCi,ω

√
ℏ
2ω

(
âi,ωe

−iωt + â†
i,ωe

iωt
)
, (4.2.53)

the ladder operators increase and decrease the energy level of the harmonic oscilla-

tors, and obey the commutation relation given in equation 4.2.27. Like any quantum

ladder operators, their meaning is only clear in a statistical sense, and the same is

therefore true of the field b̂i(t), an indication of its stochastic nature. The second

moment of b̂i(t) is given by its autocorrelation function, which characterises its

memory of its value at previous times. In order to calculate the autocorrelation of

the stochastic thermal field, the expectation value of the quantity with a delayed

copy of itself is taken (see appendix A.5 and equation A.5.1). Using the property

⟨âi,ωâj,ω′⟩ = ⟨âj,ωâi,ω′⟩ = ⟨â†
i,ωâ

†
j,ω′⟩ = ⟨â†

j,ωâ
†
i,ω′⟩ = 0, (4.2.54)

the autocorrelation is given as

⟨b̂i(t)b̂j(t
′)⟩ =∫ ∞

0

dω

∫ ∞

0

dω′δijℏ
Ci,ωCj,ω′

2
√
ωω′

(
⟨âi,ωâ

†
j,ω′⟩ei(ω

′t′−ωt) + ⟨â†
i,ωâj,ω′⟩e−i(ω′t′−ωt)

)
, (4.2.55)
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which by use of equation 4.2.27 reduces to

⟨b̂i(t)b̂j(t
′)⟩ =

∫ ∞

0

dωℏ
C2

i,ω

2ω

(
⟨1 + â†

i,ωâi,ω′⟩e−iω(t−t′) + ⟨â†
i,ωâi,ω′⟩eiω(t−t′)

)
, (4.2.56)

and similarly

⟨b̂j(t
′)b̂i(t)⟩ =

∫ ∞

0

dωℏ
C2

i,ω

2ω

(
⟨1 + â†

i,ωâi,ω′⟩eiω(t−t′) + ⟨â†
i,ωâi,ω′⟩e−iω(t−t′)

)
.(4.2.57)

When considering quantum behaviour where physical quantities do not necessariliy

commute, it is important to distinguish the (Hermitian) symmetrised autocorrela-

tion,

⟨b̂i(t)b̂j(t
′) + b̂j(t

′)b̂i(t)⟩
2

=

∫ ∞

−∞
dωℏ

C2
i,ω

2ω
⟨1 + 2â†

i,ωâi,ω′⟩e−iω(t−t′). (4.2.58)

From quantum mechanics [6], the term â†â is the number operator for the Bose-

Einstein distribution, which for a non degenerate system such as a continuum of

harmonic oscillators, has the form

⟨â†
i,ωâi,ω′⟩ = ⟨n̂i,ω⟩δ(ω′ − ω) =

1

e
ℏω

kBT − 1
δ(ω′ − ω), (4.2.59)

from which the inner product on the right hand side of equation 4.2.58 is calculated

to be

⟨1 + 2â†
i,ωâi,ω′⟩ = coth

(
ℏω

2kBT

)
δ(ω′ − ω). (4.2.60)

By substitution of equations 4.2.52 and 4.2.60 into equation 4.2.58, the autocorre-

lation is given by

⟨b̂i(t)b̂j(t
′) + b̂j(t

′)b̂i(t)⟩
2

=

∫ ∞

−∞
dωIm[K̃(ω)]ℏ coth

(
ℏω

2kBT

)
e−iω(t−t′) (4.2.61)

which through the Wiener-Khinchin theorem (discussed in appendix A.5) shows the

symmetrised power spectral density to be

P̃ (ω) = ℏIm[K(ω)]coth

(
ℏω

2kBT

)
, (4.2.62)

indicating by comparison to the formulation by Kubo [8] that the fluctuation dis-

sipation theorem (equation 2.3.7) is satisfied for the dynamics predicted by the
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Heisenberg-Langevin equation (from 4.2.44 and 4.2.23 )

dŜi

dt
= −|γe|Ŝi ×

Bext +
J
|γe|

∑
⟨j⟩i

Ŝj +

∫ t

−∞
K(t− t′)Ŝi(t

′)dt′ + b̂i(t)

 , (4.2.63)
for any choice of coupling function. However, similar to the symmetrisation of

autocorrelation, the spin dynamics must also be Hermitian leading to

dŜi

dt
= −|γe|

2
Ŝi ×

Bext +
J
|γe|

∑
⟨j⟩i

Ŝj +

∫ t

−∞
K(t− t′)Ŝi(t

′)dt′ + b̂i(t)

 + h.c.,

(4.2.64)

where h.c. indicates the Hermitian conjugate of the prior term.

4.2.4 Obtaining the LLG equation

Equation 4.2.64 is a general formula for the spin dynamics containining a free pa-

rameter in the form of the memory kernel K(t − t′) and undefined autocorrelation

behaviour for the stochastic thermal field operator b̂i(t). To determine a predictive

dynamical equation (i.e. define the properties of these two parameters), the coupling

Ci,ω′ between spins and oscillators must be chosen. When the coupling between a

system and a harmonic oscillator reservoir is linear in frequency, it is referred to

as ‘Ohmic’ [9]. Here the dynamics resulting from an Ohmic coupling will be deter-

mined, and shown to result in Landau-Lifshitz-Gilbert-Brown dynamics outlined in

section 2.2.2. Taking a coupling between spins and oscillators linear in the frequency

of harmonic oscillators

COhm
i,ω′ = Λω′, (4.2.65)

where Λ is the coefficient in the linear relationship, gives the time domain kernel

from equation 4.2.45 as

KOhm(t− t′) = Λ2

∫ ∞

0

dω′ω′ sin(ω′(t− t′)), (4.2.66)

which can be rewritten in the form

KOhm(t− t′) = Λ2 d

dt

∫ ∞

0

dω′ cos(ω′(t− t′)), (4.2.67)

KOhm(t− t′) =
Λ2

2

d

dt

∫ ∞

0

dω′
[
eiω

′(t−t′) + e−iω′(t−t′)
]
, (4.2.68)
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KOhm(t− t′) =
Λ2

2

d

dt

∫ ∞

−∞
dω′eiω

′(t−t′). (4.2.69)

Applying the inverse Fourier transform to move from the frequency to the time

domain, noting that the sum of plane waves of all frequncies is a delta function

located at t′ = t

KOhm(t− t′) =
Λ2π

2

dδ(t− t′)

dt
. (4.2.70)

Substituting this expression into the effective field (equation 4.2.44)

B̂eff = Bext +
J
|γe|

∑
⟨j⟩i

Ŝj +
Λ2π

2

∫ t

−∞

dδ(t− t′)

dt
Ŝi(t

′)dt′ + b̂i(t), (4.2.71)

and using the product rule of differentiation

dδ(t− t′)

dt
Ŝi(t

′) =
dδ(t− t′)Ŝi(t

′)

dt
− δ(t− t′)

dŜi

dt
, (4.2.72)

the effective field is found to be

B̂eff = Bext+
J
|γe|

∑
⟨j⟩i

Ŝj +
Λ2π

2

∫ t

−∞

dδ(t− t′)Ŝi(t
′)

dt
dt′−Λ2π

dŜi

dt
+ b̂i(t). (4.2.73)

Taking in to account that the full quantum spin evolution is a Hermitian equation

of motion (equation 4.2.64), it is found that the cross product of Ŝi with the third

term on the right hand side of equation 4.2.73, vanishes because the cross product is

an anti-Hermitian operator. Therefore this term is dropped from the effective field

with no modification to the resultant dynamics

B̂eff = Bext +
J
|γe|

∑
⟨j⟩i

Ŝj −
Λ2π

2

dŜi

dt
+ b̂i(t). (4.2.74)

The spin equation of motion now takes the form of the LLG equation, with the spin

derivative taking the form of damping, and an additional field characterised by its

composition in terms of harmonic oscillator ladder operators. To separate and make

clear the damping part of the motion, the term containing the time derivative of

spin can be removed from the effective field term giving the spin evolution as

dŜi

dt
= −|γe|Ŝi

2
×

[
B̂eff − Λ2π

2

dŜi

dt

]
+ h.c., (4.2.75)

If

Λ =

√
2η

π
(4.2.76)
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then the spin dynamics is given by the Landau-Lifshitz-Gilbert equation,

dŜi

dt
= −|γe|

2

(
Ŝi × B̂eff − ηŜi ×

dŜi

dt

)
+ h.c., (4.2.77)

where the effective field is,

B̂eff = Bext +
J
|γe|

∑
⟨j⟩i

Ŝj + b̂i(t), (4.2.78)

containing the thermal magnetic field b̂i(t)i(t), which has properties characterised

by the power spectral density which can be calculated using equations 4.2.52 and

4.2.62 giving

P̃Ohm
qu (ω) = ηℏω coth

(
ℏω

2kBT

)
, (4.2.79)

which reduces at high temperature (kBT >> ℏω
2
) to the classical form

P̃Ohm
cl (ω) = 2ηkBT, (4.2.80)

which is the frequency independent white noise introduced by Brown [10] into the

LLGB equation which is traditionally used in simulations of magnetic materials to

represent thermal fluctuations (see section 2.2.2).

4.2.5 Beyond LLG Dynamics

As mentioned in section 4.2.4, LLG dynamics results from the case where the cou-

pling function takes a linear dependence on frequency. However, in reality there can

be no coupling between system and reservoir at infinitely high frequencies, as that

would imply that the system can respond infinitely quickly, which is an unphysical

description. Therefore an alternative description of the coupling function must be

found, that can still capture the well established behaviour of LLG dynamics under

classical and more importantly experimental conditions, but reduces to zero at high

frequencies. The simplest way to model a more physically realistic behaviour is to

continue with Ohmic coupling, but choose a cutoff frequency, above which the cou-

pling function is set to zero. This involves making the function discontinuous, but

does at least solve the issue with high frequency oscillation behaviour. In a more

complex fashion, it is possible to solve the issue by choosing a continuous coupling

function which also reduces to zero in the limit

lim
ω′→∞

Ci,ω′ → 0. (4.2.81)
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One way to achieve this is to choose the coupling function in a way such that the

damping kernel takes a Lorentzian form. This is satisfied by the function

CLor
i,ω =

√
2AΓ

π

√
ω2

(ω2
0 + ω2)2 + ω2Γ2

, (4.2.82)

where A, Γ and ω0 represent the magnitude, bandwidth and resonance frequency

of coupling respectively. Substituting the coupling function 4.2.82 into 4.2.52 shows

the imaginary component of the frequency domain memory kernel to be

Im[K̃(ω)] = A
Γω

(ω2
0 − ω2)2 + ω2Γ2

. (4.2.83)

Using the Kramers-Kronig relations (appendix equation A.4.14), the real part of the

susceptibility can be shown to be

Re[K̃(ω)] = A
(ω2

0 − ω2)

(ω2
0 − ω2)2 + ω2Γ2

. (4.2.84)

Therefore the complex susceptibility is given by the Lorentian form

K̃(ω) =
A

(ω2
0 − ω2) + iωΓ

. (4.2.85)

Through the use of the Fourier transform, this can be used to derive the memory

kernel in the time domain

KLor(t− t′) = Θ(t− t′)Ae−
Γ(t−t′)

2

sin

(√
ω2
0 − Γ2

4
(t− t′)

)
√
ω2
0 − Γ2

4

, (4.2.86)

from which it becomes clear that Γ/2 is the kernel decay rate. Substitution of

equation 4.2.83 into 4.2.62 shows the power spectral density to be

P̃ Lor
qu (ω) =

AΓℏω
(ω2

0 − ω2)2 + ω2Γ2
coth

(
ℏω

2kBT

)
. (4.2.87)

4.2.6 Comparison of Ohmic and Lorentzian Coupling

To understand the implications of a Lorentzian type coupling between spins and

harmonic oscillators shown in section 4.2.5 on the physical behaviour of magnetic

spin systems, here it will be shown how by a considered selection of the parameters

A, Γ and ω0 that characterise the Lorentzian coupling, the behaviour of the system

can either approximate the memoryless Ohmic system described in section 4.2.4, or

alternatively a system with memory of the previous dynamics and coloured noise.

In order to appropriately compare the results of Ohmic and Lorentzian coupling,
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the damping factor η should be kept the same between equations 4.2.77, and 4.2.64.

The deviations of the Lorentzian dynamics from the Ohmic dynamics is determined

by consideration of the integral term in equation 4.2.64. By Taylor expansion of

Ŝi(t) around t
′ = t, the integral can be written as∫ t

−∞
K(t− t′)Ŝi(t

′)dt′ =
∞∑

m=1

κm∂
m
t Ŝi(t), (4.2.88)

where

κm =
(−1)m

m!

∫ ∞

0

τmK(τ)dτ, (4.2.89)

assuming that the dynamics have been running longer than the kernel decay time.

Noting that only a time derivative of spin to the first order contributes to the

Ohmic spin dynamics (equation 4.2.77), it is seen that κOhm
1 = −η corresponds to

the damping parameter, and all other coefficients are zero. For Lorentzian dynamics,

all coefficients (where m > 0) are non zero and given by [11]

κLor1 =
(−1)mA

ω
2(m+1)
0

√
ω2
0 − Γ2

4

Im

(Γ

2
+ i

√
ω2
0 −

Γ2

4

)m+1
 . (4.2.90)

The first coefficient can then be determined and matched to the first coefficient of

Ohmic dynamics as the first order damping behaviour, giving

η =
AΓω2

L

ω4
0

, (4.2.91)

when the dynamics are written in terms of unit-free variables. Here, ωL = |γe||Bext|
is the Larmor frequency at which the spins would precess in a field composed of only

an external component B = Bext.

The two sets of parameters considered for the Lorentzian coupling function are

shown in table 4.1. Parameter Set 1 is chosen to have a resonant frequency ω0 much

larger than ωL Alternatively, parameter Set 2 is chosen to have a resonant frequency

comparable to ωL.

Figure 4.1 shows that for parameter Set 1 in panel (a), the Lorentzian coupling

function CLor
i,ω is well approximated by the Ohmic (LLG) coupling function COhm

i,ω

in the range of frequencies comparable to ωL. Alternatively, panel (b) shows that

for parameter Set 2, Ohmic coupling is a poor approximation to the Lorentzian

form with resonant frequency comparable to the Larmor frequency. These quali-

ties feed through to 4.2 which shows the memory kernel in the frequency space.

For parameter Set 1, the imaginary component takes an approximately linear form

within the relevant frequency range, comparable to the Ohmic memory kernel given
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Parameters Set 1 Set 2

ω0 7ωL 1.4ωL

Γ 5ωL 0.5ωL

A 10ωL 0.16ωL

η =
AΓω2

L

ω4
0

0.0208 0.0208

Table 4.1: A table showing the two sets of parameters used to plot the red and black
lines in figures 4.1, 4.2, 4.3, 4.4 and 4.5 relating to the Lorentzian type coupling.

(a) (b)

Figure 4.1: A comparison between the Ohmic and Lorentzian type coupling functions
as a function of frequency. The blue lines show the Ohmic coupling function in
equation 4.2.65 with η=0.0208. In panel (a) the red line shows the Lorentzian
coupling function in equation 4.2.82 using the parameters in the ‘Set 1’ column
of table 4.1, while in panel (b) the orange line shows Lorentzian coupling with
parameters in the ‘Set 2’ column. The frequency range shaded yellow indicates
typical spin dynamics frequencies.

by equations 4.2.52 and 4.2.65. For parameter set two, the imaginary parts of the

Ohmic and Lorentzian memory kernels diverge significantly. Figure 4.3 shows the

memory kernel in the time domain, which for parameter Set 1 in panel (a) is close

to instantaneous (i.e. limited memory), while for Set 2 in panel (b), the memory

persists over the timescale of several ω−1
L (i.e. precessions). Figure 4.4 shows the

power spectral density at 200K. In panel (a) for parameter Set 1, both quantum

and classical Ohmic spectra offer a good approximation to the Lorentzian behaviour

at frequencies comparable to the Larmor frequency. In panel (b) for parameter

Set 2, neither offer a good approximation for the character of the coloured noise.

Figure 4.5 shows the power spectral density at 1K. In panel (a) for parameter Set

1, the quantum Ohmic spectra offers a good approximation to the Lorentzian be-

haviour, while the classical Ohmic (white noise) fails to approximate the behaviour

in all but the lowest frequencies, demonstrating the importance of quantum noise
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(a) (b)

Figure 4.2: Lorentzian memory kernels as a function of frequency. The black lines
show the real part of the kernel as given in equation 4.2.84, while the red and orange
lines show the imaginary part as given in equation 4.2.83. In panel (a) the parameters
in the ‘Set 1’ column of table 4.1 are used, while in panel (b) the parameters used
are given in the ‘Set 2’ column. The frequency range shaded yellow indicates typical
spin dynamics frequencies.

(a) (b)

Figure 4.3: Lorentzian memory kernels as a function of time as given in equation
4.2.86. In panel (a) the parameters in the ‘Set 1’ column of table 4.1 are used, rep-
resenting a very short memory that approximates the memoryless nature of Ohmic
coupling. In panel (b) the parameters used are given in the ‘Set 2’ column, giving
rise to a memory that lasts for many precessions.
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(a) (b)

Figure 4.4: A comparison between the Ohmic and Lorentzian type power spectral
density (PSD) functions at T=200K. The solid blue and pink dashed lines in both
parts show the classical and quantum Ohmic PSD function in equations 4.2.80 and
4.2.79 respectively with η = 0.0208. The red line in panel (a) shows the Lorentzian
PSD in equation 4.2.87 using the parameters in the ‘Set 1’ column of table 4.1,
while in panel (b) the orange line shows the Lorentzian PSD when the parameters
in the ‘Set 2’ column are used. The black diamonds show the average PSD of
50000 samples of noise generated using 4.2.103 with the Lorentzian kernel given in
equation 4.2.85. The PSD is determined by the inverse Fourier transform of the
autocorrelation of coloured noise using code shown in appendix C.2. The frequency
range shaded yellow indicates typical spin dynamics frequencies.

at low temperatures. In panel (b) for parameter Set 2, again neither offer a good

approximation for the character of the coloured noise.

4.2.7 Single Spin Simulations

In this section simulations of the dynamics of a single spin predicted by the results

outlined earlier in this chapter will be shown and compared. Python functions used

to generate the data plotted in this section can be found in appendix C.2.

In order to simulate the dissipative single spin dynamics, we substitute the ef-

fective field resulting from the memory kernel K(t − t′) and magnetic noise b̂i(t)i

(equation 4.2.44) into the spin evolution dŜi

dt
(equation 4.2.23), resulting in

dŜ(t)

dt
= −|γe|Ŝ(t)×

[
Bext +

∫ t

−∞
K(t− t′)Ŝ(t′)dt′ + b̂(t)

]
. (4.2.92)

This can be re-written in a classical form as

dS(t)

dt
= −|γe|S(t)× [Bext +V(t) + b(t)] , (4.2.93)

where V(t) =
∫ t

−∞K(t − t′)S(t′)dt′, and the quantum mechanical spin Ŝ(t) and

stochastic field b̂(t) operators are replaced by classical spin S(t) and stochastic field
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(a) (b)

Figure 4.5: A comparison between the Ohmic and Lorentzian type power spectral
density (PSD) functions at T=1K. The solid blue and pink dashed lines in both parts
show the classical and quantum Ohmic PSD function in equations 4.2.80 and 4.2.79
respectively with η = 0.0208. The red line in panel (a) shows the Lorentzian PSD
in equation 4.2.87 using the parameters in the ‘Set 1’ column of table 4.1, while in
panel (b) the orange line shows the Lorentzian PSD when the parameters in the ‘Set
2’ column are used. The black diamonds show the average PSD of 50000 samples of
noise generated using 4.2.103 with the Lorentzian kernel given in equation 4.2.85.
The PSD is determined by the inverse Fourier transform of the autocorrelation of
coloured noise using code shown in appendix C.2. The frequency range shaded
yellow indicates typical spin dynamics frequencies.

b(t) vectors. In order to numerically integrate the equation we must consider the

time dependence of V(t). To do this we define

W(t) =
dV(t)

dt
(4.2.94)

and choose the initial values V(t0) = 0 and W(t0) = 0. To continue, we consider a

variable Z(t) constructed as the differential equation

Z(t) =
dW(t)

dt
+ ΓW(t) + ω2

0V(t), (4.2.95)

which by substitution of equation 4.2.94 becomes

Z(t) =
d2V(t)

dt2
+ Γ

dV(t)

dt
+ ω2

0V(t). (4.2.96)

Writing V(t) in terms of the frequency domain memory kernel

V(t) =
1

2π

∫ t

−∞
S(t′)dt′

∫ ∞

∞
K̃(ω)eiω(t−t′)dω, (4.2.97)

shows the first time derivative to be

dV(t)

dt
= iωV(t), (4.2.98)
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and the second time derivative to be

d2V(t)

dt2
= −ω2V(t). (4.2.99)

This leads to an expression for Z(t) in terms of V(t) of

Z(t) =
(
ω2
0 − ω2 + iΓω

)
V(t), (4.2.100)

so that through substitution of V(t) (equation 4.2.97) and the Lorentzian K(ω)

(equation 4.2.85)

Z(t) = A

∫ t

−∞
S(t′)dt′

1

2π

∫ ∞

−∞
eiω(t−t′)dω = AS(t), (4.2.101)

and by rearranging 4.2.95 the expression for the evolution of W(t) is found to be

dW(t)

dt
= −ΓW(t)− ω2

0V(t) + AS(t). (4.2.102)

The stochastic field vector b(t) required to simulate the dissipative dynamics must

have statistics which obey the quantum fluctuation dissipation theorem (equation

2.3.7). The noise generation algorithm described by Schmidt et. al. [12] can be

used to generate coloured noise from a desired power spectral density, meeting the

requirement if equation 4.2.62 is used for this purpose. The stochastic field can

therefore be generated according to

bα =

∫ ∞

−∞
dt′F (t− t′)ξα(t

′), (4.2.103)

for the α = x, y, z components of the vector, where ξα is white noise generated

through a normal Gaussian distribution centred at 0, and F (t − t′) is the Fourier

transform of the square root of the ratio of the previously derived power spectrum

P̃ (ω) (equation 4.2.62) to spin length S0

F (t− t′) =
1

2π

∫ ∞

−∞
dω

√
P̃ (ω)

S0

e−iω(t−t′), (4.2.104)

where S0 allows for the simulation of macrospins (where multiple electrons contribute

to the spin under study), and acts to scale the magnitude of fluctuations so that

spins of a smaller length respond more strongly to individual fluctuations. This

equation can be implemented using a fast Fourier transform algorithm. The set of

coupled first order differential equations 4.2.93, 4.2.94 and 4.2.102 can now be solved

to simulate the single spin dynamics with a Lorentzian kernel. These dynamics are

referred to as semi-classical, as the noise takes a quantum character through its

power spectral density.
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To simulate the dynamics predicted by an Ohmic coupling function, a classical

form of equation 4.2.77 is used instead. This is the the LLG equation

dS

dt
= −|γe|

(
S×Beff − ηS× dS

dt

)
, (4.2.105)

where

Beff = Bext + b(t), (4.2.106)

and equations 4.2.103 and 4.2.104 are once again used to generate the noise, but this

time the power spectral density P̃ (ω) used is the high temperature approximation

given by 4.2.80 (i.e. for comparison to a Lorentzian kernel, the LLGB dynamics will

be simulated). The LLG equation can be readily converted into the Landau-Lifshitz

equation following [10, 13] and evaluated by numerical integration of

dS

dt
= γ′S×Beff − λS× (S×Beff), (4.2.107)

where γ′ = |γe|
1+|γe|2η2|S|2 and λ = γ′|γe|η|S|. This equation is fully classical, and

has been used to simulate the dynamics for the figures showing Ohmic single-spin

dynamics that follow.

In what follows, simulations of the dynamics of a single spin according to the

theories presented will be shown. To recap, the semi-classical dynamics of a single

spin will be simulated according to equation 4.2.93 using thermal noise generated

with power spectral density given by equation 4.2.87. This will be compared with

the classical dynamics of a single spin which will be simulated according to equation

4.2.107 with thermal noise power spectral density given by equation 4.2.80. As in

the previous figures, the results are shown at temperatures of T =1K and T =200K.

Results will be shown for spin lengths of S0 = 1ℏ/2 and S0 = 200ℏ/2. All simulations

are performed with an external field of Bz = 10T . In figure 4.6, the top row

of panels show a sample of single spin sz (red line) and sx (green line) dynamics

predicted using the semi-classical Lorentzian dynamics with parameter Set 1 with

(a) temperature T = 1K and spin length S0 = 1ℏ/2, and (b) T = 200K and

S0 = 200ℏ/2. The bottom row of panels show a sample of single spin sz (orange line)

and sx (pink line) dynamics predicted using Lorentzian dynamics with parameter

Set 2 with (c) T = 1K and S0 = 1ℏ/2, and (d) T = 200K and S0 = 200ℏ/2.
In all panels, a sample of single spin sz (blue line) dynamics predicted using the

classical Ohmic dynamics with damping parameter, temperature and spin length

corresponding to the Lorentzian plots is also shown for comparison. It is clear that

low temperature has strong effect on the dynamics predicted by the Lorentzian

coupling, when compared to the Ohmic case. This is to be expected, as the power

spectral density of the quantum mechanical stochastic fluctuations remains finite at
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absolute zero in contrast to the classical result, in which the PSD and by extension

magnitude of noise is directly proportional to temperature. The finite noise in

Lorentzian systems at absolute zero is due to quantum zero point fluctuations. At

higher temperature, the Lorentzian dynamics for Set 1 are almost equivalent to

those predicted by the LLGB equation. For parameter Set 2, the memory effect

has a significant effect on the dynamics at both temperatures, and the rapid drop

in PSD within the range of frequencies comparable to ωL (see figures 4.4 and 4.5)

result in a smoother dynamics as high frequency fluctuations do not contribute to

the dynamics.

Figure 4.7 shows the ensemble averaged spin relaxation dynamics averages over

500 samples. Panel (a) shows low temperature, small spin length dynamics, and

makes clear that the quantum noise at low temperature has a strong negative effect

on the capability of the spin to align with the external field. Panel (b) shows that

at high temperatures, the quantum character of the reservoir can be neglected. In

addition to this, it becomes clear that the damping predicted by the Lorentzian

coupling with parameter Set 2, is significantly stronger than that predicted by the

LLG equation.

Figure 4.8 shows the average value of equilibrated spins resulting from numerical

integration of equation 4.2.93 as a function of temperature. The plotted values are

determined from data generated at different temperatures in the same manner as

that shown in figure 4.7, and as such take the same general shape. The data is fit

in gnuplot using the function

f(t) = ⟨sz,f⟩
(
1− e−

t
τ

)
(4.2.108)

to determine the equilibrated z-component of spin ⟨sz,f⟩ and the time constant τ .

In panel (a) where S0 = ℏ/2, the average alignment of the spin to the external

field at equilbrium is shown to be much lower for a quantum reservoir than with a

classical reservoir for temperatures in the proximity of absolute zero. This is due

to the quantum zero point noise which prevents the spin from aligning with the

external field at low temperatures, whereas in the classical case the fluctuations

vanish at 0K. In panel (b) it is seen that the character of noise has neglible effect

on the equilibrium when S0 = 200ℏ/2, indicating that the quantum zero point

noise has little effect on the equilibrium state of spins with a large spin length.

Figure 4.9, shows how the time constant τ varies with temperature for (a) spin

length S0 = 1ℏ/2 and (b) S0 = 200ℏ/2. In all cases other than for the Set 2

Lorentzian dynamics with S0 = 1ℏ/2, it is clear that the rate at which equilibrium

is achieved increases with temperature. This is because the dynamics of the system

are sampled more quickly owing to the larger fluctuations which change the spin

direction by larger amounts within the same period of time. At low temperatures

for S0 = 1ℏ/2 shown in panel (b), the equilibration times of the three dynamics
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(a) (b)

(c) (d)

Figure 4.6: Samples of the dynamics of a single spin in a Bz = 10T external field
predicted by equation 4.2.93. The red and green lines in panels (a) and (b) show
the sz and sx dynamics respectively when using the Lorentzian coupling function
CLor

ω and Lorentzian parameter Set 1 (given in table 4.1). The orange and pink
lines in panels (c) and (d) show Lorentizian sz and sx dynamics respectively with
parameter Set 2. In all panels the blue line shows the sz dynamics predicted by the
Ohmic coupling function (through equation 4.2.107) with η = 0.0208 and using a
white noise with power spectral density given by equation 4.2.80. The absolute spin
value |s| =

√
s2x + s2y + s2z is plotted using a black-dashed line. Panels (a) and (c)

show the dynamics for a spin length of S0 = 1ℏ/2 at temperature T = 1K, whereas
panels (b) and (d) show the dynamics when S0 = 200ℏ/2 and T = 200K. To aid
comparison, in all calculations shown, the same samples of Gaussian noise ξ are
used through equation 4.2.103 to generate noise with statistics appropriate to the
spin length, temperature and Lorentzian parameters for each direction of s.
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(a) (b)

Figure 4.7: Ensemble averaged ⟨sz⟩ relaxation dynamics of 500 traces of a single spin
in a Bz = 10T external field. The red and orange lines shows the dynamics according
to equation 4.2.93 with the Lorentzian coupling function CLor

ω for parameter Set 1
and Set 2 respectively in table 4.1. The blue line shows the ⟨sz⟩ dynamics with the
Ohmic coupling function (through equation 4.2.107) applied, using a white noise
thermal field with power spectral density given by equation 4.2.80 with η = 0.0208.
Panel (a) shows the dynamics for a spin length of S0 = 1ℏ/2 at temperature T = 1K,
whereas panel (b) uses S0 = 200ℏ/2 and T = 200K.

(a) (b)

Figure 4.8: Equilibrated ⟨sz⟩ vs temperature T for a single spin in a Bz = 10T exter-
nal field. The plotted points show the ⟨sz⟩ value after equilibration determined by
fitting equation 4.2.108 to the ensemble average of single spin dynamics determined
for 48 precessions after initiation of the spin direction in the xy-plane. The ensemble
consists of 500 samples of the dynamics per plotted point. The red circles and orange
crosses show the value predicted by equation 4.2.93 with the Lorentzian coupling
function CLor

ω (equation 4.2.82) for parameter Set 1 and Set 2 in table 4.1 respec-
tively. The blue squares show the values predicted by the Ohmic coupling function
with η = 0.0208 through 4.2.107 using a white noise thermal field characterised by
the power spectral density 4.2.80. In panel (a) the spin length is S0 = 1ℏ/2 while
in panel (b) the spin length is 200ℏ/2.
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(a) (b)

Figure 4.9: Time constant of equilibration τ vs temperature T for a single spin in
a Bz = 10T external field. The plotted points show the number of precessions that
occur in the time τ that it takes for the average spin direction to reach 63.2% of
its equilibrated value after initiation in the xy-plane. The value is determined by
fitting equation 4.2.108 to the ensemble average of single spin dynamics determined
for 48 precessions after initiation of the spin direction in the xy-plane. The ensemble
consists of 500 samples of the dynamics per plotted point. The red circles and orange
crosses show the value predicted by equation 4.2.93 with the Lorentzian coupling
function CLor

ω (equation 4.2.82) for parameter Set 1 and Set 2 in table 4.1 respectively.
The blue squares shows the values from the average of 500 samples of the dynamics
using an Ohmic coupling function with classical noise. In panel (a) the spin length
is S0 = 1ℏ/2 while in panel (b) the spin length is 200ℏ/2.

show different rates, with Set 2 Lorentzian dynamics occuring most quickly, Set 1

dynamics occuring approximately three times more slowly, and Ohmic dynamics

occuring slowest, taking approximately six times more slowly than for Set 2. This

indicates that the quantum zero point noise plays some role in the equilibration

rate. However in panel (b) the equilibration rate of Ohmic and Set 1 dynamics are

equivalent, occuring three times more slowly than for Set 2. This is because the

fluctuations experienced in Set 2 dynamics are of lower frequency, and the damping

process is therefore less likely to be impeded by a large impulse counter to the

equilibrium state as the system traverses towards it.
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4.3 Discussion

As discussed in section 2.4, the work discussed in this chapter was motivated by the

inability of atomistic spin dynamics (ASD) software to describe the magnetisation

vs temperature curves measured experimentally, which can be accurately described

by the analytical curves of Kuz’min [14]. It was pointed out by Evans et. al., that

simulations utilising the LLGB equation do not result in the correct experimentally

reproducable magnetisation vs temperature behaviour of elemental ferromagnets

[15], and are also unable to recover the ultrafast demagnetisation behaviour of nickel

shown in [16]. Within that work, the use of a temperature rescaling method was

demonstrated to recover the correct behaviour from ASD. This method works to

recover the experimental behaviour by countering an overestimation in the simulated

thermal fluctuations thought to results from the classical (as opposed to quantum)

nature of their inclusion, but lacks a microscopic motivation for the approach taken

or clear reasoning as to why the specific form of temperature mapping between

simulated and experimental behaviour is so successful.

The vampire ASD software used in that study takes the approach outlined by

Brown [10] to simulate the Landau-Lifshitz-Gilbert (LLG) equation, with a stochas-

tic thermal field introduced into the effective magnetic field, which is motivated by

Brown through the fluctuation dissipation theorem, and outlined using a Langevin

dynamics approach. In order to simulate correct physical behaviour, Langevin equa-

tions must obey the fluctuation dissipation relation (section 2.3.2) due to the fact

that the source of thermal noise forces and damping is the same. Whilst the

Landau-Lifshitz-Gilbert-Brown (LLGB) approach taken by commonly used ASD

softwares does contain both damping and stochastic field terms, the precise rela-

tionship between the two is not explicitly considered. Instead, it is assumed that

the stochastic field has a completely random white noise profile (equation 2.2.17)

[17, 2, 18, 19, 20, 21, 22]. This limits the description to one where the thermal force

at a given time is completely uncorrelated with the thermal force at any other time.

In actuality, this is an unphysical description, but under many conditions (particu-

larly at high temperatures where the timescale of noise correlations become neglible)

acts as a good approximation to the actual behaviour which necessarily requires the

use of a coloured noise. A byproduct of this approximation is a significant reduction

in computational requirements, although it sacrifices a full description of interaction

with the environment at time scales small enough for those autocorrelations to be

non-neglible.

The approximation made to the dynamics is a simplification that can be ex-

pected to lead to discrepancies between experimental and numeric studies under

specific circumstances. In the case of ultrafast demagnetisation, the dynamics occur

on a femtosecond timescale. The demagnetisation itself is a sub-picosecond phe-
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nomena [16], while remagnetisation and precession dynamics occur on the timescale

of picoseconds (see section 5.4.2). In ordinary circumstances, the damping of a fer-

romagnetic system takes place over a much longer time scale than the precession,

and therefore either dynamic process can be considered independently of the other

during simulations. However, during ultrafast demagnetisation the effect of damp-

ing on the time evolution of the systems magnetisation will have a large effect over

the subsequent dynamics, and therefore indicates a possible reason for the failure of

ASD to simulate this effect [15] (without the inclusion of the temperature rescaling

method previously mentioned) as being due to a poor approximation to the true

dynamics that satisfies the fluctuation dissipation relation.

There has been interest in the nature of the stochastic thermal field prior to the

work shown here (and in the associated work [11]). Previously it has been noted

that the stochastic thermal field should have a quantum distribution. Through such

a consideration it has been possible to partially reproduce experimental magnetisa-

tion vs temperature curves [23, 24, 25, 26]. However, these models fail to capture

the non-zero quantum fluctuations of the Bose-Einstein distribution at 0K. This

is equivalent to a failure to properly consider the implications of the commuta-

tion properties of the quantum bosonic creation and annihilation operators which

give rise to the stochastic thermal magnetic field in equation 4.2.46. Judged from

the viewpoint of this work, the form of power spectral density enforced in those

works is equivalent to that which would be recovered in assuming that the fluctu-

ation dissipation theorem relates the power spectral density to the memory kernel

through the non-symmetrised autocorrelation of the thermal field (equation 4.2.57),

as opposed to the symmetrised form (equation 4.2.58). That approach misses the

quantum ground state contribution of ℏω/2, which acts as a stochastic force on the

spin system even in proximity to absolute zero temperature. As shown in figure 4.3,

a quantum distribution leads to a coloured noise characterised by the memory of

previous dynamics (i.e. they have a non-Markovian nature). A previous work has

considered the effects of coloured noise on spin dynamics [27], but the fluctuation

dissipation theorem is not shown to hold generally, and quantum effects (e.g. zero

point fluctuations) are not considered.

Unlike those works, the theory presented in this chapter provides a framework in

which the fluctuation disspation relation is automatically met through the reservoir

extension to the microscopic (i.e. quantum Heisenberg) model. While the model of

spin dynamics presented will always satisfy the fluctuation dissipation relation, it

does not always lead to the Landau-Lifshitz-Gilbert form of spin dynamics. This

allows for the exploration of alternative, but still potentially physical spin dynamics

that deviate from the widely confirmed and accepted LLG model. Historically it

has been difficult to deviate from the LLG formalism of spin dynamics due to its

dominant ability to explain experimental observations, the lack of alternative de-
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scriptions, and a lack of computing power to simulate more complex models. With

this new thermodynamically constrained quantum formalism of the dynamics, it

should be possible to determine the conditions under which the LLG model fails,

and give alternative equations of motion that better describe spin systems under

those conditions, overcoming many of the obstacles to a deeper understanding of

magnetic systems.

Though the work presented allows the description of more general spin dynamics,

certain assumptions and approximations have been made in the presentation of the

resultant equations of motion. For example, in this work only the effects of the

generalised spin dynamics on a single spin has been considered. This avoids the

complexities involved with the many-body problem of keeping track of exchange

contribution between large numbers of spins in the lattice. Only the effect of an

externally applied magnetic field, and the thermal contribution to the motion of

spin are accounted for. Another simplification made is that the numerics of a semi-

classical spin were shown rather than for a fully quantum system, allowing the

equations of motion to be simulated according to classical numerical methods. In

the future it may be possible to apply some of the recent advances in quantum

numerics, such as the hierarchical equations of motion approach [28] and/or time-

evolving matrix product operators method [29] to efficiently simulate the full non-

Markovian quantum dynamics resulting from the Lorentzian coupling proposed.

The complexity increases further if a many quantum spin system is considered due

to the presence of spin entanglement at low temperatures [30, 31]. To simulate a

system beyond a limited number of spins will require advanced quantum numerical

algorithms such as the density-matrix renormalization group approach [32] in order

to determine realistic approximate solutions. Furthermore, the environment being

considered as a reservoir of quantum harmonic oscillators, can only provide a bosonic

environment, while a fully generalised treatment of the environment should also

consider fermionic modes and will require additional methods of treatment such as

that of non-Markovian quantum state diffusion [33] and/or the reaction coordinate

mapping approach [34]. A further simplification made is the reduction of the more

general tensor coupling quantity Cj,ω′ in the interaction Hamiltonian to an isotropic

scalar quantity Cj,ω′ . This is a reasonable assumption to make for most systems,

but is broken in certain transition metal thin films [35] where the Gilbert damping is

anisotropic owing to interfacial spin-orbit coupling. It would be possible to account

for that anisotropy by retaining the tensor character of the coupling function.

For the choice of an Ohmic coupling constant (i.e. linear in frequency), it is possi-

ble to recover Landau-Lifshitz-Gilbert-Brown dynamics. When taking this approach

it is found that the fluctuation and dissipation dynamics are Markovian, in that they

are not influenced by the historic state of the system. However, consideration of the

quantum noise power spectra for the Ohmic coupling case reveals the choice to be
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unphysical, as for a physical process, the integrated power spectral density must

result in a finite value [36]. This problem is solved by considering Lorentzian type

coupling, which can be tuned to have similar properties by appropriate choice of

the resonant frequency. Because the coupling reduces to zero in the high frequency

limit, this type of coupling is a superior approximation to physically realistic be-

haviour. While other choices of coupling function could be chosen with this same

property (e.g. Gaussian), for the special Lorentzian choice, numerical integration is

made easier. For example, in equation 4.2.102, the memory effect can be absorbed

in to the ordinary differential equation without having to integrate across the entire

history for every advance in time.

It has recently been shown that the form of coupling function is suggested by the

experimentally measurable density of states, and well modelled by the Lorentzian

framework outlined here [37]. Despite this, significant work will be required in

the development of numerical methods (in both classical, but particularly in the

quantum mechanical description) before the simulation of bulk magnetic systems

can be performed.
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4.4 Summary

In this chapter a general quantum spin dynamics equation has been outlined, and

shown to predict the precession of spins in a magnetic field, along with a damping

that satisfies the full quantum fluctuation dissipation theorem. Specific forms of

spin dynamics can be found by choice of a coupling factor Cj,ω′ between the spin

system and harmonic oscillator reservoir, and two choices and their resulting dy-

namics were shown. For an Ohmic coupling, the dynamics were shown to reduce

to the Landau-Lifshitz-Gilbert-Brown dynamics, while a Lorentzian choice also ap-

proximates LLGB dynamics in the high temperature and high resonance frequency

limit, which is representative of common experimental systems where the precession

is slow in comparison with the fluctuations that result from interaction with the

environment. The Lorentzian choice leads to a non-Markovian (memory driven) dy-

namics and a coloured noise stochastic field which result in behaviour more difficult

to solve analytically or numerically than the LLGB case. Despite this it has been

possible to perform simulations of a single spin coupled to the (bosonic) harmonic

oscillator environment, and thereby identify a significant effect on the dynamics and

equilibrium state at low temperatures due to quantum zero point fluctuations.
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Chapter 5

Synthetic Ferrimagnets

5.1 Introduction

Transition metal (TM) synthetic ferrimagnets (SFi’s) have gained interest for their

potential as media for all optical switching (AOS) magnetic recording applications

due to their low cost and highly tunable magnetic properties. Recent work identified

Ni3Pt/Ir/Co as one such material showing helicity independent all optical switching

(HI-AOS) over a broad temperature range [1]. Here the properties of the related

transition metal SFi [Ni/Pt]/Ir/Co and reference samples of its constituent ferro-

magnetic [Ni/Pt] and Co layers will be examined through the use of wide field Kerr

microscopy (WFKM), X-ray magnetic circular dichroism (XMCD), vibrating sam-

ple magnetometry (VSM), superconducting quantum interference device (SQUID)

magnetometry and time-resolved magneto optical Kerr effect pump-probe measure-

ments. In this chapter reference samples of the component layers of Ni3Pt alloy

and [Ni/Pt] multilayer samples will be examined, and the results compared with

those for a [Ni/Pt] based SFi.

In the WFKM measurements shown in this chapter, the polar coil shown in

figure 3.2 was used to ensure a true remanence state when the supplied voltage

is removed. This is not the case for the Evico perpendicular electromagnet which

retains a remanent field when the voltage is removed. The polar coil is limited

to a field of 104mT which can otherwise be far surpassed through the use of the

perpendicular electromagnet which can supply up to 600mT in a geometry suited

to optical pumping experiments. Details of the WFKM measurements are given

in section 3.2 and result in images showing magnetic contrast in the surface of a

material. The evidence for AOS in a material can be determined by comparison of

the change in optically induced magnetic contrast to that seen when switching events

are initiated by the use of an applied magnetic field. Therefore an understanding of

the field induced Kerr signal is a prerequisite to understanding the effect of optical

excitation.

The SQUID measurements shown in this chapter were performed by Dr. Jade
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Scott at Queens University Belfast (QUB).

The XMCD measurements shown were taken at the Advanced Light Source

on beamtime van der Laan - ALS-DXR-0056 (September 2021). The measure-

ments were performed remotely by David G. Newman, Jade N. Scott and Ma̧ciej

Da̧browski, with the on-site assistance of Alpha T. N’Diaye, Christoph Klewe and

Padraic Shafer.

The samples studied using these methods are shown in table 5.1. These samples

were sputter deposited at a pressure of 10−3 Torr in an Ar+ environment at room

temperature by the group at QUB onto either c-plane sapphire (Al2O3) or silicon

(Si/SiO2) wafer substrates. The multilayer structure of [Ni/Pt] improves the per-

pendicular magnetic anisotropy (PMA) compared to the previously studied Ni3Pt

alloy, allowing the entire deposition process to take place at RT. The Ni3Pt layer re-

quired deposition at elevated temperature in order to retain a strong PMA, leading

to a two stage growth process, which in the samples shown here, is simplified to a

single stage continuous sputtering. Compared to the SFi based on an alloyed layer,

the antiferromagnetic type interlayer exchange coupling (IEC) mediated by the Ir is

enhanced, which is thought to be a requirement for achieving AOS with fewer laser

pulses [2]

Sample name Substrate Composition (thickess in nm)

Cobalt reference Si/SiO2 Ta(5)/Ir(3)/Co(1)/Ir(3)/Ta(4)

Ni3Pt alloy Si/SiO2 Ta(5)/Ni3Pt(11)/Ta(9)

Ni/Pt Reference A Al2O3 Pt(5)/6x[Ni(0.6)/Pt(0.3)]/Pt(5)

Ni/Pt Reference B Al2O3 Pt(5)/6x[Ni(0.6)/Pt(0.25)]/Pt(5)

SFi Sample A Al2O3 Pt(5)/5x[Ni(0.6)/Pt(0.3)]/Ni(0.6)/Ir(0.4)/Co(0.8)/Ir(3)

SFi Sample B Al2O3 Pt(5)/5x[Ni(0.6)/Pt(0.25)]/Ni(0.6)/Ir(0.4)/Co(0.8)/Ir(3)

Table 5.1: A table to show the substrate and stack of samples studied in chapter 5.
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(a) (b)

Figure 5.1: Wide field Kerr microscope (WFKM) data of the Co reference layer at
room temperature. Part (a) shows the hysteresis loop determined from the average
greyscale value of WFKM images taken as the applied field is swept from positive
to negative (orange curve) and then from negative to positive (black curve) in the
out-of-plane direction. Part (b) shows a WFKM image in which domains form at
the switching field (approximately 5.5mT).

5.2 Characterisation

In order to interpret the results of optical exposure of the SFi samples, it will be im-

portant to understand the magnetic properties of the samples and their constituent

ferromagnetic layers. Each of the samples in table 5.1 were studied using a number

of magnetic characterisation techniques, and the results of those studies are shown

in what follows.

5.2.1 Cobalt Layer

For comparison with the full SFi stack, a single cobalt reference layer was examined

with stack composition given by Si/SiO2/Ta(5nm)/Ir(3nm)/Co(1nm)/Ir(3nm)/Ta(4nm).

Similar thin cobalt layers were used not only for the Ni/Pt multilayer SFi stacks,

but also for the Ni3Pt alloy SFi stacks, allowing further comparison.

Figure 5.1 shows the room temperature characterisation of the cobalt layer using

WFKM techniques. Panel (a) shows the hysteresis loop of the cobalt layer deter-

mined through the analysis of WFKM data and shows a square loop, indicating the

sample will remain saturated at remanence in the out-of-plane direction with small

coercivity of approximately 5.5mT. In panel (b) the domains coloured in black are

shown to have size on the order of 100µm, with domain walls that take an appearance

reminiscent of splattered ink.

Figure 5.2 shows VSM data from the cobalt reference layer at room temperature.

In panel (a) the field is applied out-of-plane giving rise to a square loop. In this panel,

the magnetisation is poorly sampled, as can be seen by comparison to figure 5.1b

137



(a) (b)

Figure 5.2: Vibrating Sample Magnetometer (VSM) M vs. H loops of the Co
reference layer with theH field applied out-of-plane (a) and in-plane (b) with respect
to the sample. The black curve tracks the path of the magnetisation as the applied
field is swept from negative to positive, and the orange curve tracks the subsequent
reverse field sweep .

which shows that the 20mT step between points is too large to capture the correct

shape of the hysteresis, and therefore it is not possible to identify the precise value

of coercive field. Despite this it is clear that the saturation field is less than 20mT.

The saturation magnetisation of the cobalt layer can be seen to be approximately

1.1 × 10−3 mT. In panel (b) the field is applied in-plane. The in-plane saturation

field is on the order of 600mT, significantly greater than the out-of-plane saturation

field. Furthermore in-plane magnetisation is lost at remanence indicating a strong

PMA.

5.2.2 Ni3Pt Alloy

In order to aid comparison with the Ni3Pt alloy based synthetic ferrimagnets re-

ported in [1], a Ni3Pt reference layer was characterised. The full stack of this refer-

ence sample is given by Si/SiO2/Ta(5nm)/Ni3Pt(11nm)/Ta(9nm).

Figure 5.3 shows the room temperature characterisation of the Ni3Pt layer using

WFKM techniques. Panel (a) shows the hysteresis loop of the layer determined

through the analysis of WFKM data and shows a square loop, indicating the sample

will remain saturated at remanence in the out-of-plane direction with coercivity of

approximately 28mT. In panel (b) the domains coloured in white are shown to have

size on the order of 20 µm. The domains are not completely solid in colour, showing

fine features in proximity to the domain walls.

Figure 5.4 shows RT VSM data for the Ni3Pt reference layer. In panel (a) the

field is applied out-of-plane giving rise to a square loop with 20mT coercivity. The

moment of the thin film can be seen to be approximately 10−4 emu. In panel (b)

the field is applied in-plane. The in-plane saturation field is on the order of 800mT,

significantly greater than the out-of-plane saturation field of 30mT. The net in-plane
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(a) (b)

Figure 5.3: WFKM data for the Ni3Pt reference layer at room temperature. Part
(a) shows the hysteresis loop determined from the average greyscale value of WFKM
images taken as the applied field is swept from positive to negative (orange curve)
and then from negative to positive (black curve) in the out-of-plane direction . Part
(b) shows a WFKM image in which domains form at the switching field (approxi-
mately 28mT).

moment is lost at remanence indicating a strong perpendicular magnetic anisotropy

(PMA). The coercivity appears slightly different between the two methods, as the

switching event measured using VSM appears to occur over the course of 20mT

starting at 10mT and ending at 30mT, whereas the switching occurs over a shorter

range of approximately 10mT from between 20mT to 30mT for the WFKM data.

5.2.3 Ni/Pt Multilayer

Similar to the cobalt reference layer, two Ni/Pt multilayer stacks were produced in

order to better understand the properties of the constituent layer of the full SFi stack

without the influence of the antiferromagnetic type interlayer exchange coupling.

The two stacks studied correspond in layer thicknesses to the Ni/Pt multilayers

(that act as one of the two ferromagnetic layers) in the full SFi stacks. The full

stack of these reference samples are given by: Ni/Pt Reference A - Al2O3/Pt(5nm)/

6x[Ni(0.6nm)/Pt(0.3nm)]/Pt(5nm) and Ni/Pt Reference B - Al2O3/Pt(5nm)/

6x[Ni(0.6nm)/Pt(0.25nm)]/Pt(5nm).

In figure 5.5, the room temperature WFKM loops and domains of Ni/Pt Refer-

ence A are shown. Panel (a) shows the hysteresis of the multilayer which has a very

small stauration field of about 2mT, takes a wasp-waisted shape, and has a neglible

remanent magnetisation at RT. The domains shown in panel (b) are very small, and

cannot be seen with a 20x magnification lens. The image shown in this panel was

taken with a 50x objective lens which is a high enough magnification to resolve the

domains. The domains themselves take a striped pattern with size on the order of

1µm.

Figure 5.6 shows the VSM loops at room temperature. In panel (a) where the
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(a) (b)

Figure 5.4: VSM magnetic moment vs. H loops of the Ni3Pt reference layer with
the H field applied out-of-plane (a) and in-plane (b) with respect to the sample.
The black curve tracks the path of the magnetisation as the applied field is swept
from negative to positive, and the orange curve tracks the subsequent reverse field
sweep.

(a) (b)

Figure 5.5: WFKM data for [Ni/Pt] (Reference A) multilayer at room temperature.
Part (a) shows the hysteresis loop determined from the average greyscale value of
WFKM images taken as the applied field is swept from positive to negative (orange
curve) and then from negative to positive (black curve) in the out-of-plane direction.
Panel (b) shows a WFKM image in which domains form at remanence after the
removal of a saturating field.
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(a) (b)

Figure 5.6: VSM magnetic moment vs. H loops of the [Ni/Pt] (Reference A) multi-
layer with the H field applied out-of-plane (a) and in-plane (b) with respect to the
sample. The black curve tracks the path of the magnetisation as the applied field is
swept from negative to positive, and the orange curve tracks the subsequent reverse
field sweep.

field is applied out-of-plane, the saturation field is approximately 2mT and there is

neglible remanent magnetisation similar to the WFKM data. However, the wasp-

waisted shape of the loop cannot be seen here. In panel (b) the field is applied

in-plane, showing an in-plane saturation field of about 400mT. As this is far greater

than the out-of-plane saturation field the sample has a strong perpendicular mag-

netic anisotropy, however at remanence it appears to demagnetise, not retaining any

significant magnetisation.

The demagnetisation of Ni/Pt Reference A at room temperature is contrasted

with that of Ni/Pt Reference B, seen in figure 5.7. In panel (a) a square out-of-plane

loop is shown indicating saturation out-of-plane at remanence, with a small coercive

field of approximately 3mT, comparable in magnitude to the coercive field in the

cobalt reference layer. The domains shown in panel (b) take a black colour due to

the strong Kerr contrast, and have size of the order of 100µm, which is similar to

that of the domains in the cobalt reference layer.

The VSM data for Ni/Pt Reference B is shown in figure 5.8. Panel (a) shows

the out-of-plane hysteresis, confirming the observations from the WFKM loop. In

panel (b) the in-plane loop shows a saturation field of about 300mT, comparable to

that found for Ni/Pt Reference A. Similar to the other in-plane loops there is no

net remnant magnetic moment, and the saturation field is far greater than in the

out-of-plane loop indicating strong PMA.

The effect of temperature on the properties of the Ni/Pt multilayer is explored

in figures 5.9 and 5.10. Figure 5.9 highlights that as the temperature is increased,

the coercive field decreases until the coercivity reaches zero at around 335K and the

sample loses its remnant magnetisation. At the even higher temperature of 340K the

coercivity remains zero, but the saturation field begins to increase. The behaviour

of Ni/Pt Reference B at 330K (figure 5.9d) appears similar to Ni/Pt Reference A at
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(a) (b)

Figure 5.7: WFKM data for [Ni/Pt] (Reference B) multilayer at room temperature.
Part (a) shows the hysteresis loop determined from the average greyscale value
of WFKM images taken as the applied field is swept from positive to negative
(orange curve) and then from negative to positive (black curve) in the out-of-plane
direction. Part (b) shows a WFKM image in which domains form at the switching
field (approximately 3mT).

(a) (b)

Figure 5.8: VSM M vs. H loops of the [Ni/Pt] (Reference B) multilayer with the
H field applied out-of-plane (a) and in-plane (b) with respect to the sample. The
black curve tracks the path of the magnetisation as the applied field is swept from
negative to positive, and the orange curve tracks the subsequent reverse field sweep.
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(a) (b) (c)

(d) (e) (f)

Figure 5.9: Loops determined from the average greyscale value in WFKM images of
the [Ni/Pt] (Reference B) multilayer surface at (a) 300K, (b) 310K, (c) 320K, (d)
330K, (e) 335K and (f) 340K. The orange curve shows how the greyscale changes as
the applied field is swept from positive to negative, and the black curve shows the
subsequent reverse sweep.

room temperature (figure 5.5a), seeming to show a wasp-waist with 2mT saturation

field, although this is difficult to confirm due to a non-linear drift in the image

contrast.

In figure 5.10 the structure of domains is shown to change significantly with

temperature. In panels (a,b,c), the images were taken at temperature 300K, 310K

and 320K respectively. At 300K the domains take a solid colour in an ink splattered

globule pattern. At 310K those domains are no longer solid, showing fractures at

the domain walls. At 320K those fractures spread all the way through the structure

of the globule, although the globules themselves have a comparable size to those

at 300K. At 330K in panel (d) the structure of the domains changes dramatically

as the globules no longer appear. Instead small domains with size on the order of

10µm fill the area independently of defects, which at lower temperatures acted as

a barrier to the growth of the globules. The contrast is also significantly reduced.

Just 2K above this at 332K in panel (e) the size of domains decreases even further

to be of the order of 1µm with a further reduction in contrast. At 335K in panel

(f), there is no visible domain structure when using the 20x objective lens, similar

to the domains at room temperature in Ni/Pt Reference A.

5.2.4 [Ni/Pt]/Ir/Co Synthetic Ferrimagnet

In this section the SFi samples of interest for purposes of AOS will be examined.

Two synthetic ferrimagnets composed of cobalt and Ni/Pt multilayers FM lay-

ers, coupled antiferromagnetically through an iridium layer, were chosen for study

based on their negative remanence (NR) behaviours. In a previous study [1],
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Figure 5.10: Domains formed at the switching event in [Ni/Pt] (Reference B) mul-
tilayer imaged using WFKM at (a) 300K, (b) 310K, (c) 320K, (d) 330K, (e) 332K
and (f) 335K.

Ni3Pt SFi’s were found to show AOS below the negative remanence temperature

(NRT), so here the properties of the stacks above and below T−R are examined,

particularly at temperature close to NRT. The full stack of the two samples are:

Sample A - Pt(5nm)/5x[Ni(0.6nm)/Pt(0.3nm)]/Ni(0.6nm)/Ir(0.4nm)/Co(0.8nm)/

Ir(3nm) and Sample B - Pt(5nm)/5x[Ni(0.6nm)/Pt(0.25nm)]/Ni(0.6nm)/Ir(0.4nm)/

Co(0.8nm)/Ir(3nm) and can be seen in figure 5.11.

The NR regime exists between two critical temperatures. The lower bound is

the negative remanence temperature T−R, and the upper bound is the well known

ferrimagnetic compensation point where the moments of the two FM layers cancel

out. Within this regime, NR occurs because it is more energetically favourable

to switch the ferromagnetic layer with the larger moment to achieve antiparallel

alignment as the appied field is decreased towards remanence. This is shown for SFi

samples A and B by plotting superconducting quantum interference device (SQUID)

magnetometer measurements of the remanent magnetisation against temperature in

figures 5.12 and 5.13 respectively.

The red curve is obtained from hysteresis measurements performed at each tem-

perature, while the blue curve measures the magnetisation value at remanenence

as the temperature is raised. In the case of the red curve, within the NR regime,

the net remanent magnetisation of the sample is anti-aligned to the direction of a

previously saturating field.

The multilayer structure of the [Ni/Pt] layers allows for the magnetic properties

of these SFi’s to be tuned as desired. In particular, the thickness of the platinum lay-
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(a) (b)

Figure 5.11: Visual representation of the stack structure of the synthetic ferrimag-
nets studied in chapter 5. Panel (a) shows SFi sample A and panel (b) shows SFi
sample B. Both images show a cuboid cut of the thin film structure with blue Ir,
orange Co, green Ni and grey Pt layers.

ers within the multilayers has a large influence on the negative remanence (T−R), and

magnetic compensation (TM) temperatures. These critical temperatures increase as

the Pt layer thickness decreases, as can be seen by comparing figures 5.12 and 5.13.

The negative remanence temperature rises from TA
−R=289K to TB

−R=326K, and the

compensation temperature rises from TA
M=310K to TB

M=343K when the thickness

of platinum layers is reduced by 0.05nm between the two samples.

In each case the width of the negative remanence temperature regime ∆T−R =

TM -T−R is a significantly smaller range than found in Ni3Pt based SFi’s with the

example given in that study having ∆T−R ≈ 50K, whereas for the present samples

∆TA
−R = 21K and ∆TB

−R = 17K.

Figure 5.14 shows the individual hysteresis loops for the coupled Co and [Ni/Pt]

layers in SFi Sample A, measured using XMCD at temperatures (a) below and

(b) within the negative remanence regime. Likewise, figure 5.15 shows the same

for Sample B. In both samples, at temperatures above T−R the cobalt undergoes

a single switching event and the [Ni/Pt] layer switching event takes place before,

rather than after reaching remanence when coming from a saturated state. This

occurs as a result of a temperature dependence of the magnetic anisotropy in the

two layers. At the field associated with P to AP state switching, the reduction in

interlayer exchange energy given by an AP alignment is greater than the reduction

in Zeeman energy favoured by a P alignment. Above T−R, the anisotropy barrier

of the larger (Ni/Pt) moment, but not the smaller (Co) moment can be overcome.

Therefore the system can minimise its exchange energy, but is unable to reach the
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Figure 5.12: The remanent magnetisation of SFi Sample A as a function of tempera-
ture determined from SQUID magnetometry. The red circles give the remanence as
calculated from a hysteresis loop taken at different temperatures, whereas the blue
squares show how the remanence changes when increasing the temperature after
preparing the remanent state at 10K. The negative remanence regime, highlighted
in orange, falls between TA

−R = 289K and TA
M = 310K. The relevant antiferromag-

netic type of alignment AP+ or AP−, is indicated for each region.
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Figure 5.13: The remanent magnetisation of SFi Sample B as a function of tempera-
ture determined from SQUID magnetometry. The red circles give the remanence as
calculated from a hysteresis loop taken at different temperatures, whereas the blue
squares show how the remanence changes when increasing the temperature after
preparing the remanent state at 10K. The negative remanence regime, highlighted
in orange, falls between TB

−R = 326K and TB
M = 343K. The relevant antiferromag-

netic type of alignment AP+ or AP−, is indicated for each region.

147



Figure 5.14: Element specific XMCD measurements of SFi Sample A that show
hysteresis loops measured at the nickel and cobalt X-ray absorption edges at (a)
200K and (b) 300K. In each plot, the black coloured line shows the effect of the
magnetic field swept in the positive direction, while the orange line shows a negative
direction sweep.

true energy minimum state as the Co layer cannot reverse its direction to further

reduce the Zeeman energy [3]. Below T−R the cobalt layer has multiple switching

events because both Zeeman and exchange energy can be reduced at each switching

event, due to the smaller anisotropy barrier for Co.

The difference in magnetisation behaviour below and within ∆TA
−R is highlighted

further in Figure 5.16, the loops in which show the net magnetisation in SFi Sample

A both below and above T−R in panels (a) and (b) respectively, as determined from

the magnetic contrast in WFKM images of a 0.2mm2 area of the thin film. By

comparison of these with Figure 5.14, it is possible to infer the available equilibrium

states for these samples (i.e. the direction of layer moments), and the field history

required to form them. WFKM images of the domains that form during switching

events are shown beneath the loops in panels (c-g).

Slightly below TA
−R at 285K, when moving from positive (+104mT) to negative

(-104mT) saturation, the first switching event is P+→AP+ at +78mT. The next

event to occur is AP+→AP− at -67mT. In event AP−→P− the magnetisation is

again saturated at -101mT.

Above TA
−R, within the negative remanence regime, P+→AP−i occurs at +71mT,

leading to the negative remanence behaviour when the field is removed. Event

AP−→P− occurs at -90mT and is equivalent in magnetic layer switching behaviour

to the case below T−R.

Events P+→AP+ and AP+→AP−, (which are a cobalt layer switching event

and AP reversal respectively) have large comparably sized domains which are about

100 µm in width. Small domains with widths of tens of µm nucleate during the

cobalt layer switch in AP−→P− and even smaller domains with width on the order

of 1 µm nucleate as the nickel-platinum layer switches in P+→AP−.
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Figure 5.15: Element specific XMCD measurements of SFi Sample B that show
hysteresis loops measured at the nickel and cobalt X-ray absorption edges at (a)
200K and (b) 330K. In each plot, the black coloured line shows the effect of the
magnetic field swept in the positive direction, while the orange line shows a negative
direction sweep.

(a) (b)

(c)

P+→AP+

(d)

AP+→AP−

(e)

AP−→P−

(f)

P+→AP−

(g)

AP−→P−

Figure 5.16: Hysteresis loops from Sample A determined from the magnetic contrast
during WFKM measurements at (a) 285K and (b) 293K which are respectively
below and above the negative remanence temperature TA

−R for the locally imaged
region. In the bottom row WFKM images representative of each switching event
are displayed, showing the formation of large domains for (c) P+→AP+ and (d)
AP+→AP−, smaller domains in (e,g) AP−→P−, and miniscule domains in (f)
P+→AP−. In each image, the domains that form are darker than the background.
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Figure 5.17: Hysteresis loops from Sample B determined from the magnetic contrast
during WFKM measurements at (a) 320K and (b) 335K which are respectively
below and above the negative remanence temperature TA

−R for the locally imaged
region. In the bottom row WFKM images representative of each switching event
are displayed, showing the formation of large domains for (c) P+→AP+ and (d)
AP+→AP−, smaller domains in (e,g)AP−→P−, and a lack of visible domains in (f)
P+→AP−. In each image, the domains that form are darker than the background.

Figure 5.17 shows the loops and domain formation for Sample B within and below

∆TB
−R. Although the loop in (b) does not appear to indicate negative remanence

through the Kerr contrast value, the reduction to two rather than three switching

events indicates that the measurements are performed within ∆TB
−R. Therefore this

figure indicates much the same thing in SFi Sample B at the transition to negative

remanence, as figure 5.16 does for Sample A.

As negative remanence behaviour has been shown to destroy the capability for

AOS behaviour, the behaviour at the transition has been studied in further detail.

In figure 5.18 the temperature of Sample A was brought to T = 289.5K, in close

proximity to the negative remanence temperature TA
−R = 289K (figure 5.12). In each

panel, the time delay between each WFKM image taken is different, leading to a

different field sweep rate in each case. In panel (a) which has the longest delay of 0.8

seconds between each image, comparison with figure 5.16 shows that the resulting

loop has the same character as loops taken below TA
−R. In contrast to this, in panel

(d) which has the shortest delay of 0.1 seconds, the resulting loop shows negative

remanence behaviour. The intermediate delays of 0.4 and 0.2 seconds in panels (b)

and (c) respectively, show that the resulting net remanence in an imaged area can

be tuned as desired by choice of field sweeping rate.

From closer examination of the images taken to form these loops, it is possible

to explain this phenomenon. In figure 5.19 half of a loop at T = 289.5K with ∆t
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(a) (b)

(c) (d)

Figure 5.18: WFKM loops from SFi Sample A at T=289.5K. In each case the time
delay ∆t between subsequent images when incrementing the field differs. In panel
(a) there is a ∆t = 0.8s delay, for (b) ∆t = 0.4s, (c) ∆t = 0.2s and in (d) ∆t = 0.1s.
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= 0.2s is shown to give a similar loop to figure 5.18(b), in that the first switching

event when coming from saturation towards remanence appears to head from P+ to

AP−, but then rebounds to AP+. This indicates an initial preference for the state

shown at negative remanence, followed by a reversal of moments in both layers to

result in the type of state shown at positive remanence. The domains imaged at

different points within the field sweep are shown in a column on the right hand side,

showing a monodomain state before the event initiates (field H1), with domains only

starting to become visible at field H2 after the large change in contrast which implies

P+→AP−. At H3 and H4 those domains grow in size and by comaprison to the loop

can be seen to give the AP+ contrast. However, the rate at which the domains grow

rapidly slows as the field is decreased, and at H5 just above remanence the domains

are shown to be not significantly larger than in H4. At remanence no domain wall

motion is detected and the domains are locked in place.

The rapid slow down of domain growth is what allows panels (b) and (c) in

figure 5.18 to show an intermediate net remanence behaviour, as the loops show the

average across the domains in both the AP− and AP+ states.

Figure 5.20 explores the slow down of the domain growth at various temperatures.

In order to do this, first a temperature is set and the sample is saturated. Each panel

shows a different temperature. Next the field is changed from saturation at 104mT

to the field shown on the x-axis. A timer is started as the field is changed and

domains begin to grow across the area viewed under the microscope. The timer

is stopped once the field of view is completely covered by those domains. These

measurements represent the rate at which the domains seen in figure 5.19 grow at

different fields.

In order to reduce human error as much as possible, the field is set and the timer

are started programmatically. The timer is stopped manually once the domains

visually fill out the region of interest and therefore is still subject to human error.

In order to account for this, the average of a number of measurements is made,

represented by the error bars present in figure 5.20.

The measurements at different fields show that for each temperature there is an

optimal field at which the rate of domain growth occurs at the fastest rate, above

and below which the rate of growth is slower. In order to compare these across

temperatures a quadratic function is fit (orange curve) to the data, and the x and

y corrdinates of the quadratic minima are extracted and plotted in figures 5.21(a)

and 5.21(b) respectively.

From those extracted parameters, the optimal switching field vs temperature can

be well fit by a linear relationship as seen in panel (a). Panel (b) shows that the time

it takes for the domains to fill the field of view rises exponentially with temperature.

Given that these domains are shown to give rise to the positive remanence behaviour

in figures 5.18 and 5.19, it is possible to conclude that measured values of the
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Figure 5.19: WFKM plots of a half loop at 190K≈TA
−R in SFi Sample A shown for

the full field range (top) and close to the switching event (bottom). WFKM images
of the sample at various points in the loop are shown in a column on the right hand
side, with their locations at H1 = 74.8mT, H2 = 69.7mT, H3 = 64.7mT, H4 =
59.7mT and H5 = 0.5mT marked on the loops.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.20: The time required for the domains shown in figure 5.19 to fill the imaged
area is plotted against the applied out-of-plane field for temperatures (a) 288K, (b)
289K, (c) 290K, (d) 291K, (e) 292K, (f) 293K. The measurements and associated
error bars are plotted in blue, and a quadratic fit is shown in orange.
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negative remanence temperature in these samples can be expected to vary according

to the rate at which the field is swept when the hysteresis is measured. This is one

reason why different measurement techniques may lead to small variations in the

T−R reported.

As shown by panel (f) of figures 5.16 and 5.17, the domain evolution during the

P+→AP− transition is difficult to observe due to the small domains which form

during the event. In figure 5.16(f) a 50x magnification objective lens was required

to see the domains for P+→AP−, whereas for other switching events a 20x lens

was sufficient. In figure 5.17 all domain images were taken with the 20x lens, and

the domains cannot be seen for P+→AP− at this scale. The domains that form in

figure 5.19 occur during an AP−→AP+event (i.e. during an antiparallel reversal),

and P+→AP− is again very difficult to detect within the WFKM images (taken

using a 20x lens). This implies that event P+→AP+in figure 5.16 (due to the close

proximity to TA
−R), is the P+→AP−→AP+ behaviour seen in figure 5.19, and that

the WFKM image for P+→AP+ shown in figure 5.16 shows equivalent domains

to AP+→AP−, with unresolvable P+→AP−also forming within the event. The

large difference in contrast and changes to the domain shapes between images of

P+→AP+ and AP+→AP− shown in figure 5.17 indicate that panel (c) shows does

not show the behaviour seen in figure 5.19, indicating that the smaller moment

switches without the prior switching of the larger moment at this temperature in

this sample.

Comparison to the XMCD data in figure 5.14 shows P+→AP− to be a nickel-

platinum multilayer reversal, and in the domains of the Ni/Pt multilayer reference

samples shown in figures 5.5 and 5.10, it can be seen that close to the negative

remanence temperatures in their corresponding SFi stacks, the domains of those

reference layers collapse in size and contrast. Therefore it is reasonable to conclude

that between fields H1 and H2 in figure 5.19, the change in contrast without the

appearance of domains is due to the reversal of the Ni/Pt multilayer.

With this understanding, a re-examination of the domains observed below TA
−R

in figures 5.16(c) and (d) adds weight to the explanation that the P+→AP+ event

shown in (c) is the combination of P+→AP− followed by AP−→AP+. The entirety

of this event could happen on a timescale undetectable with the default 0.2 second

time step ∆t in WFKM imaging, as by extrapolation of the trends shown in figure

5.21 an antiparallel reversal AP−→AP+could be expected to occur in as little as

0.12 seconds as µ0H passes 74mT.

The explicit formulae used to fit the data in figures 5.21(a) and (b) are

µ0H = mT + c, (5.2.1)

and

tmin = aebT (5.2.2)
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(a) (b)

Figure 5.21: The parameters extracted from the quadratic fits in figure 5.20 are
plotted here as a function of temperature. In panel (a) the field at which the
quadratic takes a minimum is plotted as a function of temperature. In panel (b) the
time corresponding to the field at which the quadratic takes a minimum is plotted
as a function of temperature. The blue squares are the extracted parameters, while
the orange curves show a best fit to the data with a linear funtion in (a) and an
exponential function in (b).

respectively, where T is the sample temperature, tmin is the minimum switching time,

and m, c, a and b are fitting parameters. Using the unweighted fitting procedure

provided by gnuplot 5.4.6, which uses an implementation of the nonlinear least-

squares Marquardt-Levenberg algorithm [4, 5, 6], to fit to the data points results in

the values m = −0.466, c = 207, a = 3.34× 10−97 and b = 0.772.

Figure 5.22 shows the hysteresis loops at a range of temperatures between 325K

and 350K taking the sample from positive remanence in panels (a) 325K, (b) 330K

and (c) 335K, to another example of the behaviour seen in figure 5.19 in (d) 337K,

then to negative remanence in (e) 338K, including collapsed AP state contrast in (f)

340K and (g) 345K, and finally to above the compensation temperature in (h) 350K

where the sample again shows positive remanence. The loop in (h) and to some

extent (g) show a drawn out rotation of the Ni/Pt moment towards saturation.

In these loops, the negative remanence temperature appears to be at around

337K, which is significantly above the TB
−R = 326K result found using SQUID mea-

surements (figure 5.13), and it also at least 2K greater than found in the WFKM

data presented in figure 5.17. The difference between WFKM data sets is easily

explained as being due to variations in the local properties of the different areas

being imaged on the sample. However, the discrepancy between the loacl WFKM

measurements and global SQUID measurements is more difficult to explain unless

either there can be drastic variations in sample properties between different regions,

or there is some level of significant inaccuracy in the measured temperature for one

or both techniques.

Some level of variation was seen in the properties of the samples across differ-

ent areas, but nothing drastic enough to suggest that to be the only explanation.
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Figure 5.22: WFKM loops for Sample B at temperatures (a) 325K, (b) 330K, (c)
335K, (d) 337K, (e) 338K, (f) 340K, (g) 345K, and (h) 350K.

Therefore, the result shows the importance of calibrating the temperature sensors

according to the behaviour of an appropriate calibration sample with easily observ-

able emergent properties at known temperatures. As the WFKM heater stage was

only set up recently it has not yet been possible to establish a suitable sample and

perform a calibration of the type described. Rather, the sensor calibration provided

by the manufacturer of the Kerr system has been relied upon, on the assumption

that it can report a sufficiently accurate reading for the purpose of this study.
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5.3 Optically Pumped Wide Field Kerr Measure-

ments

In this section, the results of exposing SFi samples to a pulsed laser source will

be examined. The results of such exposure are usually classified as either thermal

demagnetisation or all optical switching. All optical switching is taken to be a

solid spot or stripe of switched region. Pure thermal demagnetisation has an equal

amount of area in the switched and non switched state. Areas that are not fully

switched but show greater proportion of switched area are referred to as partially

switched.

5.3.1 Requirements for AOS

Before AOS was observed in these [Ni/Pt] based SFi’s, many measurements were

performed in order to understand the conditions required. In what follows, the most

enlightening of those measurements will be shown in order to establish the reasons

behind the choice of parameters used in the next section.

In order to see any optically induced magnetisation behaviour, the beam fluence

must be above a critical threshold. In figure 5.23, the result of different fluences is

explored in SFi Sample A at 73K. In panel (a) the 5.8mJ/cm2 fluence is below the

threshold, as scanning the beam from top to bottom resulted in only a small switched

area in the position exposed initially. The reason for an effect in this area above

any other is likely due to the greater period of time for which that area was exposed

(as it takes time for the user to move from opening the shutter to begin rotating

the mirror to sweep the beam), increasing the likelihood that a fluctuation in the

beam fluence can overcome the critical threshold. Similar behaviour is seen in (b)

6.2mJ/cm2 and (c) 6.6mJ/cm2, although increasingly large areas are switched each

time. At 7.0mJ/cm2 shown in panel (d) the fluence is above the critical threshold,

and owing to a combination of the beam parameters and temperature, a beam of

this fluence is enough to result in thermal demagnetisation.

Figure 5.24 again shows Sample A. Here the 6.8mJ/cm2 fluence in panel (a)

is just above the critical threshold and owing to the balance of beam parameters

and temperature, the effect of beam exposure is all optical switching of the region

swept by the beam. Continuing to increase the beam fluence in (b) 7.5mJ/cm2

shows a similar effect. In panel (c) 8.3mJ/cm2 the increase in fluence increases the

width of the switched region. In (d) 9.0mJ/cm2 the increase in fluence leads to a

partial switching rather than full AOS, and in (e) 9.8mJ/cm2 the level of switching

is reduced further to the point that it makes more sense to refer to it simply as a

thermal demagnetisation. Overall this figure shows that for parameters which lead

to AOS there is an upper limit to the fluence at which it can occur, before thermal
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(a) (b) (c) (d) (e)

Figure 5.23: The effect of pulse fluence on optical exposure in SFi Sample A in
the remanence state at 73K. The 1035nm, 280fs, RCP pulses occur at a repetition
rate of 10kHz. Between panels, the fluence is varied such that (a) 5.8mJ/cm2, (b)
6.2mJ/cm2, (c) 6.6mJ/cm2, (d) 7.0mJ/cm2, (e) 7.3mJ/cm2. Light and dark grey
coloured regions are AP+ and AP− states respectively. In each image the beam
was swept from top to bottom at a rate of approximately 150µm/s.

demagnetisation is instead observed. Therefore, when searching for AOS the ideal

situation is to set a fluence sufficiently above the threshold enough that fluctuations

will not bring the fluence beneath the threshold, but otherwise as close to the critical

threshold as possible.

The effect of temperature on the effect of optical exposure was examined in SFi

Sample A, as shown in figure 5.25. In each panel, prior to optical exposure the

region of the sample to be examined was prepared in the same way. The method of

preparation is to first saturate the sample with a -104mT out of plane field, followed

by a reduction to -10mT, at which the bias field was used to assist switching as

a beam was applied to the left hand side of the imaged area. In each panel, once

exposed to the 5.6mJ/cm2 LCP beam the beam was first of all swept from left

to right across the upper region at a rate of approximately 150µm/s across the

domain wall. Next, the beam was blocked and the sample moved upwards using the

piezoelectric stage. The beam polarisation was changed to right circularly polarised,

and the beam swept from right to left back across the domain wall. In each case the

pulse repetition rate and width were kept constant at 10kHz and 280fs respectively.

Change from LCP to RCP moves the position of beam exposure slightly to the

right. In each case, exposure to the beam resulted in thermal demagnetisation

with domains of different sizes. In panels (a), (b) and (c) at 72K, 120K and 160K

respectively the exposed regions demagnetise with domains forming in a mostly

disconnected fashion, with domain size being between approximately half and one

times the size of the demagnetised spots. In panels (d), (e) and (f) at 210K, 250K

and 290K respectively, the procedure to prepare the state with a saturation field and

bias field results in the inversion of contrast. Particularly in (d) and (e), the result

of beam exposure leads to a preferance for the light coloured AP+ state, although
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Figure 5.24: The effect of pulse fluence on optical exposure in SFi Sample A in the
remanence state at 250K. The 1035nm, 2500fs, LCP pulses occur at a repetition
rate of 250kHz. Between panels, the fluence is (a) 6.8mJ/cm2, (b) 7.5mJ/cm2, (c)
8.3mJ/cm2, (d) 9.0mJ/cm2, (e) 9.8mJ/cm2. Light and dark grey coloured regions
are AP+ and AP− states respectively. In each image the beam was swept from top
to bottom at a rate of approximately 150µm/s.

there remains no clear helicity dependence. The reason behind this preference will

be explored in the discussion of figures 5.28 and 5.29. The domains formed on the

right hand side at higher temperatures appear more connected and are generally

larger in size. As the negative remanence temperature is approached, the contrast

between the two antiparallel states falls significantly. This is to be expected due to

the proximity to the magnetic compensation temperature where the moment of the

ferromagnetic layers equal one another, and the net signal from antiparallel layers is

expected to vanish (assuming each layer has the same Kerr rotation). Panels (b) and

(c) show areas previously demagnetised at a position in the bottom centre (which

arise due to the closing of the shutter on the beam used to create the domain wall

with a bias field during preparation) are switched more consistently than those in

an AP state. This effect is explored further in figure 5.38.

Figures 5.26 and 5.27, show the effect of pulse repetition rate on Sample A at

temperature 72K and 250K respectively. In each case the preparation procedure

before exposure is the same as that described for figure 5.25, as is the sequence of

exposure events. With increasing repetition rate, the size of domains formed is seen

to increase, and the resulting effect of the exposure is a better connection between

the domains to form a stripe. As in figure 5.25 the results at 72K show similar

behaviour in each AP state, whereas at 250K there is a clear preference for the light

AP state. At higher rep rates, the effect of demagnetisation is suppressed, while

the ability to pull domain walls is heightened. In panels 5.27(e) and (g), a thin

switched region longer than 50µm is formed, primarily through the domain wall

pulling mechanism.

Figure 5.28 shows the strong effect of historical fields on SFi Sample A at 250K.

In each panel, a -104mT out of plane field was used to prepare the left hand side with

darker contrast as the AP− state. The right hand side with lighter contrast was
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Figure 5.25: Effect of temperature on optical exposure in SFi Sample A. The 1035nm
wavelength beam was set with a repetition rate of 10kHz, pulse width of 280fs and
fluence of 5.6mJ/cm2. The temperature in each panel is (a) 72K, (b) 120K, (c)
160K, (d) 210K, (e) 250K and (f) 290K. Each image shows three colours, darkest
and lightest grey are AP states, elliptical regions of a middle grey value are at the
location where the sweep path ends and the laser shutter closed. In each image, an
LCP beam was swept from left to right at the top, and an RCP beam was swept from
right to left below that. In all cases the beam was swept at a speed of approximately
150 µm/s.

161



(a) (b)

(c) (d)

(e) (f)

(g)

Figure 5.26: Effect of pulse repetition rate on optical exposure in SFi Sample A at
72K. The 1035nm wavelength beam was set with a pulse width of 280fs and fluence
of 5.6mJ/cm2. The repetition rate in each panel is (a) 10kHz, (b) 25kHz, (c) 50kHz,
(d) 100kHz, (e) 250kHz, (f) 500kHz and (g) 1000kHz. Each image shows three
colours, darkest and lightest grey are AP states, elliptical regions of a middle grey
value are at the location where the sweep path ends and the laser shutter closed.
In each image, an LCP beam was swept from left to right at the top, and an RCP
beam was swept from right to left below that. In all cases the beam was swept at a
speed of approximately 150 µm/s.
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Figure 5.27: Effect of pulse repetition rate on optical exposure for Sample A at 250K.
The 1035nm wavelength beam was set with a pulse width of 280fs and fluence of
5.6mJ/cm2. The repetition rate in each panel is 10kHz, (b) 25kHz, (c) 50kHz, (d)
100kHz, (e) 250kHz, (f) 500kHz and (g) 1000kHz. Each image shows three colours,
darkest and lightest grey are AP states, elliptical regions of a middle grey value are
at the location where the sweep path ends and the laser shutter closed. In each
image, an LCP beam was swept from left to right at the top, and an RCP beam
was swept from right to left below that. In all cases the beam was swept at a speed
of approximately 150 µm/s.
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Figure 5.28: The effect of a historical field on optical exposure in SFi Sample A
at 250K. In panels (a) and (b) a 10mT bias field in direction opposite to the prior
saturation field is applied before exposure to the beam at remanence. In panels (c)
and (d) the field is taken directly from saturation to remanence prior to exposure.
The beam used in each case has a pulse repetition rate of 1MHz, pulse width of
280fs, fluence of 4.9mJ/cm2 and 1035nm wavelength.

prepared into AP+using a -10mT bias field. In panels (a) and (b), in between the

application of the -10mT biasing field and the removal of applied field, a positive

direction 10mT field was applied to the sample. Whereas in panels (c) and (d),

the field was removed directly after the -10mT bias. In panels (a) and (c), the

4.9 mJ/cm2 fluence, beam was scanned from left to right with a LCP 260mW,

280fs, 1MHz beam. In panels (b) and (d), the beam was scanned from right to

left with an otherwise equivalent RCP beam. In both cases exposure to the beam

is at remanence, with the only difference in setup being the +10mT field applied

immediately prior to remanence in panels (a) and (b). The results show that the

historical field has a strong effect on the demagnetisation effects on each AP state.

With no historical field, there is a partial switching of the dark contrast AP− state,

with no significant switching or demagnetisation of the light contrast AP+ state.

However, the application of the historical bias field results in a demagnetisation of

both AP states, with no significant dependence on the AP state under exposure. In

each case the effect seen is helicity independent.

The historical field effect has been studied further in figure 5.29. Here the back-

ground has been prepared in the AP+ state through the application of a +104mT

field, and the historic field before exposure to the beam differs in each panel. In

panel (a) the field is taken directly to 0mT and the result of beam exposure is a

strong partial switching, in (b) a -5mT field is applied before beam exposure at

0mT and the switching percentage drops from strong partial switching to a ther-

mal demagnetisation in (c), (d) and (e) the historical fields are 10mT, 20mT and

30mT respectively, and show similar demagnetisation as in (b). Further increasing
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Figure 5.29: The effect of a historical field on optical exposure in SFi Sample A at
250K for various historical fields. The historical field is given by (a) 0mT, (b) 5mT,
(c) 10mT, (d) 20mT, (e) 30mT, (f) 40mT and (g) 50mT. In each panel, the laser
is pulsed at a 1000kHz repetition rate with pulses of 280fs width and 4.9mJ/cm2

fluence.

the magnitude of historical field in (f) at 40mT and (g) at 50mT causes the ability

switch or demagnetise to be lost almost entirely.

To help understand the reason for this historical field dependence, a WFKM loop

for SFi Sample A at 250K is shown in figure 5.30. The first thing to note is that at

this temperature, the polar coil cannot generate enough field to saturate the sample

(i.e. bring it to the parralel P state) between measurements, and is only sufficient

to return the sample to the desired AP state. A second observation, relevant to

the behaviour seen in figures 5.28 and 5.29 is that there is a small change in Kerr

contrast when sweeping the field past remanence when coming from the maximum

field.

This change in contrast moves the signal closer towards net zero magnetisation

at the AP level and raises questions as to what about the magnetic state changes

at this drop and why it affects the response to optical exposure so strongly.

Re-examination of figure 5.16 shows a small bump at 0mT appearing both below

and above, and yet near to TA
−R at temperatures where the 104mT field is enough

to bring the sample into the P state, indicating that the historical field effect is still

present.

The main implication for the historical field effect with regards to AOS, is that

any intentional or unintentional application of a field even if later removed may
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Figure 5.30: WFKM loop of SFi Sample A at 250K.

have a strong effect on the ability to observe AOS in these systems. The effect of

wavelength remains unexplored for this class of materials.

5.3.2 Swept beam AOS

For many systems showing AOS, the beam can give rise to thermal demagnetisation

at the high fluence central position of beam exposure and switching in an outer

ring where the fluence is lower. By sweeping the beam position across the sample,

switching from the outer ring takes precedence over length of the exposed stripe

and thermal demagnetisation is seen only at position where beam exposure is ended

[7, 8, 9]. This effect becomes particularly important in (multiple pulse) HD-AOS

where a swept beam can be a requirement for full switching [10]. In [Co/Pt]N

multilayers, the effect of the rate of beam sweep has been studied [11] and shown

to give a higher (multiple pulse HD-AOS) switching percentage for lower sweeping

speed. Sweeping of the beam was found to be an important factor in the optical

switching of nickel-platinum multilayer based SFi’s in this study, resulting in more

consistent observation of HI-AOS.

For the images presented in what follows, the sample is first saturated with a

104mT out of plane field using the polar coil and then brought directly to remanence,

and as such the behaviour presented is an all-optical effect. Once prepared, the

sample is exposed to the pump laser, and swept quickly across the surface by rotation

of the plane of a mirror.

In figure 5.31 AOS between AP states is shown in SFi Sample A at 289K. This

temperature was chosen in order to balance the desire for high temperature with

that for a strong contrast. For pulses of 2500fs width and 250kHz reptition rate, the

fluence of 8.6mJ/cm2 was found to be just above the critical threshold. The results

show no clear helicity dependence, although for panels (a) and (d) it appears that

the fluctuations in the beam fluence have brought it beneath the critical threshold

for potions of the scan, resulting in sections of unswitched material. Above TA
−R

when HI-AOS no longer occurs, changes to the magnetic contrast resulting from
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Figure 5.31: HI-AOS between AP states in SFi Sample A at 289K using (a,c) LCP
and (b,d) RCP polarised light of fluence 8.6mJ/cm2, 2500fs pulse width and 250kHz
pulse reptition rate. Parts (a) and (b) show magnetic contrast change from AP−

to AP+ SFi states, whereas (c) and (d) show the reverse. In each case the beam
is swept at a rate of approximately 150µm/s. Scale bars in the bottom left show a
50µm length. Panel (e) shows the WFKM hysteresis loop at 289K.

laser exposure become neglible.

In figure 5.32 AOS is shown in SFi Sample B at 330K. Panels (a), (b) and (c)

show the result of exposure to a 116µm 1/e2 width, 1035nm wavelength pulsed

beam with fluence (a) 2.4 mJ/cm2 and (b,c) 3.4 mJ/cm2, 280fs pulse width and

1MHz pulse repetition rate for (a) LP, (b) LCP and (c) RCP beams. The fluence

for this image is slightly above the threshold for optically induced magnetisation

changes with the parameters detailed. As the ability to switch is independent of the

polarisation of the beam, the results indicate a helicity independent switching. For

these representative images, the temperature of 330K was chosen to take the sample

as close to the negative remanence temperature as possile while remaining below

the negative temperature regime, as it was found that AOS is more easily obtained

at higher temperatures. Panels (d), (e) and (f) show the same measurements

performed for the opposite AP state (i.e. the reverse field history) and indicate no

significant difference in the capacity for switching in the reverse direction. Above

TB
−R HI-AOS does not occur, and changes to the magnetic contrast resulting from

laser exposure instead indicate thermal demagnetisation.

Figure 5.33 shows another example of AOS in SFi Sample B at 300K. In this

image, the pulse width used is 10ps, two orders of magnitude larger than that used in

figure 5.32 and the fluence has been raised to compensate for the increased threshold

fluence of longer pulses. The results show no significant change to the AOS observed

indicating that pulse width is not of major significance in AOS of Ni/Pt based SFi’s.

Contrary to SFi’s with a Ni3Pt alloy base layer, there has been no observation of
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Figure 5.32: HI-AOS between AP states in SFi Sample B at 330K using (a,d)
LP light of fluence 2.4mJ/cm2, (b,e) LCP and (c,f) RCP polarised light of fluence
3.4mJ/cm2, 1035nm wavelength, 280fs pulse width and 1MHz pulse reptition rate.
Parts (a,b,c) show magnetic contrast change from AP− to AP+ SFi states due to
beam exposure, whereas (d,e,f) show the reverse. In each case the beam is swept
at a rate of approximately 150µm/s. Scale bars in the bottom left shows a 50µm
length. Panel (g) shows the WFKM hysteresis loop at 330K.

(a) (b) (c) (d) (e) (f)

Figure 5.33: HI-AOS between AP states in SFi Sample B at 330K using (a,d)
LP light of fluence 3.0mJ/cm2, (b,e) LCP and (c,f) RCP polarised light of fluence
4.1mJ/cm2, 1035nm wavelength, 10ps pulse width and 1MHz pulse reptition rate.
Parts (a,b,c) show magnetic contrast change from AP− to AP+ SFi states due to
beam exposure, whereas (d,e,f) show the reverse. In each case the beam is swept
at a rate of approximately 150µm/s. Scale bars in the bottom left shows a 50µm
length.
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toggle switching for these systems. The left hand column of figure 5.34 shows AOS in

SFi Sample B resulting from a 4.7mJ/cm2 beam swept from top to bottom at a rate

of approximately 150µm/s. This is followed in the right hand column by a similar

beam sweep from left to right, over the initially switched region, and shows that at

the intersection of the swept regions, there is no return to the initial AP state. It is

important to note that the unidirectional switching is not a permanent effect, as a

new monodomain, with optically switchable remanent state can be prepared using

an external magnetic field.
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Figure 5.34: Images of Sample B at 330K showing an initial vertical scan (left
column) of a 1035nm, 10ps, 1MHz beam with fluence 4.7mJ/cm2, followed by a
horizontal scan with the same parameters (right column) through the vertically
swept region. Each row shows the following beam helicity and background state,
(a,b) LCP on AP−, (c,d) RCP on AP−, (e,f) LCP on AP+ and (g,h) RCP on AP+.
The swept regions show AOS but the reverse is not found at the interesection of the
two scans, indicating a single direction of switching which cannot be rewritten in an
all optical fashion. Scale bars in the bottom left shows a 50µm length.
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Demagnetisation

Partial switching

Full switching

No effect

Figure 5.35: A matrix to display the known fluence and number of pulses required
for all optical switching at temperature 330K in Sample B using a static beam
with pulse width of 10ps, pulse repetition rate of 1MHz and 1035nm wavelength.
Determination is based on the average behaviour of four measurements, one for each
AP state and circular polarisation of the beam.

5.3.3 Static Beam Measurements

In addition to AOS acheived by scanning the laser beam across the surface, AOS

was also observed in both samples with a beam kept at a constant position.

Figure 5.35 shows a matrix of the effects of static beam switching for given

pulse fluence and number of pulses applied at a 1MHz rep rate. The colour of

each point is determined by the average of four measurements - one for each AP

state and polarisation. If no effect is found in any of the four measurements then

a black square is assigned. Otherwise each measurements is given a value 1 for full

switching, 2 for partial switching and 3 for demagnetisation, and the average across

the images which show an effect for the given parameters is taken. The resulting

average is converted back into the corresponding colour in the scale and shown in

the figure. From this figure it can be seen that AOS occurs just above the threshold

fluence (at ≈4.1mJ/cm2) for large (N ≥ 105) numbers of pulses. As can be seen

for smaller number (10 < N < 1000) of pulses, increasing the fluence does not lead

to an improvement in the switching ability. At fluence 7.1mJ/cm2, there were no

observations of (full) AOS. This indicates that the case for observing single pulse

switching in these samples is unlikely with the material stacks considered, and that

the number of pulses required for switching is comparable to that found for Ni3Pt

based SFi’s.
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Figure 5.36: Static beam HI-AOS in SFi Sample B at 330K using 105 pulses of
(a,c) LCP and (b,d) RCP polarised light of fluence 4.1mJ/cm2, 1035nm wavelength,
10ps pulse width and 1MHz pulse reptition rate. Parts (a) and (b) show magnetic
contrast change from AP− to AP+ SFi states, whereas (c) and (d) show the reverse.
Scale bars in the bottom left show a 50µm length.

In figure 5.36 the results for static beam switching in SFi Sample B at 330K

are shown for 105 pulses with 4.1mJ/cm2 fluence, 10ps pulse width and 1MHz pulse

reptition rate are shown as an example of the static beam data collected. For this set,

three of the images (shown in panels (a), (c) and (d)) show clear AOS as determined

by the change in contrast as compared to the effect of a change in contrast induced

by an exposure to a continuous beam with a 5mT bias field. The other spot shows

partial demagnetisation according to the same analysis. Therefore the colour matrix

shown in figure 5.35 takes a purple colour at those parameters to indicate that three

in four measurements showed full switching, while the remaining showed partial

switching.

Figure 5.37 shows static beam exposure in SFi Sample A at 250K for a range

of pulse numbers with parameters 7.1mJ/cm2 fluence, 2.5ps pulse width and 1MHz

pulse repetition rate. The contrast in these images is strong and more obvious in

meaning than the measurements in SFi Sample B at 330K, making them possible

to compare and analyse visually. These measurements show a range of behaviour.

When only a single pulse is applied, there is no effect on the contrast observed. For

10 pulses only the LCP beam shows demagnetisation. With 102 pulses three out

of four show demagnetisation. For 103, and 104 all images show demagnetisation.

For 105 pulses the LCP beam applied to an AP+ state shows an example of partial

switching, with the left part of the ellipse showing greater contrast than the right

half, indicating switching on the left and demagnetisation on the left. A RCP

beam applied to AP+ does not give any effect, which is assumed to be an outlier.

Applications of 105 pulses to an AP− state gave demagnetisation in both cases. For

106 pulses three of four measurements show switching, with RCP applied to AP+

showing demagnetisation.

Figure 5.38, shows static beam thermal demagnetisation split into a two step

process. In the first step, 100 pulses of a high fluence are applied to positions in this

sample which have been prepared into specific AP states. The result of these pulses

is to demagnetise the exposed locations in a homogeneous fashion, introducing a

third greyscale contrast to the image since no domains are visible within these

demagnetised ellipses.
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Figure 5.37: Optical exposure of SFi Sample A at 250K using a static beam. The
number of 2500fs width, 7.1mJ/cm2 fluence pulses is varied by factors of ten for
each circular polarisation and AP state. The label ‘nsat’ refers to preparation of the
sample in the AP− state prior to optical exposure, while ‘psat’ refers to preparation
in the AP+ state. A scalebar in the bottom left shows a distance of 20µm.

In the second step, a varied number of lower fluence pulses are applied to the

sample. At the chosen fluence of 3.4mJ/cm2 no change is found to the magnetisation

state of the exposed regions as the fluence threshold for the specific conditions is not

met. Regardless, the effect of this second step is generally an increase in the size of

the domains within the exposed regions. It is clear that the size of these domains

increases with the number of pulses, indicating a cumulative process of remagneti-

sation induced by a temperature somewhere between the ambient temperature of

the sample, and the Curie temperature.

This result helps to understand why in general, the ability to see AOS is far easier

when sweeping the beam, rather than keeping the beam static, since temperatures

corresponding to the lower fluence will be applied to the initially demagnetised

position as the outer parts of the Gaussian beam are subsequently swept across the

central demagnetised spot. It also explains why in figures 5.26 and 5.27, a higher

repetition rate leads to larger domains, which is because at higher rates, a larger

number of pulses will be applied as the beam is swept, increasing the size of these

domains further than for smaller rates. This also explains our observation that

sweeping the beam more slowly leads to better AOS results.

173



Figure 5.38: A two step process performed at 250K where Sample A is first exposed
to a beam with high fluence (5.6mJ/cm2 shown in the top row), followed by a beam
with lower fluence (3.4mJ/cm2 shown in the bottom row) at the same locations.
Each column from left to right has an additional order of magnitude of pulses in the
second step starting with 103 and reaching up to 106. In each image, the background
is separated into to halves by a domain wall, with AP+on the left hand side and
AP−on the right. The two exposed regions at the top of each image are pulsed with
LCP light, while the bottom two are exposed with RCP light. In each case, the
beam has a 1000kHz repetition rate of pulses with 280fs width. A scalebar at the
top right shows a 50µm length.
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5.4 Time Resolved Magneto Optical Kerr Effect

In order to better understand the mechanisms by which AOS occurs, the ultrafast

magnetisation dynamics of the cobalt reference layer, Ni/Pt Referance A and SFi

Sample B were measured using time-resolved pump probe MOKE measurements

described in section 3.3.

As shown in section 5.3.3, AOS in these samples requires on the order of 106

pulses. As a remagnetisation field is constantly applied during the measurements

made in this section, only effects of a single initial pulse on the sample, set by the

field applied to either a saturated, or in the case of SFi’s an AP state, is observed,

and therefore any direct observation of switching behaviour is unlikely to be found

here. Regardless of this, TR-MOKE is a useful technique to understand how the

system responds to optical pulses on a picosecond timescale, and can add to the

understanding of how the AOS mechanism may occur.

5.4.1 Demagnetisation

Figure 5.39 shows the sub-picosecond demagnetisation of the cobalt reference layer

with varied fluence. The maximum demagnetisation is achieved with a fluence upper

limit of 11.3mJ/cm2. Beyond that, the time required to remagnetise rises from the

order of a few picoseconds to over 100ps. This is likely to be due to an increase

in the time required for the heat deposited into the probed area of the sample to

disperse.

Figure 5.40 shows that the demagnetisation of the cobalt layer is not significantly

effected by the magnitude of field applied.

Figure 5.41 shows that the nickel platinum Reference A multilayer has a sig-

nificantly lower fluence requirement of 3.8mJ/cm2 to achieve full demagnetisation,

compared to the cobalt layer. Figure 5.42 shows that beyond 58mT the demagneti-

sation of nickel platinum Reference A multilayer is unaffected by the out-of-plane

field applied to remagnetise it. At small fields, the time taken to remagnetise in-

creases significantly. In panel (c) of figure 5.42, the reduction from 58mT to 4.5mT

results in an approximate doubling of the remagnetisation time from 1ns to 2ns.

This could be a result of a loss of PMA in this layer at higher temperatures (similar

to that seen for Reference B in figure 5.9), resulting in the magnetisation lying in

the plane of the sample.

A comparison of the picosecond scale dynamics of the cobalt and nickel platinum

(A) reference samples is shown in figure 5.43. The rate of demagnetisation is seen

to be 2.6 times faster for the Ni/Pt layer. This meets the requirement of different

demagnetisation rates for each layer required for the AOS mechanism of spin current

transfer between ferromagnetic layers [1, 12].

The ultrafast demagnetisation of SFi samples can depend on whether the mag-
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Figure 5.39: Time-resolved magneto optical Kerr effect (TR-MOKE) pump-probe
measurements of cobalt reference layer with a 326mT out of plane applied field and
varied fluence. Between the panels shown, the signal is shown on a time scale of (a)
8ps, (b) 200ps, (c) 3ns. The demagnetisaton percentage is based upon comparison
of the signal magnitude to the height of the static MOKE hysteresis loop measured
in the same setup. The experiment setup is shown in figure 3.6 and uses a pulsed
laser source with 100kHz rep rate, 50fs pulse width, 800nm wavelength pump pulse
and 400nm probe pulse.

(a) (b) (c)

Figure 5.40: TR-MOKE pump-probe measurements of cobalt reference layer with a
pump fluence 6.8 mJ/cm2 and varied out of plane field. Between the panels shown,
the signal is shown on a time scale of (a) 8ps, (b) 200ps, (c) 3ns. The demagnetisaton
percentage is based upon comparison of the signal magnitude to the height of the
static MOKE hysteresis loop measured in the same setup. The experiment setup is
shown in figure 3.6 and uses a pulsed laser source with 100kHz rep rate, 50fs pulse
width, 800nm wavelength pump pulse and 400nm probe pulse.
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Figure 5.41: TR-MOKE pump-probe measurements of Ni/Pt A reference layer with
a 326mT out of plane applied field and varied fluence. Between the panels shown,
the signal is shown on a time scale of (a) 8ps, (b) 200ps, (c) 3ns. The demagnetisaton
percentage is based upon comparison of the signal magnitude to the height of the
static MOKE hysteresis loop measured in the same setup. The experiment setup is
shown in figure 3.6 and uses a pulsed laser source with 100kHz rep rate, 50fs pulse
width, 800nm wavelength pump pulse and 400nm probe pulse.

(a) (b) (c)

Figure 5.42: TR-MOKE pump-probe measurements of Ni/Pt A reference layer with
a pump fluence 2.3 mJ/cm2 and varied out of plane field. Between the panels shown,
the signal is shown on a time scale of (a) 8ps, (b) 200ps, (c) 3ns. The demagnetisaton
percentage is based upon comparison of the signal magnitude to the height of the
static MOKE hysteresis loop measured in the same setup. The experiment setup is
shown in figure 3.6 and uses a pulsed laser source with 100kHz rep rate, 50fs pulse
width, 800nm wavelength pump pulse and 400nm probe pulse.
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Figure 5.43: A comparison of the demagnetisation rate in the Co reference and
Ni/Pt Reference A layers on femtosecond timescales. In each case, the pump fluence
is 6mJ/cm2, and a 300mT out of plane field is applied.

netisation of the layers is prepared in a parallel (P) or antiparallel (AP) state [1].

To determine suitable external fields for use in TR-MOKE measurements of these

states, a static MOKE loop is performed using the same experimental setup. This

loop is shown in figure 5.44, and displays a strong contrast between all four possible

magnetic states. The loop shows that a field of between 50mT and 100mT should

be applied in the out of plane direction to prepare an AP state, while greater than

130mT is needed to prepare a P state. It is important to keep in mind that an elec-

tromagnet continuously generating a magnetic field will heat up over time, reducing

the magnetic field output. Because of this, a field at the higher end of the range is

preferable, to avoid the possibilty of losing a field sufficient to reset to the desired

state over the course of an experiment.

In figure 5.45 the ultrafast demagnetisation is shown for SFi Sample B in the P

state at various fluences. The data shows that the sample can be fully demagnetised

by a pump beam with fluence 8.3mJ/cm2 on a sub-picosecond timescale.

Figure 5.46 shows the ultrafast demagnetisation SFi Sample B in the AP state

at various fluences. The demagnetisation remains constant between 2.9mJ/cm2

and 4.9mJ/cm2 , indicating that the Ni/Pt layer has fully demagnetised at these

fluences, with little difference in the demagnetisatoin of the Co layer. At 6.8mJ/cm2

the demagnetisation raises further as the cobalt layer also begins to demagnetise

to a significant extent. The picosecond scale demagnetisation shown in panel (a)

displays an inflexion point in the middle of the approximately 2ps demagnetisation.

This inflexion is an observation of the different rate of demagnetisation for the two

layers within the exchange coupled stack.

The dependence of ultrafast demagnetisation in SFi Sample B on applied field

with pump fluence of 2.3mJ/cm2 is shown in figure 5.47. While the fluence is too

low to have a significant effect on the cobalt layer of the sample, a clear increase in
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Figure 5.44: MOKE loop of Sample B at room temperature.

(a) (b) (c)

Figure 5.45: TR-MOKE pump-probe measurements of SFi Sample B with a 326mT
out of plane applied field and varied fluence. Between the panels shown, the signal is
shown on a time scale of (a) 8ps, (b) 200ps, (c) 3ns. The demagnetisaton percentage
is based upon comparison of the signal magnitude to the height of the static MOKE
hysteresis loop measured in the same setup. The experiment setup is shown in figure
3.6 and uses a pulsed laser source with 100kHz rep rate, 50fs pulse width, 800nm
wavelength pump pulse and 400nm probe pulse.
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Figure 5.46: TR-MOKE pump-probe measurements of SFi Sample B with a 100mT
applied field and varied fluence. Between the panels shown, the signal is shown on
a time scale of (a) 8ps, (b) 200ps, (c) 3ns. The demagnetisaton percentage is based
upon comparison of the signal magnitude to the full height of the static MOKE
hysteresis loop measured in the same setup. The experiment setup is shown in
figure 3.6 and uses a pulsed laser source with 100kHz rep rate, 50fs pulse width,
800nm wavelength pump pulse and 400nm probe pulse.

magnitude of the signal can be seen between applied fields of 58mT and 112mT, as

the initial state of the sample is switched from AP to P.

5.4.2 Precession

Precessional dynamics in the cobalt reference layer, induced by a 2.7mJ/cm2 pulse

with a field directed in the sample plane are shown in figure 5.48. As the in plane

field is increased, the demagnetisation signal at zero delay decreases in magnitude,

while the precessional signal amplitude increases. The precession can be seen for

approximately two full cycles indicating a strong damping in this system.

The precessional frequency was extracted from a Fourier transform of each signal

implemented in Python (using the scipy fftpack library) and is shown in figure 5.49

as a function of field. Due to the weak precessional signal below 200mT, it has

only been possible to extract a precession frequency from the data in figure 5.48

for 196mT and above. The data shows a general trend of reduced frequency with

increasing field.

The time-resolved precession dynamics of Ni/Pt Reference layer A are shown in

figure 5.50. Like in the cobalt layer data, the pulse fluence is 2.7mJ/cm2, and the

resulting precession is strikingly similar in features and trend.

The precession frequency is extracted through the Fourier transform and plotted

in 5.51. This shows that for both uncoupled reference layers the precession frequency

decreases with applied field.

Precession in SFi Sample B is shown in figure 5.52. For this sample, the pre-

cession dynamics show a significant change in behaviour, with generally stronger
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(a) (b) (c)

Figure 5.47: TR-MOKE pump-probe measurements of SFi Sample B with a pump
fluence 2.3 mJ/cm2 and varied out of plane field strength. Between the panels shown,
the signal is shown on a time scale of (a) 8ps, (b) 200ps, (c) 3ns. The demagnetisaton
percentage is based upon comparison of the signal magnitude to the height of the
static MOKE hysteresis loop measured in the same setup. The experiment setup is
shown in figure 3.6 and uses a pulsed laser source with 100kHz rep rate, 50fs pulse
width, 800nm wavelength pump pulse and 400nm probe pulse.

(a) (b) (c)

Figure 5.48: TR-MOKE pump-probe measurements of precession in the cobalt ref-
erence layer with a pump fluence 2.7 mJ/cm2 and varied in plane field. Between the
panels shown, the signal is shown on a time scale of (a) 8ps, (b) 200ps, (c) 3ns. The
experiment setup is shown in figure 3.6 and uses a pulsed laser source with 100kHz
rep rate, 50fs pulse width, 800nm wavelength pump pulse and 400nm probe pulse.
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Figure 5.49: Precession frequency vs. field for the cobalt reference layer. The
precession frequency (black squares) is extracted from the fast Fourier transform
spectra of the TR-MOKE data shown in figure 5.48, where a 2.7 mJ/cm2 pulse is
used to induce precession of the spins in the thin film. The process of parameter
extraction is explained in section 3.3.9. A linear fit to the data is shown by the black
curve.

(a) (b) (c)

Figure 5.50: TR-MOKE pump-probe measurements of precession in Ni/Pt Reference
A with a pump fluence 2.7 mJ/cm2 and varied in plane field. Between the panels
shown, the signal is shown on a time scale of (a) 8ps, (b) 200ps, (c) 3ns. The
experiment setup is shown in figure 3.6 and uses a pulsed laser source with 100kHz
rep rate, 50fs pulse width, 800nm wavelength pump pulse and 400nm probe pulse.
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Figure 5.51: Precession frequency vs. field for the Ni/Pt Reference A multilayer.
The precession frequency (black squares) is extracted from the fast Fourier transform
spectra of the TR-MOKE data shown in figure 5.50, where a 2.7 mJ/cm2 pulse is
used to induce precession of the spins in the thin film. The process of parameter
extraction is explained in section 3.3.9. A linear fit to the data is shown by the black
curve.

precessional signal, and lower frequency. As can be seen clearly from the extracted

frequencies in figure 5.53, compared to the uncoupled reference layers, the full SFi

stack shows the opposite dependence of frequency with respect to the in-plane field.

In this sample the frequency increases with field. This suggests a significant dif-

ference in the dynamics of the net magnetisation, compared to the ferromagnetic

constituent layers.
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(a) (b) (c)

Figure 5.52: TR-MOKE pump-probe measurements of precession in SFi Sample B
with a pump fluence 2.9 mJ/cm2 and varied in plane field. Between the panels
shown, the signal is shown on a time scale of (a) 8ps, (b) 200ps, (c) 3ns. The
experiment setup is shown in figure 3.6 and uses a pulsed laser source with 100kHz
rep rate, 50fs pulse width, 800nm wavelength pump pulse and 400nm probe pulse.

Figure 5.53: Precession frequency vs. field for the SFi Sample B multilayer. The
precession frequency (black squares) is extracted from the fast Fourier transform
spectra of the TR-MOKE data shown in figure 5.50, where a 2.7 mJ/cm2 pulse is
used to induce precession of the spins in the thin film. The process of parameter
extraction is explained in section 3.3.9. A linear fit to the data is shown by the black
curve.

184



5.5 Discussion

Using wide field Kerr microscopy (WFKM), all optical switching (AOS) has been

observed in [Ni/Pt] based synthetic ferrimagnets (SFi’s). As in the Ni3Pt based

SFi’s examined previously [1], AOS was found to be helicity independent allowing

reversal between anti-parallel states. Similarly large number of pulses (> 105) are

required, despite the enhanced interlayer exchange coupling. The phenomenon of

AOS was again indicated to be driven by a spin current mediated by the iridium

interlayer. Unlike in Ni3Pt based samples, the [Ni/Pt] SFi’s display a unidirectional

switching, without the ability to toggle switch in a purely optical fashion. The

history of field applied to the sample was also shown to play a significant role in the

capacity for AOS, which was not observed previously. The increased tunability of

samples resulting from the multilayer has allowed for an increase in the temperatures

at which AOS is observed. This is related to an increase in the negative remanence

temperature, above which AOS cannot be seen, and below which better switching

is seen for higher ambient temperatures.

The negative remanence behaviour was studied in greater detail for these sam-

ples through observation of the domains that form at the negative remanence tem-

perature. At these temperatures, it was seen that when reducing the field from

saturation (parallel state), the all optically switchable positive remanence (antipar-

allel state) domains form subsequently to (antiparallel state) negative remanence

domains. Those positive remanence domains grow most quickly at a specific switch-

ing field and growth was found to slow to a halt at remanence, further highlighting

the importance of field history. The rate of growth of these domains was found to

have an exponential dependance on temperature, with the formation of switchable

domains occuring rapidly at low temperatures.

The unidirectional all optical switching is indicative of the formation of an un-

resolvable domain structure or magnetic defects upon AOS, which result in pinning

of the local magnetisation state. This effect means that further optical exposure

can no longer effect the state without the subsequent application of an external

field to unpin the magnetic structure. Unidirectional switching is closely related to

the effect of historical bias fields, in that bias fields allow bidirectional switching

via thermal demagnetisation (shown in figure 5.28). The loop shown in figure 5.30

shows a small change in contrast indicating a minor change to the magnetic state

that is not visible in the individual WFKM images. This small variance within

AP states and significant difference in response to optical exposure gives additional

evidence for the formation of an unseen magnetic structure which pins the state.

Time resolved magneto optical Kerr effect (TR-MOKE) measurements show dif-

ferent ultrafast demagnetisation of the two ferromagnetic layers within the SFi. This

can be seen by comparison of the demagnetisation rate of uncoupled reference lay-
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ers as shown in figure 5.43, and also for the coupled layers within the SFi stack

through the inflexion at 6.8mJ/cm2 fluence in figure 5.46a. This, along with the

helicity independent multiple pulse nature of AOS, indicates the transfer of angular

momentum between the layers by a transient spin current [1].

In addition to measurements of ultrafast demagnetisation, TR-MOKE was used

to observe the precessional dynamics of a Ni/Pt based SFi, and uncoupled ferromag-

netic layers. In contrast to the uncoupled layers, the full stack shows a precession

frequency proportional to the magnitude of in-plane field. This shows the significant

role of interlayer exchange in the magnetisation dynamics when the SFi is taken out

of equilibrium.
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5.6 Summary

A combination of wide field Kerr microscopy and time resolved Kerr measurements

has been used to examine the ultrafast dynamics of Ni/Pt multilayer based synthetic

ferrimagnets induced by optical excitation. As in Ni3Pt based SFi’s these samples

show a helicity independent all optical switching resulting from a transfer of angular

momentum between layers generated during their demagnetisation. The tempera-

tures at which AOS occurs in these systems is increased and the field history of

samples has been found to play a large role in the behaviour they display upon op-

tical exposure. The observed AOS was found to be unidirectional, likely as a result

of the formation of unresolvable pinned magnetic structures. Despite improvements

to the interlayer exchange coupling (IEC) between SFi layers, the number of pulses

required for switching has remained comparable to Ni3Pt based systems. This sug-

gests that even larger IEC may be needed for single pulse switching in transition

metal SFi’s.
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Chapter 6

Microcoil Development

A microcoil is a helical or looped strip of conductive material with sub-millimeter

dimensions. Owing to their small dimensions, microcoils are able to generate large

magnetic fields which could have large practical utility in the study of magnetic

materials.

The study of ultrafast magnetisation dynamics (e.g. shown in section 5.4) com-

monly utilises a pump-probe measurement procedure in which a constant magnetic

field is applied to remagnetise and thereby reset the magnetisation state between

pump-probe pulse pairs. The magnetisation dynamics induced by the pump pulse

can be strongly affected by the continuously applied external field, particularly be-

yond the tens of picoseconds time scales as shown by [1]. This could result in a di-

vergence from the magnetisation states that might be induced by pulsed excitation.

The field assisted nature of ordinary pump-probe measurements of time-resolved

magnetisation dynamics prevent the search for all-optical switching behaviour in

those studies, acting as a barrier to a better understanding of AOS at ultrafast time

scales.

The development of a microcoil system outlined in this section is motivated by

a desire to overcome this issues through the eventual implementation of a device

capable of producing a reset field into pump-probe measurement systems. A time

schematic of the envisioned setup is given in figure 6.1. Such an implementation has

a number of requirements. Most notably, the microcoil must produce a magnetic

field strong enough to overcome the coercivity of samples. In addition, the dynamics

induced by the field pulse must occur fast enough that reset dynamics are completed

in the time between pump-probe pairs. Another requirement is the alignment of the

optically studied region with the location of the microcoil field.

The first through to the ninth implementations of the microcoil prototype were

designed by Dr Thomas H. J. Loughran at the University of Exeter using the solid-

works 3D computer-aided design software. The tenth and most recent prototype

version was designed by modification of the ninth, and best performing, design.
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Figure 6.1: A time scheme for the desired pump-probe experiment setup. The
magnetic field reset pulse (orange line) with width τmf precedes the arrival of each
pump (red line) probe (blue line) pair to the sample by the delay time τd. The delay
time must be sufficiently long for the magnetic state to reset before the earliest
possible arrival of the probe (and/or pump) pulse.
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6.1 Pulse Generation

In order to reset the state of a ferromagnetic or ferrimagnetic sample, a microcoil

should be capable of generating enough field Hs to saturate or otherwise switch the

magnetisation. Previously, Mackay et. al. demonstrated the generation of pulsed

microcoil fields up to 50T [2] using currents up to 3500A, with a pulse repetition

rate of 1Hz and pulse width of 30ns. Such large field and small pulse width are

not necessary to saturate the thin film samples of general interest for magneto-

optical storage, while the pulse repetion rate should be at least 1000 times larger

for integration in to the kind of pump-probe measurements performed in section

5.4. In the study by Mackay et. al., the current pulse is generated through the use

of a 12nF capacitor bank with repetition frequency determined by the atmospheric

composition of a 0.4mm spark gap. In that study, the magnetic field at the centre

of a coil (assuming a uniform current distribution) is given by

B =
µ0I

ri2(α− 1)
ln

(
α2 +

√
α2 + β2

1 +
√
1 + β2

)
, (6.1.1)

where I is the current in amperes, µ0 = 1.256×10−6 Tm
A

is the vacuum permeability,

and α = ro/ri and β = d/2ri, are ratios of the coil dimensions ro, ri and d which are

the coil outer radius, inner radius and thickness (in meters) respectively. The expres-

sion given by Mackay differs slightly from its source (Montgomery [3]), which leads

to a reduction in the field given by equation 6.1.1 to about 60% of the determined

value. Equation 6.1.1 models the magnetic field due to a microcoil as proportional

to the current I passed through the coil, through a factor which generally increases

with smaller dimensions ro, ri and d of the coil.

The large magnitude and high frequency of currents that can be driven by pulsed

laser diode drivers make them a suitable alternative that can be integrated into an

experimental system without the need for in-house development of a current driver.

The variable frequency AVTech AVOZ-B4-B-P pulsed voltage laser diode driver

was identified as a suitable current driver owing to its large maximum current out-

put of 100A, high maximum pulse repetition frequency of 200kHz, and low output

impedance specification of ≤ 0.05Ω. A special 1Ω impedance ‘AV-CLZ1-200’ trans-

mission cable, with a male DC-37 connector output is used to provide the current

to a device or resistive load. The AVTech driver was supplied with the ‘AV-CTL1-

ENC’ test load shown in figure 6.2a. The test load is a resistor with resistance

R = 1Ω, and was used to check the specifications of the unit. The voltage waveform

across the load, generated by the driver was observed using a digital oscilloscope

with 300MHz bandwidth and 2GSa/s sampling rate. The resulting waveform from a

500ns, 30A current pulse is shown in figure 6.2b. The pulse takes an approximately

square shape, with rise and fall time of 100ns.
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(a) (b)

Figure 6.2: Panel (a) shows the 1Ω test load for the AVTech current driver. In
panel (b) the voltage waveform measured across the testbox is shown during the
application of 30V, 500ns pulses at a 1kHz repetition frequency using a 2m, 1Ω
impedance transmission cable.

Because the pulses are approximately square, the power P̄ supplied to the load

in watts is given by

P̄ =
fτmfV

2
p

R
, (6.1.2)

where f is the pulse frequency in hertz, τmf and Vp are width in seconds and voltage

level in volts of a square pulse, and R is the resistance of the load in ohms. The

maximum pulse width of the driver is 2µs, and the maximum power draw is 400W.

6.1.1 Microcoil Construction

The development of a microcoil suitable for use in pump-probe measurments is an

ongoing iterative process. For the initial prototypes, owing to the in-house avail-

ablity of university workshop services it was decided that the development should

take place through computer-aided design (CAD) of a microcoil circuit and imple-

mentation by computer numerical control (CNC) milling of double sided copper clad

boards (the board material is glass-reinforced epoxy laminate usually referred to as

FR-4, and with the addition of copper layers this is usually referred to as copper

clad laminate). This process is better suited for rapid prototyping and testing of

individual designs than chemical etching, but is ultimately limited by the size of of

drill bits. This is because the milling of smaller features required for larger magnetic

fields (through equation 6.1.1) requires smaller drill bits which are expensive, break

easily and may not be available.

The microcoil design was implemented on to the copper clad laminate by the

University of Exeter physics department workshop using a CNC milling machine

and variety of drill bits to remove copper and FR-4 material as specified by a CAD

model produced using solidworks. The board used is 1.6mm thick, as constrained
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(a) (b)

Figure 6.3: An example of the solidworks computer aided design microcoil draw-
ings. Panel (a) shows the microcoil side of the board and panel (b) shows the
induction coil side. This design contains two vias which are bridged by a single 1 Ω
resistor of the type shown in figure 6.6(a). The opposite half of the design contains
another via to allow the circuit to be completed by connecting the two sides of the
board. Figure 6.5 shows this version of the microcoil in its completed form.

by the gap between pins on the DC-37 connectors, required to join the device to

the 1Ω impedance transmission cable. The copper foil which clads each side of the

board has a thickness of 35µm. After preparation of the circuit board, the circuit is

completed by the introduction of pins to connect the two sides of the board, and by

soldering one or more resistors across a break on the side containing the micrcoil,

resulting in a device with 1Ω resistance. A female DC-37 connector is then soldered

to the edge of the board furthest from the microcoil position, in a way such that

the 1-19 row of pins corresponding to the signal line of the AVTech driver connect

to the copper on the side containing the microcoil, and pins 20-37 corresponding to

the ground line connect to the copper on the other side of the device.

The iteration of microcoil designs corresponded to the realisation of new require-

ments and the removal of limiting factors. Some of the requirements realised include

a ground side loop for inductive testing, space to include resistors in a parallel ar-

rangement and a longer design to allow the microcoil to reach the desired position

within the experimental setup. Limitations to be reduced as much as possible in-

clude capacitance between the copper on each side of the board, inductance arising

from loops in the circuit other than the microcoil and/or the resistor components,

and sharp corners in the conductive path which can increase device resistance, in-

ductance and capacitance.

6.1.2 Circuit Waveforms

The first test to be performed on microcoil prototype devices was to check the voltage

waveform across the microcoil. To do this, probes connected to a 300MHz bandwidth

and 2GSa/s sampling rate oscilloscope were attached to points on the circuit either

side of the microcoil, and the current driver was then used to provide pulses to

the device. The resultant waveform displayed on the oscilloscope is displayed in

figure 6.4b for the first version of microcoil (figure 6.4a). The first, second and third
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(a) (b)

Figure 6.4: The first version of microcoil is shown in panel (a). The side of the board
that can be seen in this image is connected to the the signal pins of the DC-37 cable.
The circuit is completed by a 1Ω resistor and a pin between the two sides of the
board. The side of the board that cannot be seen is connected to the ground pins
of the cable. In panel (b) the voltage waveform measured across the microcoil is
shown for a 100V, 500ns pulse on the screen of the oscilloscope used to make the
measurements shown in this chapter.

microcoil devices used a single 1Ohm, 100W power rated resistor shown in figure

6.6a. The waveform shows a significant ringing signal at the rising and falling edge

of the pulse resulting from the microcoil. The magnitude of ringing on the falling

edge appears to have a significantly larger magnitude than that seen at the rising

edge.

The design of the second microcoil version (shown in panels (a) and (b) of figure

6.5 is similar to the first, but with the resistor and connector pin moved to the outer

edge to make space for a second isolated loop on the ground side on the board.

This additional loop is used to make measurements of induced voltage shown in

section 6.1.3. Measurements to better understand the ringing effect were performed

on this microcoil, shown in figure 6.5. Panel (c) of this figure shows the effect

of changing the input voltage of pulses passed through the microcoil. The height

of the pulse observed in the waveform is proportional to the input voltage, and

corresponds reasonably well between input and output. The ringing at the rising

edge also increases in magnitude proportionally to the input voltage. At the falling

edge however, the magnitude of ringing at the falling edge appears equivalent for

60V and 90V input, indicating a saturation of the falling edge ringing effect. In

panel (d), the effect of varied pulse width on the waveform is shown. It is clear

that the voltage level, and ringing signals are unaffected by an increase in the pulse

width.

It was suspected that the resistors could be a cause of the large ringing signal, and

so the single resistor was tested in the absense of the microcoil, along with a parallel

arrangement of 3.9Ω resistors shown in figure 6.6 panels (a) and (c) respectively. The

results of testing across those arrangements shown in panels (b) and (d) indicate a
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(a) (b)

(c) (d)

Figure 6.5: The second version of microcoil device is shown in panels (a) and (b).
In panel (a), the microcoil can be seen at the top of the device. In panel (b), a test
coil for induction measurements (shown for later coil versions in section 6.1.3), with
red wires attached for use as probe points can be seen, mirroring the position of
the microcoil. The circuit is completed by a 1Ω resistor and a pin between the two
sides of the board. In panel (c) the voltage waveform measured across the microcoil
is shown for a 500ns pulses at 30V, 60V and 90V for the blue, red and black lines
respectively. In panel (d) the waveform of 30V pulses with 500ns, 1000ns and 1500ns
widths are shown by the blue, red and black lines respectively.
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significant contribution from the single resistor to the unwanted ringing signal.

Between the second and third iteration, a majority of the copper was removed on

the ground side of the device to reduce capacitance between the copper on each side

of the board. A small coil was left behind to continue the inductive measurements

in section 6.1.3, as can be seen in figure 6.7a. The fourth and fifth microcoils were

modifications to the second and third versions of microcoil respectively. In both

cases, the single resistor was replaced by the parallel arrangement of the resistors

seen in 6.6b. The fifth iteration of microcoil can be seen in figure 6.7b. The sixth

iteration of microcoil modified the resistors on the same device further by arranging

them on a sheet, and did not produce any significant change in the waveform from

the fifth. The seventh iteration shown in figure 6.7 was a implemented as a new

circuit board with increased length and allowed the resistors to be implemented into

the design with minimal extraneous wiring. The ninth iteration of microcoil is shown

in figure 6.7d. This version is designed in a way such that the current path can be

spread more evenly across the width of the device. The path on each side of this

device is closely matched to reduce self-inductance. A comparison of the waveform

across the second, third, fifth and seventh iterations can be seen in figure 6.7e. It

can be seen that the changes made contributed to a general trend of reducing the

ringing observed at the rising and falling edges as desired. The fifth microcoil version

is an outlier to this trend, the large ringing due to which is expected to result from

the inductance introduced by the long and somewhat looped wires connecting the

resistors to the board.

6.1.3 Inductance Tests

The second step taken in the development of a suitable microcoil was to test for a

field generated by the coil using a pickup coil.

Through Faraday’s law of induction, a change in magnetic flux through a con-

ductive loop induces the flow of current within that loop. This principle of induction

can be taken advantage of to understand the behaviour of the magnetic field pulse

induced by the microcoil devices.

The initial coil design did not contain an inductive test loop on the ground side

of the board, and therefore a crude coil was constructed to determine whether a

magnetic field is produced as expected. The coil, and pickup waveform can be seen

respectively in panels (a) and (b) or figures 6.8. The device is crude and only offers

qualitative information about this initial coil design. In panel (b), the signal shown

on the scope is picked up from the pickup-coil placed within 1cm of the microcoil.

The signal shows behaviour intiating at the rising and falling edge of the current

pulse, and then damping in an oscillating fashion.

Microcoil versions 2-8 were designed with induced voltage measurements in mind.

Each of these devices contains a secondary coil with equivalent inner radius to the
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(a) (b)

(c) (d)

Figure 6.6: Panels (a) and (c) show two of the resistor arrangements used in the
microcoil prototypes. The single black resistor shown in (a) is the ‘LTO 100’ 1Ω,
non-inductive, 100W power rated resistor used in microcoil prototypes 1-3. Panel
(b) is the waveform across that resistor for a 30V, 500ns pulse. The waveform shows
a pulse with significant ringing at the rising and falling edge. Panel (c) shows the
parallel arrangement of four 3.9Ω non inductive, 2W power rated ‘OY39GKE’ resis-
tors used in microcoil prototypes 5-10. The parallel arrangement of resistors results
in a resistance value of approximately 1Ω. Panel (d) is the waveform across that
arrangement of resostors for a 5V, 500ns pulse. The waveform shows a massive re-
duction in the ringing at the rising and falling edge compared to the single waveform
of the single 1Ω resistor.
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(a) (b)

(c) (d)

(e)

Figure 6.7: A comparison of a number of microcoil prototype devices is shown.
Panel (a) shows the third microcoil with minimised excess copper on the side of
the board containing the inductive test coil. Panel (b) shows the fifth microcoil
which is a modification of the third version to use the arrangement of four Ohmite
resistors which had been found to display a smaller ringing signal (see figure 6.6).
Panel (c) shows the seventh version of microcoil with reduced length of wiring in
the resistor arrangement, reducing the overall inductance of the device. Panel (d)
shows the ninth version of microcoil, with conductive path more evenly distributed
across the width of the board and better matching path on the front and back sides
of the device resulting in reduced inductance. Panel (e) shows a comparison of the
waveforms shown by the second version of microcoil, and those shown in panels
(a-d).
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(a) (b)

Figure 6.8: Inductive tests performed on the first version of microcoil prototype.
Panel (a) shows a makeshift coil used to pick up the signal shown by the oscilloscope
in panel (b).

microcoil, but on the opposite side of the board. The results of induced voltage can

be better compared using this method as the shape of the test coil and its distance

can be kept approximately constant, both of which have a large effect on the shape

of the pickup signal. Examples of the waveforms picked up by probing these test

loops can be seen in figure 6.9. The fifth and seventh microcoil versions have been

shown due to their strongly differing ringing behaviour in the test shown in figure

6.7e. Unlike in that measurment, the induced voltage waveform is similar between

the microcoils, with almost equivalent magnitudes of rising and falling edges and

their associated ringing.

6.1.4 Identifying the source of ringing

The ringing effects seen in the waveforms obscure the properties of the pulses ob-

served using the oscilloscope. They could also be parasitic effects which reduce the

magnitude of the magnetic field produced by microcoil devices. The exact cause of

the ringing observed on the rising and falling edge of waveforms has proved difficult

to identify. Despite this, the results of the measurements narrow down the number

of possible explanations.

The most important observation with regards to the ringing, is that it can be seen

whenever both a microcoil is being pulsed and a BNC (or probe) cable is attached

to the scope. This occurs regardless of whether the BNC (or probe) is attached

to a detector (or probing points on the microcoil), and indicates that the cables

used to probe the behaviour of the sample are acting as antennae to pick up the

ringing behaviour. Comparison of the waveforms from the testbox (figure 6.2) and
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Figure 6.9: The signal picked up by the induction test coil located on the opposite
side of the device to the microcoil is shown for microcoil prototype versions 5 and
7. The measurements were performed simulntaneously to the measurements across
the microcoil in these devices shown in figure 6.7e using the second channel of the
oscilloscope.

Ohmite resistors (figure 6.6b) which have minimal ringing, to those from the various

microcoil designs show that the ringing behaviour is inherent to the design of the

microcoil device. Changes to the microcoil prototypes intended to reduce capcitance

(e.g. version 2 to version 3) and inductance (e.g. version 5 to version 7) have been

successful in reducing the ringing effect, but there is a fundamental limit to how far

these effects can be reduced. For example, the microcoil itself being a conductive

loop results in a contribution to the device inductance. Furthermore the design on

a double sided copper clad laminate necessitates the introduction of a second loop

in order to connect the signal and ground sides of the device.

6.1.5 Magneto Optical Faraday Effect Measurements

The reductions in ringing obtained by microcoil version 7 were determined to be suf-

ficient to begin using the devices in magneto optical setups, beginning with magneto

optical Faraday effect (MOFE) measurements. The ringing is again present in these

measurements, but this is thought not to be due to the magnetic behaviour of the

samples, but rather due to pickup in the cables between detector and scope in the ex-

perimental setup (based on the understanding gained from previous measurements,

as explained in section 6.1.4).

The eighth version of microcoil was a modification to the seventh version. A hole

was drilled in the FR-4 material within the inner radius of the microcoil loop to allow

for initial magneto-optical measurements to be made. The ninth version of microcoil

shown in figure 6.7d was the first to be tested extensively in magneto-optical setups.

The measurements shown in this and the following section (6.1.6) were performed
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with the tenth microcoil version shown in figure 6.10. This microcoil is characterised

by its inner (ri) and outer (ro) radius of 0.25mm and 0.30mm respectively. The ninth

version of microcoil with ri = 0.50mm and ro = 0.75mm has a similar design and was

also used to perform magneto optical measurements. However, those measurements

have been excluded from this section due to their similar form, but lower output

field.

Figure 6.11 shows the setup used to perform MOFE measurements in order

to determine the capabilities of microcoils to produce a suitable reset field. The

microcoil is held in place between the poles of the electromagnet using a clamp

stand to hold the cable which enters the setup from above. To improve stability

a metal rod is firmly attached to the cable using cable ties and velcro straps. A

schematic of the experimental setup is shown in figure 3.11. This arrangement was

found to be suitably resistant to vibrations and any potential motion of the sample

due to the electromagnet field. After difficulty preparing the position of the microcoil

in situ, it was found to be much easier to remove the electromagnet from the setup

while preparing the optics. When the microcoil is set in place and the electromagnet

is moved back in to position, care must be taken to ensure that the field from the

electromagnet is perpendicular to the sample plane.

The MOFE measurements are performed in a transmission geometry where the

laser is passed through the sample and detected on the other side. This geometry

simplifies the setup, as the sample can be mounted directly to the microcoil and the

laser can be passed through the hole in the centre of a microcoil, behind which the

area of the sample affected by the coil field is directly probed. To perform transmis-

sion geometry measurements requires a transparent magnetic material. Magnetic

garnet is suitable for this purpose as it is transmissive and has a large Verdet con-

stant. The garnet sample used in this section has a dark orange colour and is suitably

transmissive to the 633nm red light of the He-Ne laser used for measurements. Iden-

tification of the type of garnet has not been possible, though only a single garnet

sample has been used to perform MOFE measurements in the microcoil test setup.

The first tests using this microcoil shown in figure 6.12, were performed with a

gain/bandwidth setting of 104/50MHz. At this setting, the magneto optical wave-

forms seen in panel (b) show significant ringing behaviour at the rising and falling

edge. In order to determine the switching percentage corresponding to the voltage

waveform, the height of a static MOFE loop is measured, shown in panel (a). In

that panel, the voltage signal has been calibrated to give a measure of the Faraday

rotation. A (microcoil) switching percentage of 0% in panel (b) corresponds to a

Faraday rotation associated with the top of the loop. Likewise, a switching per-

centage of 100% corresponds to a rotation associated with the bottom of the loop.

It can be seen that for electromagnet field of 4.6mT, prior to the effect of a pulse

the garnet begins in a state close to positive saturation. On application of the 2µs
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(a) (b)

(c)

Figure 6.10: Images of the tenth iteration of microcoil. Panel (a) shows the side
of the circuit board containing the coil and soldered to the signal row of DC-37
connector pins. A sample is shown fixed in place facing towards the coil using
Kapton tape. A square section of tape has been removed from the back of the
sample to allow for transmissive (magneto optical Faraday effect) measurements
which are possible due to the double side polished sapphire substrate (an early test
sample). Panel (b) shows the side of the circuit board soldered to the ground row of
connector pins. The position of the hole drilled through the centre of the microcoil
has been marked in black to aid alignment of the microcoil in the experimental
setup. A single point of connection has been made between the two sides of the
circuit board by soldering a wire through the device beneath the microcoil position
in the image shown. Panel (c) shows the microcoil shortly after manufacture. The
coil was designed using the solidworks 3D computer-aided design software, and
specified to have inner and outer coil radius of 0.25mm and 0.30mm respectively.
The microcoil design was implemented on a double sided copper circuit board by
the University of Exeter physics department workshop using a drill press and variety
of drill bits. Four 3.9Ω resistors are soldered in a parallel arrangement to complete
the circuit, resulting in a device with 1Ω resistance.
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Figure 6.11: A photograph of the setup as used to perform magneto optical Faraday
effect measurements in a transmission geometry. A schemetic of the setup can be
seen in figure 3.11.

magnetic pulse, the magnetisation is taken to the negative saturation state within

approximately 1µs. The garnet remains in the negative saturation state for around

5 µs until the electromagnet field begins a much slower process of return to the

initial magnetisation state, which takes place over the course of about 7 µs. When

the electromagnet field is set to 8.0mT, a similar amount of switching is seen, but

with different behaviour. In that case, the sample begins in a positive saturation

state and continues switching for the full 2µs that the microcoil pulse occurs over.

The electromagnet field then almost immediately begins returning the sample to the

initial state, the completion of which takes place over another 3 µs. These results

can be seen much more clearly in figure 6.13b. In figure 6.13, the same measure-

ments were performed using a gain/bandwidth setting of 106/0.3MHz. This large

reduction in bandwidth removes the high frequency ringing oscillations from the

observed waveform, allowing the magnetisation dynamics to be observed indepen-

dently. Panel (c) shows a measure of the difference between the highest and lowest

values for all the electromagnet fields tested for the samples. A range of external

fields from -2mT to 8mT show some level of switching between two states. Below

-4mT the magnetisation remains in the negative saturation state as a combined ef-

fect of the electromagnet field and microcoil pulses. Above 10mT, the microcoil is

unable to induce any change in the magnetic state of the garnet against the effect

of the magnetic field. In addition to the standard hysteresis loop given by the black
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(a) (b)

Figure 6.12: Magneto optical Faraday effect measurements of the garnet sample
performed using the microcoil setup in a transmission geometry, using the tenth
iteration of microcoil, and with detector gain/bandwidth of 104/50MHz. Panel
(a) show a hysteresis loop measured in the absense of microcoil pulses. Panel (b)
shows the Faraday signal waveform measured by the high speed photodetector. The
waveform shows a Faraday signal resulting from the application of 100V square
pulses with 2µs width and at a repetition rate of 15Hz for different continuous
external fields applied to the sample. Switching percentage is a measure of the
Faraday rotation occuring towards the negative saturation state as a percentage of
the full height of the loop in panel (a). The field pulses from the microcoil are in
the negative direction relative to the x-axis in panel (a). A large ringing signal is
observed in the waveforms at the rising and falling edge of the pulse.

line in panel (a), a red line shows a loop taken as the microcoil continuously pulses

the sample. This loop shows very limited effect on the ability of the electromagnet

to set the state of the sample. The loops show wasp-waists indicating the formation

of multidomain states around remanence, which may have a strong effect on the

dynamics induced by a magnetic pulse.

Estimation of the field produced by a microcoil of this size for a 100A pulse using

equation 6.1.1 gives a value of 350mT (or 230mT from the Montgomery expression).

Such a large field should easily be able to counter the effect of the +10mT continuous

field from the electromagnet, and could be expected to fully switch a sample with

saturation fields of the order of 10mT. This does not occur for the garnet sample,

which indicates a large response time for the garnet sample. It appears that the

process of multidomain state formation in garnet significantly slows the rate at

which the garnet can respond, and therefore a short 2µs magnetic field becomes

unable to effect the magnetisation against the action of the continuous magnetic

field.
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(a) (b)

(c)

Figure 6.13: Magneto optical Faraday effect measurements of the garnet sample
performed using the microcoil setup in a transmission geometry, using the tenth
iteration of microcoil, and with detector gain/bandwidth of 106/0.3MHz. The black
diamonds in panel (a) show a hysteresis loop measured in the absense of microcoil
pulses, while the red circles show a loop taken during the application of 100V square
pulses with 2µs width and at a repetition rate of 15Hz. These loops were taken with
a field settle time of 250ms, allowing for the application of almost 4 pulses during
the measurement at each point in the red curve. Panel (b) shows the Faraday
signal waveform measured by the high speed photodetector. The waveform shows a
measure of the Faraday signal resulting from the application of 100V square pulses
with 2µs width and at a repetition rate of 15Hz for different continuous external
fields applied to the sample. Switching percentage is a measure of the Faraday
rotation occuring towards the negative saturation state as a percentage of the full
height of the loops in panel (a). The field pulses from the microcoil are in the
negative direction relative to the x-axis in panel (a). In panel (c), the maximum
switching percentage due to the microcoil pulses is shown for a range of externally
applied fields.
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Figure 6.14: A photograph of the setup as used to perform magneto optical Kerr
effect measurements in a reflection geometry. A schemetic of the setup can be seen
in figure 3.11.

6.1.6 Magneto Optical Kerr Effect Measurements

The tenth iteration microcoil was also tested in a reflection geometry, better suited

for measurements on metallic samples where reflection of light is high, and transmis-

sion is low or zero. A cobalt-platinum multilayer sample with large perpendicular

magnetic anisotropy and coercivity relatively low compared to that predicted for

the microcoil (through equation 6.1.1) was used for this purpose.

The magneto optical signal in this Co/Pt sample is far lower than for the mag-

netic garnet sample meaning that a high gain setting is required to make measure-

ments with sufficient signal to noise ratio. As in the case of the garnet samples, a

gain/bandwidth setting of 106/0.3MHz was found to be sufficient and also allows

for easier comparison to the transmission geometry results.

Panel (a) in figure 6.15 shows the hysteresis loop of Co/Pt measured in this setup

with microcoil pulses applied (red circles), and without pulses (black diamonds).

Unlike for the garnet sample, the magnetic pulses have a very large effect on the

hysteresis of the sample. This is an indication of a faster response time. The

pulses move the hysteresis behaviour of the sample to a narrow field range around

the positive switching field of the non pulsed loop. In panel (b), samples of the

dynamics induced by the microcoil are shown for different electromagnet fields. With

a 51mT external field applied, it can be seen that the microcoil can fully switch the
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Co/Pt sample from positive to negative saturation when 100V, 2µs current pulses are
applied. Panel (c) shows that full switching can occur for a range of fields between

about 50mT and 60mT. Given that the sample can be fully switched against the

action of a continuous 60mT field, comparison to the hysteresis loop indicates that

the microcoil can apply effective fields of up to 120mT to this sample, making it

suitable for use as a reset field of up to at least 100mT in pump probe measurements

of samples with square loops and PMA.
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(a) (b)

(c)

Figure 6.15: Magneto optical Kerr effect measurements of the Co/Pt multilayer
sample performed using the microcoil setup in a reflective geometry, using the tenth
iteration of microcoil, with detector gain/bandwidth of 106/0.3MHz. The black
diamonds in panel (a) show a hysteresis loop measured in the absense of microcoil
pulses, while the red circles show a loop taken during the application of 100V square
pulses with 2µs width and at a repetition rate of 15Hz. These loops were taken
with a field settle time of 250ms, allowing for the application of almost 4 pulses
during the measurement at each point in the red curve. Panel (b) shows the Kerr
signal waveform measured by the high speed photodetector. The waveform shows
a measure of the Kerr signal resulting from the application of 100V square pulses
with 2µs width and at a repetition rate of 15Hz for different continuous external
fields applied to the sample. Switching percentage is a measure of the Kerr rotation
occuring towards the negative saturation state as a percentage of theo full height
of the loops in panel (a). The field pulses from the microcoil are in the negative
direction relative to the x-axis in panel (a). A small ringing signal is observed in the
waveforms at the rising and falling edge of the pulse. In panel (c), the maximum
switching percentage due to the microcoil pulses is shown for a range of externally
applied fields.
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6.2 Future Work

The ongoing development of a microcoil for use in pump probe measurements has

been an iterative process of improvements in the design of a device which has been

manufactured using a CNC mill. The most recent microcoil version shown in figure

6.10 is able to provide effective fields beyond 100mT. Already this device should be

capable of providing a reset field for samples with low coercivity in a pump-probe

scheme. The field produced by microcoils manufactured in this manner is limited

by the size of features that can be milled into the copper clad laminate. To create

smaller features will require an alternative method of manufacture such as chemical

etching.

Before making a change in the manufacture process, the latest version microcoil

needs to be tested in a pump-probe setup to show proof of concept. Implementation

will require a better way of fixing the device and sample into position. This could

prove tricky in a reflection geometry, where both the pump and probe beams must

either pass twice through the hole at the microcoil in the board, or else the sample

must sit on the ground side of the board, facing away from the microcoil. In the

former case, in order to avoid beam clipping, it will likely be required that the pump

and probe are both incident normal to the sample plane, thereby needing to follow

the same path to the coil. In the latter case it is likely to prove extremely difficult

to overlap the pump, probe and microcoil positions, as the position of the microcoil

will be obscured by the sample.

Finding a solution to these issues is likely to be easier while the inner coil radius

is 250µm, before scaling to a smaller size.

Further study of the garnet sample in a transmission pump-probe setup, and/or

a better understanding of its domains could help to explain the inability to fully

switch that sample despite its low coercive field. Understanding its time resolved

dynamics in the absence of an external field using such a setup would be a good

next step to the development of a generally useful microcoil device.
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6.3 Summary

An iterative process of development has been described. In addition to a pulsed

magnetic field, the microcoils output a significant ringing signal at the rising and

falling edge of the current pulse supplied. Attempts to reduce the capcitance and

inductance of successive prototypes has proved successful in reducing the magnitude

of this unwanted signal. Furthermore, the microcoils have been shown to be suc-

cessful in the magnetic control of garnet and Co/Pt samples to the extent that the

devices can be considered ready to implement into a pump-probe setup. Assuming

successful application of the microcoil devices into such a setup, alternative man-

ufacturing processes should be considered to further reduce the scale of microcoils

and thereby increase the magnitude of the pulsed magnetic field output.
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Chapter 7

Conclusions and Future Work

In this thesis, three studies related to the topic of ultrafast magnetism were pre-

sented. The first of these, presented in chapter 4 was a theoretical study of the

magnetisation dynamics predicted by the Heisenberg model of ferromagnetism in

an open quantum system framework. The second topic, presented in chapter 5, was

an experimental study of [Ni/Pt] based synthetic ferrimagnets, their magnetisation

dynamics, and capacity for all optical switching. The third, presented in chapter 6,

showed the development of microcoil devices for use in time resolved pump probe

measurements of magnetic systems with perpendicular magnetic anisotropy.

The extended Heisenberg model outlined in the theoretical study (chapter 4)

was shown to result in a generalised dissipative spin dynamics which is guaranteed

to obey the quantum fluctuation dissipation theorem. The system is composed of

two parts, one composed of spins, and the other composed of harmonic oscillator

continua. The coupling between the two systems is a free parameter and through

different choices of coupling, different forms of spin dynamics can be explored. The

equations of motion were found for two types of coupling relationship, and made

semi-classical to show the dynamics predicted on the timescale of precession. Ohmic

type coupling, where the coupling is proportional to frequency, results in spin dy-

namics similar to the Landau Lifshitz Gilbert Brown (LLGB) equation, while a more

physically realistic Lorentzian type coupling results in dynamics with non-Markovian

behaviour and coloured noise thermal fluctuations. The resonant frequency can be

chosen in a Lorentzian framework, and when set much larger than the Larmor pre-

cession frequency results in behaviour that converges to the LLGB predictions in

the high temperature limit. This is made possible because at high temperatures the

zero point quantum noise contributions to fluctuations become neglible.

At low temperatures, the zero point noise results in larger fluctuations than the

LLGB prediction, which reduces the ability of spins to align with an external field.

This has significant implications for the equilibrium magnetisation of spin systems,

and will be important to examine further in future studies.

For resonant frequencies comaprable to the Larmor frequency, the dynamics is
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modified at all temperatures, surpressing high frequency fluctuations and allowing

a faster rate of spin equilibration.

Progress has already been made in relating the coupling to the experimentally

measurable density of states [1]. Further work is needed to develop methods of full

quantum mechanical simulation of the dissipative magnetisation dynamics, and/or

to simulate many-spin systems. One factor that must be overcome in this regard

is the requirement of memory that is introduced into the dynamics. In the LLGB

model of spin dyanmics with a fully stochastic white noise, the dynamics are Marko-

vian, and as a result predictions of the dynamics can be determined independently of

the previous states. This is not true for more general dissipative dynamics, which (in

theory) requires all past states of the system to be recorded and used to determine

future states. Without the use of simplifying algorithms and numerical techniques,

this requirement will very quickly become hugely demanding of both the data stor-

age and computational capacity of modern hardware in the simulation of many spin

systems.

The study of [Ni/Pt]/Ir/Co SFi’s (chapter 5) resulted in observations of helicity

independent all optical switching (AOS). Through time resolved magneto optical

Kerr effect measurements, the switching mechanism was identified as a spin current

transfer between ferromagnetic layers during ultrafast demagnetisation. Comparison

with Ni3Pt based SFi’s studied previously showed that a similar number of pulses are

required for AOS despite the increased interlayer exchange coupling. In the [Ni/Pt]

based samples AOS was observed at higher temperatures (taking the limit from room

temperature to 330K), and other new behaviours were seen. The samples showed

a unidirectional AOS switching, which limits the ability to toggle switch in an all

optical fashion. In addition, the capacity for AOS of samples was found to depend

strongly on the field history used to prepare the state. When the field is reduced

directly from saturation to remanence, it is possible to see AOS. On the other hand,

field histories that pass through remanence before remnant optical exposure were

found to result only in thermal demagnetisation. Both of these effects are thought

to arise from the formation of some magnetic structure pinning the magnetisation,

which is unresolvable using wide field Kerr microscopy. It is clear that AOS is

far from straightforward in these samples as they show different behaviour and

additional criteria for switching than systems previously reported on. These features

have been identified, and the static behaviour of these samples has been explored in

greater detail at the negative remanence temperature, adding to our understanding

of the behaviour at that temperature which is critical to AOS.

In future studies, it would be useful to confirm the existence of such structures

and better understand the mechanism behind the effects. To continue in the search

for faster AOS further modifications could be made to the SFi structure. For exam-

ple, it may be possible to further optimise the thickness of the Iridium interlayer to

214



maximise interlayer exchange coupling and thereby reduce the number of pulses re-

quired for AOS. Another approach could be to lithographically pattern the medium

[2], as is possible that this could affect the domain structure in a way conducive to

improved switching. Other materials may also be considered as ferromagnetic layers

in the synthetic ferrimagnet system. FePt is one material that may be considered to

replace [Ni/Pt] due to its high anisotropy and general interest in its use for HAMR

technology, which has resulted in a focus on research and commericialisation of the

material.

The development of a microcoil (chapter 6) has led to a device able to switch

samples with perpendicular magnetisation. The field generated is predicted to be

sufficient to reset the magnetisation state of samples with square loops and up to

120mT coercivity. This magnitude of field is lower than that predicted theoretically

[3, 4], likely resulting from the response time of the sample magnetisation. This

response time is driven by the behaviour of domains during a switching event and

shoud be studied in full. Further modifcations could be made to the design of

the microcoil, including the removal of copper and unused vias. Once the domain

properties are better understood, the devices should be tested within pump probe

measurements. After a working setup is established, smaller coils manufactured

using chemical etching techniques can be considered, in order to raise the magnitude

of pulsed fields generated for use with samples of larger coercivity.
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Appendix A

Appendix A: Mathematical Tools

A.1 Cross Product

Here the cross product of two vectors A, and B in a three dimensional space will

be identified in form that makes use of summation notation.

Given an arbitrarily chosen set of orthogonal basis vectors e1, e2 and e3, the

vectors A and B can be written as

A =


a1

a2

a3

 = a1e1 + a2e2 + a3e3, (A.1.1)

and

B =


b1

b2

b3

 = b1e1 + b2e2 + b3e3, (A.1.2)

respectively. The cross product of the two vectors is given as

A×B =


a1

a2

a3

×


b1

b2

b3

 =


a2b3 − a3b2

a3b1 − a1b3

a1b2 − a2b1


= (a2b3 − a3b2) e1 + (a3b1 − a1b3) e2 + (a1b2 − a2b1) e3,

(A.1.3)

which can be written more compactly by making use of summation notation, and
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the Levi-Civata symbol (defined in equation 2.2.7) as

A×B =
3∑

α=1

3∑
β=1

3∑
ζ=1

aβbζϵαβζeα. (A.1.4)

A.2 Fourier Transform

The Fourier transform F is a method for converting between a signal (i.e. function)

and its sinusoidal components. For a function f(t) that varies according to time, the

application of the Fourier transform results in a function that varies in frequency

f̃(ω) which describes the set of sinusoidal plane wave oscillations (by amplitude,

phase, and frequency) that compose the original function

f̃(ω) = F{f(t)} =

∫ ∞

−∞
f(t)e−iωtdt, (A.2.1)

provided the integral converges. Here ω is the angular frequency of the sinusoidal

signals that compose f(t).

The inverse fourier transform F−1 is the reverse process, in which the frequency

domain representation of a signal can be used to determine it’s value in time

f(t) = F−1{f̃(ω)} =
1

2π

∫ ∞

−∞
f̃(ω)eiωtdω. (A.2.2)

A.3 Generalised Susceptibility

Systems in which the observable quantites respond linearly (i.e. proportionally to

the magnitude of perturbation), are referred to as linear response systems. The

response r resulting from application of force f in those systems is determined by a

quantity known as the susceptibility χ according to [1]

r(t) =

∫ t

−∞
χ(t− t′)f(t′)dt′. (A.3.1)

The susceptibility can be converted to the frequency space by the use of the Fourier

transform (equation 2.3.7), where it is referred to as the generalised susceptibility

χ(ω) and is a complex function

χ(ω) = χ1(ω) + iχ2(ω), (A.3.2)

where the real χ1 and imaginary χ2 parts are known as the reactive and dissipative

parts respectively.
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A.4 Kramers Kronig Relations

The Kramers-Kronig relations are formulae that can be used to convert between

real and imaginary parts of a linear response function. This is made possible due to

the causality of physical phenomena as can be shown by consideration of the linear

response function [2]. In equation A.3.2, the susceptibility χ(t− t′) characterises the
response to the force f(t′) that acts over a time interval that can be set by selection

of the limits of integation. For causality to be enforced, a force at time t′ later than

the effect x(t) at time t cannot contribute to the response. This is equivalent to

ensuring that

χ(τ) = 0 when τ < 0. (A.4.1)

where τ is the time difference t− t′. The requirement to ensure that condition can

be found by separating the susceptibility into odd (χodd(−τ) = −χodd(τ)) and even

(χeven(−τ) = χeven(τ)) parts, which can be given as the odd part

χodd(τ) =
χ(τ)− χ(−τ)

2
, (A.4.2)

and the even part is given as

χeven(τ) =
χ(τ) + χ(−τ)

2
. (A.4.3)

The superposition of odd and even terms gives

χ(τ) = χeven(τ) + χodd(τ), (A.4.4)

through which causality (equation A.4.1) is seen to be enforced when

χodd(τ) = sign(τ)χeven(τ), (A.4.5)

where

sign(τ) =


−1 if τ < 0 ,

0 if τ = 0 ,

1 if τ > 0 ,

(A.4.6)

so that contributions to the susceptibility exactly cancel when τ < 0. By consid-

eration of the Fourier transform of the time domain susceptability, it is possible to

link its odd and even parts to the real and imaginary parts of the susceptibility in

the frequency domain. Applying the Fourier transform (equation A.2.1) to equation
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A.4.4, and making use of Eulers formula, e−iωτ = cos(ωτ)− i sin(ωτ), shows that

χ(ω) =

∫ ∞

−∞
χeven(τ) cos(ωτ)dτ +

������������∫ ∞

−∞
χodd(τ) cos(ωτ)dτ

−
�������������

i

∫ ∞

−∞
χeven(τ) sin(ωτ)dτ − i

∫ ∞

−∞
χodd(τ) sin(ωτ)dτ, (A.4.7)

where the odd integrals vanish as their positive and negative contributions in τ cancel

exactly. Therefore the real and imaginary parts of the generalised susceptibility

(equation A.3.2) are given as

χ1(ω) =

∫ ∞

−∞
χeven(τ) cos(ωτ)dτ = F{χeven(τ)}, (A.4.8)

depending on only even parts of the time domain susceptibility, and

χ2(ω) = −
∫ ∞

−∞
χodd(τ) sin(ωτ)dτ = −iF{χodd(τ)}, (A.4.9)

depending only on the odd parts. Crucially, these terms are linked to one another

in physical systems where causality must hold. This occurs through equation A.4.5,

and allows the imaginary part of susceptibility to be fully determined from a com-

plete knowledge of the real part, and vice-versa. Substitution of equation A.4.5 into

A.4.9, and the use of the convolution theorem gives

F{χodd(τ)} = F{sign(τ)χeven(τ)} = F{sign(τ)} ∗ F{χeven(τ)}. (A.4.10)

The Fourier transform of the sign function is given by

F{sign(τ)} = − i

πω
. (A.4.11)

The convolution of 1
πω

with another function is known as the Hilbert transform [2],

in this case leading to

−iF{χodd(τ)} = − 1

πω
∗ F{χeven(τ)} = − 1

π

∫ ∞

−∞

F{χeven(τ)}
ω − ω′ dω′, (A.4.12)

which by comparison to equations A.4.8 and A.4.9 leads to the Kramers-Kronig

relation

χ2(ω) = − 1

π
p.v.

∫ ∞

−∞

χ1(ω
′)

ω′ − ω
dω′, (A.4.13)

which can be used to calculate the imaginary component of the susceptibility from

the real part. A second Kramers-Kronig relation can be derived through a similar
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method to be

χ1(ω) =
1

π
p.v.

∫ ∞

−∞

χ2(ω
′)

ω′ − ω
dω′, (A.4.14)

which can be used to calculate the real component of susceptibility from the imagi-

nary part. The integrals in equations A.4.13 and A.4.14 are preceded by ‘p.v.’ which

refers to the Cauchy principle value, which allows the integral to be defined despite

the singularity at ω′ = ω.

A.5 Autocorrelation

The autocorrelation RXX of a process describes the statistical relationship between

a signal and a copy of itself delayed by a time τ . In other words it describes how

dependent the value of that signal is on its previous values. It is calculated by

RXX(τ) = ⟨X(t)X(t+ τ)⟩, (A.5.1)

where the angle brackets ⟨⟩ indicate the expected value, which is defined by its

application to a function f(X) with probability density function pX , as

⟨f(X)⟩ =
∫ ∞

−∞
f(α)pX(α)dα. (A.5.2)

Stochastic processes are those that cannot be predicted deterministically due to the

random and therefore unpredictable nature of their evolution. Despite this, they can

still be defined probabilistically through statistical measures such as their expected

value and autocorrelation.

A stochatic process that is independent of its previous values is said to be Marko-

vian or memoryless, and is a completely random process [3]. However, it is possible

that a stochastic process can retain its unpredictable nature, and also evolve to some

extent based on its values at previous times. Such a process is non-Markovian. The

Wiener-Khinchin theorem states that the Fourier transform (equation A.2.1) of the

autocorrelation RXX of a stochastic signal X(t) is the power spectral density [4]

SXX(ω) = F{RXX(τ)} =

∫ ∞

−∞
RXX(τ)e

−iωτdτ. (A.5.3)

Through the inverse Fourier transform A.2.2, the autocorrelation function of a signal

can be found from the power spectral density by

RXX(τ) = F−1{SXX(ω)} =
1

2π

∫ ∞

−∞
SXX(ω)e

iωτdω. (A.5.4)

White noise is an example of a Markovian stochastic process as it is defined by its
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constant power spectral density, which results in an autocorrelation equal to a delta

function centred at zero delay. As an example, assume a temperature dependent,

but frequency independent power spectral density SXX = µ(T ). The autocorrelation

function is recovered as

RXX(τ) =
1

2π

∫ ∞

−∞
µ(T )eiωτdω = µ(T )δ(τ), (A.5.5)

which is interpreted as a complete independence in measured values of the (white)

noise from any previously measured values, no matter the delay τ between measure-

ments, i.e. a memoryless, Markovian process.
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Appendix B

Appendix B: Additional

Derivations

B.1 Zeeman Spin Evolution

Here the equation of motion resulting from the Zeeman Hamiltonian will be derived

with additional workings shown (in comparison to that given in chapter 2.2.1).

The Zeeman field is given by

ĤZeeman = |γe|
∑
j

Ŝj ·Bext = |γe|
∑
j

∑
β

Bβ
extŜj,β, (B.1.1)

and the spin at the i’th site can be written in terms of the basis vectors as

Ŝi =
∑
α

Ŝi,αeα. (B.1.2)

Using these, the evolution of the spin arising from the Zeeman effect is found by the

calculation of [
ĤZeeman, Ŝi

]
= |γe|

∑
j

∑
α ̸=β=x,y,z

Bβ
ext

[
Ŝj,β, Ŝi,α

]
eα, (B.1.3)

where the well known spin commutation relations are given by[
Ŝj,β, Ŝi,α

]
= −

[
Ŝi,α, Ŝj,β

]
= −iℏδij

∑
ζ

ϵαβζŜj,ζ (B.1.4)

Leading to [
ĤZeeman, Ŝi

]
= −iℏ|γe|

∑
j

δij
∑

α,β,ζ=x,y,z

Bβ
extŜj,ζϵαβζeα,

= −iℏ|γe|
∑

α,β,ζ=x,y,z

Bβ
extŜi,ζϵαβζeα,

(B.1.5)
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which by use of the cross product identity (equation A.1.4), can be written as[
ĤZeeman, Ŝi

]
= iℏ|γe| Ŝi ×Bext. (B.1.6)

The equation of motion for a spin in a magnetic (Zeeman) field is thereby found

using the Heisenberg picture of quantum mechanics (equation 2.2.4) as

dŜ

dt
=
i

ℏ

[
ĤZeeman, Ŝ

]
= −|γe| Ŝi ×Bext. (B.1.7)

B.2 Conversion between Landau-Lifshitz and Landau-

Lifshitz-Gilbert equations

Chronologically, the Landau-Lifshitz (LL) equation was introduced prior to the

Landau-Lifshitz-Gilbert (LLG) equation and one or the other is used to model mag-

netisation dynamics in any given work. Both equations model the same phenomena

and as such it is possible to convert between the two, but in many cases such a

conversion offers no practical advantage. Therefore, for the sake of simplicity the

prefactors to both equations (which determine the rates of precession and damping)

are usually treated as independent from one another. The treatment which follows

has the LLG equation take a simpler (atomistic) form and then converts it into the

LL equation, thereby showing the relationship between the gyromagnetic ratio γ

that is found in each model.

Consider the LLG equation (equation 2.2.14)

dS

dt
= −|γe|

(
S×Beff − ηS× dS

dt

)
. (B.2.1)

The cross product of S with the LLG equation is

S× dS

dt
= −|γe|

(
S× (S×Beff)− ηS×

(
S× dS

dt

))
. (B.2.2)

The triple vector product term

S×
(
S× dS

dt

)
=

(
S · dS

dt

)
S− (S · S) dS

dt
, (B.2.3)

can be simplified by using the constant magnitude of the spin vector

S · dS
dt

=
1

2

dS2

dt
= 0 (B.2.4)
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to simplify equation B.2.2 as

S× dS

dt
= −|γe|

(
S× (S×Beff)− ηS2dS

dt

)
. (B.2.5)

which is again expanded by substitution of the LLG equation

S× dS

dt
= −|γe|S× (S×Beff) + ηS2|γe|2S×Beff − η2S2|γe|2S× dS

dt
, (B.2.6)

which when rearranged shows that

S× dS

dt
= − |γe|

1 + η2S2|γe|2
S× (S×Beff) +

ηS2|γe|2

1 + η2S2|γe|2
S×Beff , (B.2.7)

which can be substituted into the LLG equation to give

dS

dt
= −|γe|S×Beff − |γe|2η

1 + η2S2|γe|2
S× (S×Beff) +

η2S2|γe|3

1 + η2S2|γe|2
S×Beff ,(B.2.8)

which on rearrangement gives the Landau-Lifshitz equation

dS

dt
= −|γe|

((
1− η2S2|γe|2

1 + η2S2|γe|2

)
S×Beff +

|γe|η
1 + η2S2|γe|2

S× (S×Beff)

)

= −|γe|
(

1

1 + η2S2|γe|2
S×Beff +

|γe|η
1 + η2S2|γe|2

S× (S×Beff)

)
= − |γe|

1 + η2S2|γe|2
(S×Beff + |γe|ηS× (S×Beff))

= −γ′ (S×Beff + |γe|ηS× (S×Beff))

(B.2.9)

where γ′ = |γe|
1+η2S2|γe|2

.
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Appendix C

Appendix C: Python Code

C.1 Pyautogui Kerrlab Automation

This section contains example functions and code written to automate the usage of

the KerrLab software provided for use with the Evico wide field Kerr microscope

described in section 3.2.

The script was written quickly during the usage of the WFKM setup, and were

intended for fast, practical, and essentially one-time usage. As such, many cod-

ing best practices (such as appropriate variable scope) were not followed, and the

modularity of scripts could be greatly improved with further iteration.

As a result of issues relating to the scope of variables, the examples given here

should be considered all together in the order they appear as the Python interpreter

is expected to read the script from top to bottom in a monolithic fashion. Failure

to do so through the rearrangement of the ordering of functions and declarations

without appropriate modification is expected to lead to errors (for example where a

function relies on global variables that are yet to be declared).

The first lines of the script import the libraries used, including the ‘pyauto-

gui’ and ‘pywinauto’ modules which have similar functionality in the automation of

graphical user interface (GUI) based software.

import pyautogui

from pywinauto . a p p l i c a t i o n import Appl i cat ion

import time

import os

import numpy as np

import warnings

An image path is declared. The string gives the location on the filesystem of the

WFKM computer where a set of images of the ‘KerrLab’ software GUI have been

placed.

ker r lab image path = ’C:\\ Users\\User\\Documents\\PythonAutoGUI\\KerrlabR66 ’

Variables ‘history’ and ‘stepdelay’ are declared with the intention of saving a

record of the changes to the (magnetic) field magnitude, and the time interval be-

tween those changes during the experiment.
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h i s t o r y = [ ]

s t epde lay = [ ]

f i l ename = ’ p l a c eho lde r ’

The set offset function uses ‘pyautogui’ to enter a field value into the KerrLab

software, thereby resulting in the magnetic field provided by the electromagnet being

set.
def s e t o f f s e t ( f i e l dmt ) :

restoreKerrLab ( )

pyautogui . c l i c k ( o f f s e t c o n t r o l l e r p o s i t i o n )

pyautogui . wr i t e ( 10∗ [ ’ d e l e t e ’ ] )

pyautogui . wr i t e ( 10∗ [ ’ backspace ’ ] )

pyautogui . wr i t e ( str ( f i e l dmt ) )

pyautogui . c l i c k ( pyautogui . p o s i t i o n ( r e f [ 0 ] , r e f [ 1 ] ) )

The gradset function allows the movement between start and end fields at gradual

intervals, with the field step and time delay between steps also being used as inputs.
def gradset ( s t a r t f i e l d , e n d f i e l d , step , s t ep de l ay = 0 .2 , end remnant = True ) :

rng = np . arange ( s t a r t f i e l d , e n d f i e l d + step , s tep )

pyautogui .PAUSE = 0

for f i e l d in rng :

s e t o f f s e t ( str ( f i e l d ) )

h i s t o r y . append ( f i e l d )

s t epde lay . append ( s t ep de l ay )

time . s l e e p ( s t ep de l ay )

i f end remnant i s True :

s e t o f f s e t (0 )

h i s t o r y . append ( f i e l d )

s t epde lay . append ( s t ep de l ay )

time . s l e e p ( s t ep de l ay )

pyautogui .PAUSE = 0.1

Experiment specific parameters are declared, mostly for the purpose of keeping

a correct record of the experiment being undertaken (important varibles are made

present in save folder and image names). This specific script was intended to be

used in the comparison of beam exposures with different pulse repetition rates and

therefore ’rep rates’ is a list of values.
input window = pyautogui . getActiveWindow ( )

temp = 290 #Kelv in

pul se width = 280 #f s

r e p r a t e s = [10 , 100 , 1000 ] #kHz

i p b i a s = 0 #mT

power = 300 #mW

s t a t e w r i t e f i e l d = None #mT

demag gate time = ’ 100 us ’

sa t = 104

step = 104

s t epde l = 0 .5

reduce exposure = True

e x t e r n a l g a t e = False

eg = ’ ’

print ( ’\nConstant  parameters  o f  study : ’ )

print ( ’ temp  = ’ + str ( temp) + ’K’ )

print ( ’ pu l se width  = ’ + str ( pu l se width ) + ’ f s ’ )

print ( ’ r e p r a t e s  = ’ + str ( r e p r a t e s ) + ’kHz\n ’ )

i f not reduce exposure :

print ( ’ r educe exposure  s e t  to  Fa l se . ’ )

i f e x t e r n a l g a t e :

print ( ’ e x t e r n a l g a t e  s e t  to  True ’ )

eg = ’ e x t e r n a l g a t e ’ + os . sep

i f type ( power ) == int :

print ( ’ constant  power  s e t  to  ’ + str ( power ) + ’mW\n ’ )

po = str ( power ) + ’mW’ + os . sep

e l i f type ( power ) == l i s t :

print ( ’ Powers  ranging  through ’ + str ( power ) + ’mW\n ’ )

po = ’ ’ . j o i n ( [ str (p) for p in power ] ) + ’mW’ + os . sep
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else :

print ( ’ power  not  set ,  assumed  to  be  the  changing  v a r i a b l e .\n ’ )

po = ’ ’

i f type ( s t a t e w r i t e f i e l d ) == int :

i f s t a t e w r i t e f i e l d >= 0:

r s = ’p ’ + os . sep

e l i f s t a t e w r i t e f i e l d <0:

r s = ’n ’ + os . sep

else :

print ( ’The  f i e l d  at  which  the  background  s t a t e  was  wr i t t en  has  not  been  s e t .

          P lease  record  ( i . e .  wr i t e  down)  how  the  area  being  imaged  was  prepared . ’ )

r s = ’ ’

This function is used to put the window for the KerrLab software in focus.
def restoreKerrLab ( ) :

warnings . s i m p l e f i l t e r ( ” i gnore ” , category=UserWarning )

app = Appl i cat ion ( ) . s t a r t ( cmd l ine=u ’ ”C:\\Program  F i l e s  ( x86 )\\ Evico  Magnetics  KerrLab\\KerrLab . exe ”  ’ )

app . KerrLab

time . s l e e p ( 0 . 3 )

The ‘restorePiezoController’ function is used to put the window for the Piezo-

electric stage controller in focus.
def r e s t o r e P i e z o C o n t r o l l e r ( ) :

warnings . s i m p l e f i l t e r ( ” i gnore ” , category=UserWarning )

app = Appl i cat ion ( ) . s t a r t ( cmd l ine=u ’ ”C:\\Program  F i l e s  ( x86 )\\ Evico  Magnetics  KerrLab\\KerrLab . exe ”  ’ )

app . LVDChild

time . s l e e p ( 0 . 3 )

def clickPSC ( loc , l ength =0.5 , moveAway=True ) :

pyautogui . moveTo( l o c )

time . s l e e p ( 0 . 2 )

pyautogui . mouseDown ( )

time . s l e e p ( l ength )

pyautogui . mouseUp ( )

pyautogui . moveTo ( ( l o c [ 0 ] − 100 , l o c [ 1 ] − 100))

The ‘fullRangePSC’ function is used to control the position of the piezo stage.
def fullRangePSC ( loc , de lay =0.5 , r e s e t=False , l ength = 3 . 5 ) :

resetbutton , l e f t , r i ght , up , down , t r i , stabblue , s tabgrey = findPSCButtons ( )

s t e p s i z e = pyautogui . locateOnScreen ( ker r l ab image path + os . sep + ’ PSCstepsizexy . png ’ )

s t ep s i z ebox = pyautogui . p o s i t i o n ( s t e p s i z e [ 0 ] + s t e p s i z e [ 2 ] + 22 , s t e p s i z e [ 1 ] + 6)

pyautogui . c l i c k ( s t ep s i z ebox )

pyautogui . wr i t e ( 20∗ [ ’ backspace ’ ] )

pyautogui . wr i t e ( 20∗ [ ’ d e l e t e ’ ] )

pyautogui . wr i t e ( ’ 1E+1 ’ )

i f r e s e t :

cl ickPSC ( re s e tbut ton )

time . s l e e p ( de lay )

clickPSC ( loc , l ength )

def findPSCButtons ( ) :

r e s t o r e P i e z o C o n t r o l l e r ( )

r e s e t = pyautogui . locateCenterOnScreen ( ker r l ab image path + os . sep + ’ PSCreset . png ’ )

l e f t = pyautogui . locateCenterOnScreen ( ker r l ab image path + os . sep + ’ PSCleft . png ’ )

r i g h t = pyautogui . locateCenterOnScreen ( ker r l ab image path + os . sep + ’ PSCright . png ’ )

up = pyautogui . locateCenterOnScreen ( ker r l ab image path + os . sep + ’PSCup . png ’ )

down = pyautogui . locateCenterOnScreen ( ker r l ab image path + os . sep + ’PSCdown . png ’ )

t r i = pyautogui . locateCenterOnScreen ( ker r l ab image path + os . sep + ’PSCTRI . png ’ )

s tabb lue = pyautogui . locateCenterOnScreen ( ker r l ab image path + os . sep + ’ PSCstab i l i z eb lue . png ’ )

s tabgrey = pyautogui . locateCenterOnScreen ( ker r l ab image path + os . sep + ’ PSCstab i l i z eg rey . png ’ )

return r e s e t , l e f t , r i ght , up , down , t r i , stabblue , s tabgrey

The ‘stabilize on’ and ‘stabilize off’ functions are used to switch on and off the

stabilize switch in the piezo control window.
def s t a b i l i z e o n ( ) :

resetbutton , l e f t , r i ght , up , down , t r i , stabblue , s tabgrey = findPSCButtons ( )

clickPSC ( re s e tbut ton )

while s tabgrey != None :

r e s t o r e P i e z o C o n t r o l l e r ( )

cl ickPSC ( stabgrey )

resetbutton , l e f t , r i ght , up , down , t r i , stabblue , s tabgrey = findPSCButtons ( )

time . s l e e p (3)

def s t a b i l i z e o f f ( ) :

re setbutton , l e f t , r i ght , up , down , t r i , stabblue , s tabgrey = findPSCButtons ( )
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while s tabb lue != None :

cl ickPSC ( stabb lue )

resetbutton , l e f t , r i ght , up , down , t r i , stabblue , s tabgrey = findPSCButtons ( )

The ‘saveimage’ function is used to save an image of the measurement with the

appropriate location and image name for the experiment.
def saveimage ( r ep ra te , savecount ) :

savecount += 1

input window . a c t i v a t e ( )

s e t o f f s e t (0 )

i f reduce exposure :

i n c r e a s e expo su r e ( )

s t a b i l i z e o n ( )

pyautogui . c l i c k ( pyautogui . p o s i t i o n ( r e f [ 0 ] , r e f [ 1 ] ) )

p ro c e s s i ng = pyautogui . locateOnScreen ( ker r l ab image path + os . sep + ’ p ro c e s s i ng . png ’ )

i f proc e s s i ng == None :

pyautogui . c l i c k ( p roce s s ing tab )

pyautogui . p r e s s ( ’ f 5 ’ )

time . s l e e p (2) #May need to be changed i f e xposure t ime i n c r e a s e s .

saveimage = pyautogui . locateCenterOnScreen ( ker r l ab image path + os . sep + ’ saveimage . png ’ )

i f saveimage == None :

pyautogui . c l i c k ( savetab )

saveimage = pyautogui . locateCenterOnScreen ( ker r l ab image path + os . sep + ’ saveimage . png ’ )

i m f o l d e r s e l e c t b o x = pyautogui . p o s i t i o n ( saveimage [ 0 ] , saveimage [ 1 ] − 30)

wr itepath = os . getcwd ( ) + os . sep + ’ . . ’ + os . sep + ’ . . ’ + os . sep + str ( temp) + ’K’ + os . sep + \
eg + str ( pu l se width ) + ’ f s ’ + os . sep + po

pyautogui . c l i c k ( i m f o l d e r s e l e c t b o x )

pyautogui . wr i t e (1000∗ [ ’ backspace ’ ] )

pyautogui . wr i t e ( wr itepath )

f i l e names e l e c tbox = pyautogui . p o s i t i o n ( saveimage [ 0 ] − 298 , saveimage [ 1 ] )

input window . a c t i v a t e ( )

f i l ename = str ( count + 1) + ’ ’ + str ( savecount ) +’ ’ + str ( r e p r a t e ) + ’kHz ’

#pr i n t ( f i l e name )

pyautogui . c l i c k ( f i l e names e l e c tbox )

time . s l e e p ( 0 . 5 )

pyautogui . wr i t e (1000∗ [ ’ backspace ’ ] )

pyautogui . wr i t e (1000∗ [ ’ d e l e t e ’ ] )

time . s l e e p ( 0 . 5 )

pyautogui . wr i t e ( f i l ename )

pyautogui . c l i c k ( pyautogui . locateCenterOnScreen ( ker r l ab image path + os . sep + ’ saveimage . png ’ ) )

pyautogui . c l i c k ( p roce s s ing tab )

pyautogui . p r e s s ( ’ f 5 ’ )

input window . a c t i v a t e ( )

resetbutton , l e f t , r i ght , up , down , t r i , stabblue , s tabgrey = findPSCButtons ( )

s t a b i l i z e o f f ( )

return 1

The exposure of the camera can be controlled using the KerrLab software, and it

is worth reducing the value when the surface is exposed to the laser at high repetition

rates and/or fluences to avoid damage to the camera. The ‘reduce exposure’ function

is used to perform this process.
def reduce exposure ( ) :

pyautogui . c l i c k ( cameratab )

expboxbl = pyautogui . locateOnScreen ( ker r l ab image path + os . sep + ’ exptimeboxbottomleft . png ’ )

expbox = pyautogui . p o s i t i o n ( expboxbl [ 0 ] + 30 , expboxbl [ 1 ] − 10)

pyautogui . c l i c k ( expbox )

pyautogui . wr i t e ( 20∗ [ ’ backspace ’ ] )

pyautogui . wr i t e ( 20∗ [ ’ d e l e t e ’ ] )

pyautogui . wr i t e ( l a s e r expo su r e )

pyautogui . c l i c k ( pyautogui . p o s i t i o n ( r e f [ 0 ] , r e f [ 1 ] ) )

The ‘sub on’ function is used to ensure that the background subtraction switch

(used to remove non magnetic features from microscope images) is set on.

def sub on ( ) :

subgrey = pyautogui . locateOnScreen ( ker r l ab image path + os . sep + ’ subgrey . png ’ )

while not subgrey == None :

pyautogui . c l i c k ( subgrey )

subgrey = pyautogui . locateOnScreen ( ker r l ab image path + os . sep + ’ subgrey . png ’ )
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def i n c r e a s e expo su r e ( ) :

expboxbl = pyautogui . locateOnScreen ( ker r l ab image path + os . sep + ’ exptimeboxbottomleft . png ’ )

i f expboxbl == None :

pyautogui . c l i c k ( cameratab )

expboxbl = pyautogui . locateOnScreen ( ker r l ab image path + os . sep + ’ exptimeboxbottomleft . png ’ )

expboxbl = pyautogui . locateOnScreen ( ker r l ab image path + os . sep + ’ exptimeboxbottomleft . png ’ )

expbox = pyautogui . p o s i t i o n ( expboxbl [ 0 ] + 30 , expboxbl [ 1 ] − 10)

pyautogui . c l i c k ( expbox )

pyautogui . wr i t e ( 20∗ [ ’ backspace ’ ] )

pyautogui . wr i t e ( 20∗ [ ’ d e l e t e ’ ] )

pyautogui . wr i t e ( saveexposure )

The numeric values used to set the camera exposure when the laser is switched

on and off are declared.

l a s e r expo su r e = ’ 0 .002 ’

saveexposure = ’ 0 .02 ’

input window . a c t i v a t e ( )

input ( ’ Set  the  QWP to  315  degree s .  Set  the  power  to  ’ + str ( power ) + ’mW The  p r e s s  ente r  to  cont inue . ’ )

The magnetic state of the surface to which the beam will be exposed is prepared

by control of the piezoelectric stage, applied field and through use of the laser.

Control of the laser shutter is performed manually due to safety considerations.

The user is guided through their required actions in the experimental procedure by

a sequence of ‘input()’ functions which print a statement to the screen and require

feedback in the form of keyboard entries (into the Python shell) to continue.

count = 0

for r e p r a t e in r e p r a t e s :

restoreKerrLab ( )

r e f = pyautogui . locateOnScreen ( ker r l ab image path + os . sep + ’ o f f . png ’ )

t ab r e f = pyautogui . locateOnScreen ( ker r l ab image path + os . sep + ’ KLblack . png ’ )

i f t ab r e f == None :

t ab r e f = pyautogui . locateOnScreen ( ker r l ab image path + os . sep + ’ k e r r l ab l o go . png ’ )

o f f s e t c o n t r o l l e r p o s i t i o n = pyautogui . p o s i t i o n ( r e f [0 ]+ r e f [ 2 ] , r e f [1 ]+(2∗ r e f [ 3 ] ) )

p roce s s ing tab = pyautogui . p o s i t i o n ( t ab r e f [ 0 ] + 32 , t ab r e f [ 1 ] + 62)

cameratab = pyautogui . p o s i t i o n ( t ab r e f [ 0 ] + 135 , t ab r e f [ 1 ] + 62)

savetab = pyautogui . p o s i t i o n ( t ab r e f [ 0 ] + 260 , t ab r e f [ 1 ] + 62)

p i e z o r e f = pyautogui . locateOnScreen ( ker r l ab image path + os . sep + ’ PSCgrey . png ’ )

dcgrey = pyautogui . locateOnScreen ( ker r l ab image path + os . sep + ’DCgrey . png ’ )

while dcgrey != None :

pyautogui . c l i c k ( dcgrey )

dcgrey = pyautogui . locateOnScreen ( ker r l ab image path + os . sep + ’DCgrey . png ’ )

i f reduce exposure :

i n c r e a s e expo su r e ( )

p ro c e s s i ng = pyautogui . locateOnScreen ( ker r l ab image path + os . sep + ’ p roc e s s i ng . png ’ )

i f proc e s s i ng == None :

pyautogui . c l i c k ( p roce s s ing tab )

print ( ’ Beginning  procedure  to  s e t  up  s t a t e . ’ )

r e s t o r e P i e z o C o n t r o l l e r ( )

searchon = pyautogui . locateOnScreen ( ker r l ab image path + os . sep + ’ search on . png ’ )

while searchon == None :

input ( ’ P lease  take  a  r e f e r e n c e  image  and  f i nd  a  f e a t u r e  to  search  f o r  b e f o r e  cont inu ing .

              Take  the  time  to  t e s t  the  s t a b i l i z e  f e a t u r e . ’ )

input window . a c t i v a t e ( )

searchon = pyautogui . locateOnScreen ( ker r l ab image path + os . sep + ’ search on . png ’ )

resetbutton , l e f t , r i ght , up , down , t r i , stabblue , s tabgrey = findPSCButtons ( )

restoreKerrLab ( )

t e s t i n g = False

i f count == 0 and not t e s t i n g :

s t a b i l i z e o f f ( )

cl ickPSC ( re s e tbut ton )

input window . a c t i v a t e ( )

A = input ( ’ Use  the  xy  s tage  to  f i nd  a  non  exposed  p o s i t i o n  on  the  sample ,  f o cus  the  microscope ,

                  and  s t a b i l i s e  us ing  the  p i ezo .  Or  type  [ sk ip ]  to  sk ip  the  setup . ’ )

#A = ’ s k i p ’
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i f not A == ’ sk ip ’ :

s t a b i l i z e o n ( )

s e t o f f s e t (10)

sub on ( )

input window . a c t i v a t e ( )

input ( ’\nClose  the  shutter ,  then  s e t  the  rep  ra t e  to  10kHz .  Prepare  the  v i s i b l e  r eg i on  as

                  f u l l y  wr i t t en  with  +10mT and  then  p r e s s  ente r  to  cont inue . ’ )

s e t o f f s e t (10)

input window . a c t i v a t e ( )

input ( ’\nClose  the  shut t e r  and  take  a  background  image ,  then  p r e s s  ente r  to  cont inue . ’ )

s e t o f f s e t (−10)

input window . a c t i v a t e ( )

input ( ’\nWrite  the  l e f t  h a l f  o f  the  s c r een  with  −10mT and  p o s i t i o n  the  beam  back  in to  the

                  o r i g i n a l  spot .  Then  c l o s e  the  shut t e r  and  p r e s s  ente r  to  cont inue . ’ )

s t a b i l i z e o f f ( )

fullRangePSC ( l e f t , r e s e t=False )

fullRangePSC ( r ight , r e s e t=False , l ength =1)

s e t o f f s e t (−10)

input window . a c t i v a t e ( )

input ( ’\nSet  the  QWP to  45  degree s .  Then  open  the  shut t e r  and  draw  a  v e r t i c a l  l i n e  with

                  the  beam .  Then  re turn  the  beam  to  i t s  o r i g i n a l  po s i t i on ,  c l o s e  the  shutter ,  and

                  p r e s s  ente r  to  cont inue . ’ )

s e t o f f s e t (0 )

restoreKerrLab ( )

resetbutton , l e f t , r i ght , up , down , t r i , stabblue , s tabgrey = findPSCButtons ( )

r e s t o r e P i e z o C o n t r o l l e r ( )

cl ickPSC ( re s e tbut ton )

resetbutton , l e f t , r i ght , up , down , t r i , stabblue , s tabgrey = findPSCButtons ( )

s t a b i l i z e o f f ( )

cl ickPSC ( re s e tbut ton )

def b i a s v e r t r e s e t (up=up , down=down , shutterOpen=True , sk ip so=False , b i a s f i e l d=’+10mT’ ) :

s e t o f f s e t ( int ( b i a s f i e l d [ : −2 ] ) )

i f not sk ip so :

i f shutterOpen :

input window . a c t i v a t e ( )

input ( ’\nClose  the  shutter ,  s e t  l a s e r  to  10kHz ,  open  the  shut t e r  and  then  p r e s s  ente r

                      to  cont inue . ’ )

else :

input window . a c t i v a t e ( )

input ( ’\nOpen  the  l a s e r  shut t e r  and  then  p r e s s  ente r  to  cont inue . ’ )

r e s t o r e P i e z o C o n t r o l l e r ( )

fullRangePSC (down)

fullRangePSC (up)

def b i a s l e f t r e s e t ( l e f t=l e f t , up=up , down=down , shutterOpen=True ) :

fullRangePSC ( l e f t , r e s e t=False )

b i a s v e r t r e s e t ( b i a s f i e l d=’+10mT’ , shutterOpen=shutterOpen )

def b i a s r i g h t r e s e t ( r i g h t=r ight , up=up , down=down , shutterOpen=True , l ength =2.5) :

fullRangePSC ( r ight , r e s e t=False , l ength=length )

b i a s v e r t r e s e t ( b i a s f i e l d=’−10mT’ , shutterOpen=shutterOpen )

def f u l l b i a s r e s e t ( ) :

re setbutton , l e f t , r i ght , up , down , t r i , stabblue , s tabgrey = findPSCButtons ( )

clickPSC ( re s e tbut ton )

input window . a c t i v a t e ( )

input ( ’ Set  the  QWP to  315  degree s .  Then  p r e s s  ente r  to  cont inue . ’ )

b i a s l e f t r e s e t ( )

input window . a c t i v a t e ( )

input ( ’\nClose  the  l a s e r  shut t e r .  Then  p r e s s  ente r  to  cont inue ’ )

input ( ’\nSet  the  QWP to  45  degree s .  Then  p r e s s  ente r  to  cont inue ’ )

#cl ickPSC ( r e s e t b u t t o n )

b i a s r i g h t r e s e t ( shutterOpen=False , l ength =1)

fullRangePSC ( r ight , r e s e t=False )

b i a s v e r t r e s e t ( b i a s f i e l d=’−10mT’ , sk ip so=True )

input window . a c t i v a t e ( )

input ( ’ Close  the  shut t e r .  Then  p r e s s  ente r  to  cont inue . ’ )

s e t o f f s e t (0 )

s t a b i l i z e o f f ( )

i f count == 0 :

r e s t o r e s k i p = input ( ’ Does  the  domain  wa l l  need  to  be  r e s t o r ed ?  [ y/n ] ’ )

else :

r e s t o r e s k i p = ’y ’

i f not r e s t o r e s k i p == ’n ’ :

cl ickPSC ( re s e tbut ton )

fullRangePSC (down , r e s e t=False )

s e t o f f s e t (10)
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input ( ’ Set  the  rep  ra t e  to  10kHz .  Then  open  the  shut t e r  and  c l e a r  the  r i g h t  hand  s i d e  o f

              the  f i e l d  o f  view .  Then  p r e s s  ente r  to  cont inue . ’ )

input ( ’ Pos i t i on  the  beam  in to  the  setup  p o s i t i o n .  Then  p r e s s  ente r  to  cont inue . ’ )

s e t o f f s e t (−10)

input ( ’Open  the  shut t e r  and  c l e a r  the  l e f t  hand  s i d e  o f

              the  f i e l d  o f  view ,  without  c r o s s i n g  the  domain  wa l l .  Then  p r e s s  ente r  to  cont inue . ’ )

input ( ’ Pos i t i on  the  beam  in to  the  setup  p o s i t i o n  and  c l o s e  the  shut t e r .  Then  p r e s s  ente r  to  cont inue . ’ )

fullRangePSC (up , r e s e t=False )

s e t o f f s e t (10)

input ( ’ Set  the  QWP to  45  degrees .  Then  open  the  shut t e r  and  c l e a r  the  r i g h t  hand  s i d e  o f

              the  f i e l d  o f  view  Then  p r e s s  ente r  to  cont inue . ’ )

input ( ’ Pos i t i on  the  beam  in to  the  setup  p o s i t i o n .  Then  p r e s s  ente r  to  cont inue . ’ )

s e t o f f s e t (−10)

input ( ’Open  the  shut t e r  and  c l e a r  the  l e f t  hand  s i d e  o f  the  f i e l d  o f  view ,  without  c r o s s i n g

              the  domain  wa l l .  Then  p r e s s  ente r  to  cont inue . ’ )

input ( ’ Pos i t i on  the  beam  in to  the  setup  p o s i t i o n  and  c l o s e  the  shut t e r .  Then  p r e s s  ente r  to  cont inue . ’ )

s e t o f f s e t (−10)

print ( ’\nDO NOT SKIP  THIS  STEP ! ! ’ )

input ( ’ Set  the  rep  ra t e  to  10kHz .  Then  open  the  shut t e r  and  p o s i t i o n  the  beam  in to  the  setup

          p o s i t i o n .  Then  p r e s s  ente r  to  cont inue . ’ )

input ( ’\nClose  the  l a s e r  shutter ,  p r e s s  ente r  to  cont inue . ’ )

s e t o f f s e t (0 )

f u l l b i a s r e s e t ( )

s e t o f f s e t (0 )

s e t o f f s e t (−10)

print ( ’\nDO NOT SKIP  THIS  STEP ! ! ’ )

input ( ’ Set  the  rep  ra t e  to  10kHz .  Then  open  the  shut t e r  and  p o s i t i o n  the  beam  in to  the  measurement

          p o s i t i o n .  Then  p r e s s  ente r  to  cont inue . ’ )

input ( ’\nClose  the  l a s e r  shutter ,  p r e s s  ente r  to  cont inue . ’ )

s e t o f f s e t (0 )

input ( ’\nSet  the  rep  ra t e  to  ’ + str ( r e p r a t e ) + ’kHz ,  then  p r e s s  ente r  to  cont inue . ’ )

cl ickPSC ( re s e tbut ton )

s t a b i l i z e o n ( )

i n i t c h e c k = input ( ’ V i sua l l y  conf irm  the  i n i t i a l  s t a t e .  Then  p r e s s  ente r  to  cont inue . ’ )

Finally the measurements are performed. In this case the ‘fullRangePSC’ func-

tion is used to scan the beam across a domain wall. The experimentalist is required

to manually set the beam polarity. Images are saved before and after the process to

allow for the precise determination of the effects of beam exposure.

#Measurements

savecount = 0

clickPSC ( re s e tbut ton )

s t a b i l i z e o n ( )

savecount += saveimage ( r ep ra te , savecount )

s t a b i l i z e o f f ( )

s e t o f f s e t (0 )

#315QWP

resetbutton , l e f t , r i ght , up , down , t r i , stabblue , s tabgrey = findPSCButtons ( )

fullRangePSC (down , r e s e t=False )

input window . a c t i v a t e ( )

print ( ’\nMeasurements  begin  now . ’ )

input ( ’ Set  the  QWP to  315  degree s .  Afterwards ,  p r e s s  ente r  to  cont inue . ’ )

i f reduce exposure and count > 3 :

reduce exposure ( )

input ( ’\nOpen  the  shutter ,  then  move  the  beam  h o r i z o n t a l l y  a c r o s s  the  domain  wa l l  i n to  the

          RHS p o s i t i o n .  Afterwards ,  p r e s s  ente r  to  cont inue . ’ )

input ( ’\nClose  the  shut t e r  and  p r e s s  ente r  to  cont inue . ’ )

#45QWP

fullRangePSC (up , r e s e t=False )

input window . a c t i v a t e ( )

input ( ’\nSet  the  QWP to  45  degree s .  Afterwards ,  p r e s s  ente r  to  cont inue . ’ )

input ( ’\nOpen  the  shutter ,  then  move  the  beam  h o r i z o n t a l l y  a c r o s s  the  domain  wa l l  i n to  the

          o r i g i n a l  p o s i t i o n .  Afterwards ,  p r e s s  ente r  to  cont inue . ’ )

input ( ’\nClose  the  shut t e r  and  p r e s s  ente r  to  cont inue . ’ )

input window . a c t i v a t e ( )

s e t o f f s e t (0 )

resetbutton , l e f t , r i ght , up , down , t r i , stabblue , s tabgrey = findPSCButtons ( )

while s tabgrey != None :

r e s t o r e P i e z o C o n t r o l l e r ( )

cl ickPSC ( stabgrey )

resetbutton , l e f t , r i ght , up , down , t r i , stabblue , s tabgrey = findPSCButtons ( )

clickPSC ( re s e tbut ton )

savecount += saveimage ( r ep ra te , savecount )

input window . a c t i v a t e ( )

count += 1
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input ( ’ Set  the  QWP to  315  degree s .  Then  p r e s s  ente r  to  cont inue . ’ )

C.2 Spin Dynamics Python Code

This section contains the functions written in Python that were used to simulate

single-spin dynamics and thermal noise in chapter 4. The scripts depend on the

numerical Python library ‘numpy’, scientific Python library ‘scipy’, and the library

‘tqdm’ which is used to implement a progress bar into the command line output

during the execution of for-loops. Python version 3.10.10 was used to execute the

scripts in the preparation of this work, along with numpy version 1.24.2, scipy version

1.10.1 and tqdm version 4.64.1.

The libraries are imported as
import numpy as np

import numpy . random as rn

import s c ipy . f f t pa c k as f t

import s c ipy . i n t e g r a t e as od

import s c ipy . i n t e r p o l a t e as i n t p l

from tqdm import tqdm

Physical constants used throughout the functions are set using
hbar =1.05E−34

kB=1.38E−23

gam=−1.76E11

It is important to note that a dimensionless temperature referred to as ‘barT’ is

commonly used as input to the following functions, rather than the temperature in

Kelvin. To determine the ‘barT’ from the temperature ‘T’ in Kelvin, the following

values are declared within scripts
omegaL = np . abs (gam)∗ Bext norm

barT = kB∗T/( hbar∗omegaL)

where ‘Bext norm’ is the user defined magnitude of the externally applied field in

units of Tesla.

The Lorentzian kernel given in equation 4.2.85 is implemented as
def K Lor (N, range end , prm ) :

dwb = 2.0∗np . p i / (2 . 0∗ range end )

mv = np . arange(−N,N−1)

w = mv∗dwb+0.00000000001

w0 ,Gamma,A=prm

return A/(w0∗∗2 − w∗∗2 − 1 j ∗w∗Gamma)

Coloured noise given in equation 4.2.103 (with PSD given by equation 4.2.62) is

implemented as
def b(barT , S0 , prm , Nsam,N, range end , ns = [ ] ) :

# Fa i l s i f bo th not l e n ( ns ) == 0 , and Nsam > 1 .

# This i s because s e t t i n g t h e inpu t means hav ing on l y a s i n g l e sample .

dt = range end /N

dwb = 2.0∗np . p i / (2 . 0∗ range end )

mv = np . arange(−N,N−1)

tvb = mv∗dt

w = mv∗dwb+0.00000000001

w0 ,Gamma,A=prm

barh=hbar/S0

i f len ( ns )==0:

no i s e=rn . normal ( s c a l e =1.0/np . sq r t ( dt ) , s i z e =(N, Nsam))

else :

no i s e=ns

psdd=barh∗np . imag ( K Lor (N, range end , prm))/ np . tanh (w/(2 .0∗ barT ) )
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gwv=np . sq r t ( psdd )

gwt=np . r e a l ( (dwb/(2 .0∗ np . p i ) )∗ f t . f f t s h i f t ( f t . f f t (gwv ))∗ np . exp (1 j ∗N∗dwb∗ tvb ) )

r e s=np . z e ro s ( (N, Nsam))

for i in np . arange (Nsam ) :

r e s [ : , i ]=np . convolve ( no i s e [ : , i ] , gwt , mode=’ va l i d ’ )∗ dt

return tvb , r e s

Where the high temperature limit is assumed (with PSD given by equation

4.2.80), the noise is implemented as

def b c l a s s i c a l ( barT , S0 , prm , Nsam,N, range end , ns = [ ] ) :

dt = range end /N

dwb = 2.0∗np . p i / (2 . 0∗ range end )

mv = np . arange(−N,N−1)

tvb = mv∗dt

w = mv∗dwb+0.00000000001

w0 ,Gamma,A=prm

barh=hbar/S0

i f len ( ns )==0:

no i s e=rn . normal ( s c a l e =1.0/np . sq r t ( dt ) , s i z e =(N, Nsam))

else :

no i s e=ns

eta = A∗Gamma/w0∗∗4

psdd=(barh ∗2 .0∗ barT∗ eta )∗ (1 .0+0.0∗w)

gwv=np . sq r t ( psdd )

gwt=np . r e a l ( (dwb/(2 .0∗ np . p i ) )∗ f t . f f t s h i f t ( f t . f f t (gwv ))∗ np . exp (1 j ∗N∗dwb∗ tvb ) )

r e s=np . z e ro s ( (N, Nsam))

for i in np . arange (Nsam ) :

r e s [ : , i ]=np . convolve ( no i s e [ : , i ] , gwt , mode=’ va l i d ’ )∗ dt

return tvb , r e s

The autocorrelation of noise is determined using
def co r r (barT , S0 , prm , Nsam,N, range end , seed=None , ns = [ ] ) :

dt = range end /N

re s = np . z e ro s (N)

i f len ( ns ) == 0 :

np . random . seed ( seed )

, bv = b(barT , S0 , prm , Nsam,N, range end )

else :

, bv = b(barT , S0 , prm , Nsam,N, range end , ns=ns )

for i in np . arange(−N/2 ,N/ 2 ) :

r e s [ int (N/2+ i ) ] += np .sum( bv [ int (N/2+ i ) , : ] ∗ bv [ int (N/ 2 ) , : ] ) / Nsam

return r e s

The power spectral density of noise (e.g. shown by the black diamonds in figures

4.4 and 4.5) is determined using

def psd (barT , S0 , prm , Nsam,N, range end , seed=None , ns = [ ] ) :

dt = range end /N

wv = 2.0∗np . p i ∗ f t . f f t f r e q (N, dt )

cr = cor r (barT , S0 , prm , Nsam,N, range end , seed=seed , ns=ns )

psd = f t . i f f t ( cr )∗ ( len ( cr ) )∗ dt

return wv , psd

Lorentzian single spin simulations (equations 4.2.93, 4.2.94 and 4.2.102, shown

in figure 4.6) are implemented using

def M sim(T, S0 , prm ,N, range end ,Bn , seed=None , ns = [ ] ) :

np . random . seed ( seed )

dt=range end /N

nv=np . arange(− int (N/2) , int (N/2))

tva = nv∗dt

Bext norm = np . l i n a l g . norm(Bn)

w0 ,Gamma,A=prm

i f len ( ns ) == 0 :

nssx=rn . normal ( s c a l e =1.0/np . sq r t ( dt ) , s i z e =(N, 1 ) )

nssy=rn . normal ( s c a l e =1.0/np . sq r t ( dt ) , s i z e =(N, 1 ) )

nssz=rn . normal ( s c a l e =1.0/np . sq r t ( dt ) , s i z e =(N, 1 ) )

else :

nssx=ns [ 0 ]

nssy=ns [ 1 ]

nssz=ns [ 2 ]

i f a l l ( [ seed == None , len ( ns ) == 0 ] ) :

, bx = b(T, S0 , prm , 1 ,N, range end )

, by = b(T, S0 , prm , 1 ,N, range end )

, bz = b(T, S0 , prm , 1 ,N, range end )

bx in t=i n t p l . in te rp1d ( tva , bx [ : , 0 ] )
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by in t=i n t p l . in te rp1d ( tva , by [ : , 0 ] )

b z i n t=i n t p l . in te rp1d ( tva , bz [ : , 0 ] )

else :

, bx = b(T, S0 , prm , 1 ,N, range end , nssx )

, by = b(T, S0 , prm , 1 ,N, range end , nssy )

, bz = b(T, S0 , prm , 1 ,N, range end , nssz )

bx in t=i n t p l . in te rp1d ( tva , bx [ : , 0 ] )

by in t=i n t p l . in te rp1d ( tva , by [ : , 0 ] )

b z i n t=i n t p l . in te rp1d ( tva , bz [ : , 0 ] )

bn=lambda t : np . array ( [ bx in t ( t ) , by in t ( t ) , b z i n t ( t ) ] )

def system (V, t ) :

r e s=np . z e ro s (9 )

s=V[ 0 : 3 ]

p=V[ 3 : 6 ]

x=V[ 6 : 9 ]

Bext d imless = Bn/Bext norm

Bef f=Bext dimless−x+bn( t )

r e s [ 0 : 3 ]= np . c r o s s ( s , Be f f )

r e s [3:6]= −(w0∗∗2)∗x−Gamma∗p+np . s i gn (gam)∗A∗ s

r e s [ 6 : 9 ]= p

return r e s

r e sa=od . ode int ( system , [ np . s i gn (gam) , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ] , tva [ 1 :N−2])

Nn=len ( tva [ 1 :N−2])

M=resa [ : , 0 : 3 ]

return M

Where only the z-component of Lorentzian single spin dynamics is required as

output, it is implemented as
def Mz sim (T, S0 , prm ,N, range end ,Bn , seed=None ) :

M = M sim(T, S0 , prm ,N, range end ,Bn , seed=seed )

return M[ : , 2 ]

Spin dynamics of an ensemble with Lorentzian dynamics (figure 4.7) is imple-

mented as
def Mz ave (T, S0 , prm ,N, range end ,Bn , num avg=500):

l s t = [ ]

for i in tqdm( range ( num avg ) ) :

output = Mz sim (T, S0 , prm ,N, range end ,Bn)

l s t . append ( output )

return [ f loat (sum( c o l ) )/ len ( c o l ) for co l in zip (∗ l s t ) ]

Ohmic single spin simulations (equation 4.2.107, shown in figure 4.6) are imple-

mented using
def M s i m c l a s s i c a l (T, S0 , prm ,N, range end ,Bn , seed=None , ns = [ ] ) :

np . random . seed ( seed )

dt=range end /N

nv = np . arange(− int (N/2) , int (N/2))

tva = nv∗dt

Bext norm = np . l i n a l g . norm(Bn)

w0 ,Gamma,A = prm

eta = A∗Gamma/w0∗∗4

i f len ( ns ) == 0 :

nssx = rn . normal ( s c a l e =1.0/np . sq r t ( dt ) , s i z e =(N, 1 ) )

nssy = rn . normal ( s c a l e =1.0/np . sq r t ( dt ) , s i z e =(N, 1 ) )

nssz = rn . normal ( s c a l e =1.0/np . sq r t ( dt ) , s i z e =(N, 1 ) )

else :

nssx=ns [ 0 ]

nssy=ns [ 1 ]

nssz=ns [ 2 ]

i f a l l ( [ seed == None , len ( ns ) == 0 ] ) :

, bxc = b c l a s s i c a l (T, S0 , prm , 1 ,N, range end )

, byc = b c l a s s i c a l (T, S0 , prm , 1 ,N, range end )

, bzc = b c l a s s i c a l (T, S0 , prm , 1 ,N, range end )

bx in t c = i n t p l . in te rp1d ( tva , bxc [ : , 0 ] )

by in t c = i n t p l . in te rp1d ( tva , byc [ : , 0 ] )

b z i n t c = i n t p l . inte rp1d ( tva , bzc [ : , 0 ] )

else :

, bxc = b c l a s s i c a l (T, S0 , prm , 1 ,N, range end , nssx )

, byc = b c l a s s i c a l (T, S0 , prm , 1 ,N, range end , nssy )

, bzc = b c l a s s i c a l (T, S0 , prm , 1 ,N, range end , nssz )

bx in t c = i n t p l . in te rp1d ( tva , bxc [ : , 0 ] )

by in t c = i n t p l . in te rp1d ( tva , byc [ : , 0 ] )

b z i n t c = i n t p l . inte rp1d ( tva , bzc [ : , 0 ] )

bn=lambda t : np . array ( [ bx in t c ( t ) , by in t c ( t ) , b z i n t c ( t ) ] )

def system (V, t ) :

r e s = np . z e ro s (3 )
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f = 1.0/(1 .0+ eta ∗∗2) #Required to conve r t to t h e Landau−L i f s h i t z form .

s = V

Bext d imless = Bn/Bext norm

Bef f = f ∗( Bext d imless+bn( t ) ) − ( eta ∗ f )∗np . c r o s s ( s , Bext d imless+bn( t ) )

r e s = np . c r o s s ( s , Be f f )

return r e s

r e sa=od . ode int ( system , [ np . s i gn (gam ) , 0 , 0 ] , tva [ 1 :N−2])

M=resa

return M

Where only the z-component of Ohmic single spin dynamics is required as output,

it is implemented as
def M z s i m c l a s s i c a l (T, S0 , prm ,N, range end ,Bn , seed=None ) :

M = M s i m c l a s s i c a l (T, S0 , prm ,N, range end ,Bn , seed=seed )

return M[ : , 2 ]

Spin dynamics of an ensemble with Ohmic dynamics (figure 4.7) is implemented

as
def M z a v e c l a s s i c a l (T, S0 , prm ,N, range end ,Bn , num avg=500):

l s t = [ ]

for i in tqdm( range ( num avg ) ) :

output = M z s i m c l a s s i c a l (T, S0 , prm ,N, range end ,Bn)

l s t . append ( output )

return [ f loat (sum( c o l ) )/ len ( c o l ) for co l in zip (∗ l s t ) ]
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