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Photonic integrated circuits (PICs) are revolutionizing the realm of information technology, promising unprecedented speeds and efficiency in data processing and optical communication. However, the nanoscale precision required to fabricate these circuits at scale presents significant challenges, due to the need to maintain consistency across wavelength-selective components, which necessitates individualized adjustments after fabrication. Harnessing spectral alignment by automated silicon ion implantation, in this work scalable and non-volatile photonic computational memories are demonstrated in high-quality resonant devices. Precise spectral trimming of large-scale photonic ensembles from a few picometers to several nanometres is achieved with long-term stability and marginal loss penalty. Based on this approach, spectrally aligned photonic memory and computing systems for general matrix multiplication are demonstrated, enabling wavelength multiplexed integrated architectures at large scales.

1. Introduction

The demands for drastically increasing computing power\cite{1} combined with the imminent end of transistor scaling\cite{2} have been the main drivers for research into alternate computing paradigms. Integrated photonics as a promising platform for neuromorphic computing,\cite{3} mixed-precision accelerators,\cite{4,5} and quantum computing,\cite{6} has garnered heavy attention recently in academia as well as industry.\cite{7–10} The rationale for results from advantages in bandwidth, latency, and power consumption. These factors have successfully led to fiber optics revolutionizing the telecommunications industry. Miniaturized photonic circuits which translate manufacturing advances from the complementary metal-oxide-semiconductor (CMOS) industry to optics have served as a game-changer for implementing optical computing paradigms in a chip-scale setting.\cite{11,12} Similarly, rapid developments in silicon photonics have found applications for networking in data centers\cite{13,14} with the goal of replacing the electrical interconnects in the servers even at shorter distances to meet the ever-increasing demands of big data.
In addition, PICs have also attracted a lot of attention recently due to their ability to integrate with functional materials such as a phase-change material (PCM). PCMs can be used to alter the phase or amplitude of light via evanescent coupling. These properties can be switched either optically or electrically on a sub-nanossecond timescale and are non-volatile in nature. Hence, their integration with PICs holds significant promise in the push toward optical memories and in-memory computing.

Nevertheless, a key challenge in upscaling integrated photonic systems is the sensitive nature of the components to fabrication imperfections. Since photonic circuits are usually designed to operate in the analog domain, standard process variations in etching rate, exposure parameters, and chemical mechanical polishing conditions adversely affect their functionality. For example, a 2% error in the splitting ratio of a beam splitter results in an accuracy degradation of over 50% in a two-hidden layer fully connected feedforward neural network used for performing MNIST handwritten digit recognition. Photonic components that are even more sensitive to fabrication variations are wavelength filters based on interferometers, waveguide gratings, or micro-ring resonators. Such devices are used for implementing wavelength division multiplexing (WDM), a workhorse in data center networks. For spectral photonic filters, a 1 nm deviation in the thickness of waveguides can result in wavelength shifts of around 1–2 nm which interfere with several communication channels in a dense WDM network.

The solution to this problem lies in precisely controlling the optical path length or the effective refractive index of individual components to tailor their output and correct for errors post-fabrication. Prominent techniques accomplish this via active phase shifters using thermo-optic heaters, electro-optic modulators (EOM), or micro-electromechanical systems-based devices. In silicon photonics, modulating the free carrier densities in a diode configuration results in a refractive index change. Nevertheless, there are two major drawbacks to active tuning methods: First, a significant part of the power budget is exhausted during operation. Standard CMOS-compatible thermo-optic phase shifters consume around 20 mW for a pi phase shift in a device. Scaling this to a wafer scale containing hundreds of thousands of devices is challenging. The second issue is that additional electronic circuitry is required for operation, thus increasing the complexity and footprint of the circuit design. Furthermore, the thermal and electrical crosstalk is also a concern.

Therefore, passive approaches that manipulate the optical properties in a material are an attractive solution. Such approaches include altering either the waveguide or cladding material post-fabrication to obtain a controlled change in the refractive index. Previous work based on electron beam modification of various cladding materials like silicon dioxide (SiO₂), hydrogen silsesquioxane, and poly(methyl methacrylate) (PMMA) has shown promise in this regard. However, a major challenge with these approaches is that the wavelength shifts obtained are not stable with time. An alternative approach to tuning the optical properties is by amorphizing crystalline silicon waveguides with germanium (Ge) ion implantation. Permanent trimming has been observed in this case but requires local annealing for every device via active components such as thermo-optic heaters. Another concern is that Ge absorbs light around 1550 and 1300 nm wavelength ranges which is the industry standard for fiber optics communications and many other applications. This will induce losses that can be critical, especially for emerging applications in quantum photonics where high-quality factors are desired for performing non-linear operations.

Here, we demonstrate a flexible method for tuning photonic circuits at scale using automated silicon ion implantation in silicon nitride waveguides via marker search and alignment with combined scanning electron microscopy (SEM)-focussed ion beam (FIB) processing, as shown in Figure 1a. Silicon nitride (Si₃N₄) is an ultra-low-loss platform and is very well-established in the CMOS industry. We obtain controlled and stable shifts in the optical properties without the need for any active elements. Moreover, being mask-less, our approach does not need to be performed at the end of the process flow since there is no need to use a specific cladding material. After performing the tuning operation, further fabrication processes such as the deposition of PCMs or electrodes do not affect the circuit. We carried out a detailed material study using scanning transmission electron microscope (STEM) energy-dispersive spectroscopy (EDS) and electron energy loss spectroscopy (EELS) analysis to understand the fundamental changes occurring at the atomic scale. Leveraging these advances, for the first time, we demonstrate passively aligned energy-efficient photonic circuits enabling applications in wavelength addressable memory and a photonic computing engine exploiting WDM.

2. Results and Discussions

2.1. Photonic Device Tuning

As wavelength selective on-chip components, we use photonic micro-ring resonators. Ring resonators are widely employed in photonic communication systems, sensing, quantum technologies, and optical computing applications. What makes them interesting for showcasing our approach is the sensitivity to fabrication imperfections and environmental conditions. Even slight variations in the geometry of the ring lead to significant shifts in resonance, which can be detrimental to the operation of a given circuit where multiple resonators must be aligned with respect to each other. Whenever the round-trip phase accumulated inside a ring, given by \(2\pi n_{\text{eff}}L/\lambda\), equals multiples of \(2\pi\), the resonant condition occurs. Here \(n_{\text{eff}}\) is the effective refractive index which depends on the geometry of the waveguide and material properties, and \(L\) is the total path length of the ring. Altering the optical path length of the ring translates to shifts in resonances. In our case, the change in optical path length is achieved by creating silicon-implanted regions of increasing length which leads to redshifts in the transmission spectrum as shown schematically in Figure 1b. The implantation is carried out using targeted FIB irradiation at a specific position on the ring, aligned with respect to marker structures fabricated in the vicinity of the resonator. By controlling the length of the implanted region, a desired spectral shift is achieved.

2.2. Characterizing the Material Changes

We fabricate Si₃N₄ photonic devices with the approach described in the Experimental Section. During FIB implantation of silicon
Figure 1. Photonic device tuning by automatized silicon implantation. a) Silicon ion patterning on photonic circuits using the Raith VELION focused ion beam. The photonic circuits consist of silicon nitride ring resonators on top of the SiO₂ substrate. The ions are directly written into the waveguide without requiring a mask. The inset on the right displays the plasmon map reconstructed from low loss energy spectrum. The patterning process leads to silicon ion implantation in the Si₃N₄ waveguides. b) Schematic of the optical response. Redshifts in the transmission spectrum of ring resonators with larger pattern lengths confirm the increase in the effective refractive index of the waveguide material. c) A photograph of the integrated photonic chip showing the scale of the approach. The inset shows a few photonic circuits and gold markers that are used for automatic patterning in the FIB.

from liquid metal alloy ion sources (LMAIS), a local silicon-rich region is created within the waveguide. This is illustrated schematically in the inset of Figure 1a. In order to characterize the devices after tuning, we perform a step-by-step analysis of microstructural aspects that are influenced by the implantation process. Upon close examination of the surface morphology in Figure 2a, the SEM image acquired reveals a discernible line atop the waveguide. Notably, the edges and the core of the line exhibit enhanced brightness in the SEM micrograph, suggesting the presence of silicon or the formation of sharper edges which are favorable sites for the accumulation of electrons.

The subsequent atomic force microscope (AFM) analysis of the surface topography in Figure 2b presents evidence that the introduction of Si ions has generated a 15 nm high bump on the surface flanked by distinctively sharper edges on either side. The surface profile is due to a combination of the implantation and sputtering processes that occur simultaneously during FIB processing. In our case, the sputter yield of the target silicon nitride material is very low with a Si ion beam, and the whole process is dominated by the former. The bump shown in the AFM analysis can be attributed to the implantation process which induces stress in the material due to the displacement of atoms. This has been previously shown in amorphous metal ribbons to result in a local free volume expansion. Additionally, the sputter process results in the target silicon nitride material getting redeposited on either side of the ion beam path. This is a common phenomenon during ion beam sputtering/milling. We expect the sharp edges on either side of the bump to be the gaps between the central bump and redeposited material at the sides.

Figure 2c shows the STEM EDS elemental mapping of the Si₃N₄ waveguides subjected to patterning. The results indicate a distinguishable and localized increase in the atomic fraction of...
Si. This presents a high potential for the disruption of existing bonds and the formation of new bonds between the constituent elements of the host material and the implanted Si ions. The implantation profile we observe here also closely matches the ion trajectory simulations (shown in Section S1, Supporting Information).

Figure 2d displays the same region, which underwent additional investigation using the EELS elemental mapping. The line scan at the center of implanted region exhibits an increase in Si concentration to 60% and shows a notable presence of oxygen which increases up to 40%. The findings of the EDS analysis are confirmed by this independent technique with complementary information on the local concentration of lighter elements such as nitrogen and oxygen.

The EELS investigation was additionally employed to discern the alterations in the optical characteristics of the Si$_3$N$_4$ waveguide, as elucidated by the plasmon map in Figure 1a. The corresponding bandgap estimations for the pristine waveguide region and the Si implanted region are shown in Figure 2e,f, respectively. An expected decrease in bandgap is observed in the implanted region shifting the absorption edge to higher wavelength of incident photons. The integration of data points acquired from EELS elemental mapping and plasmon mapping facilitated the estimation of the spatial distribution and evolution of the refractive index. This was achieved by constructing a refractive index matrix that captures the intricate distribution and dynamic evolution of the refractive index, arising from the Si ion implantation and localized intermixing of Si$_3$N$_4$ with Si ions.

We employ this data to perform finite element method simulations to estimate the impact of our process on the optical properties at 1550 nm wavelength for a 330 nm high and 1.2 μm wide Si$_3$N$_4$ waveguide. Figure 2g shows that the implantation increases the fundamental mode confinement, pulling the fields around the implanted region, which results in an increase in the $n_{\text{eff}}$. The change in the mode profile for the implanted configuration also results in different dispersion characteristics (see Figure S12, Supporting Information). The results suggest that optimizing the implantation patterning parameters can be an interesting tool for dispersion engineering. Finally, we use the obtained $n_{\text{eff}}$ value to analytically calculate the expected resonance shift. This closely matches the measurement results, validating our characterization technique. The detailed analytical calculation for the resonance shifts is provided in the Experimental Section. Based on this analysis, we can locally tune the optical properties of the waveguide to a desired spectral position after fabrication.

Figure 2. Material and microstructural analysis: a) High-resolution SEM micrograph depicting the intricate surface morphology of the Si$_3$N$_4$ waveguide after Si implantation. b) 3D AFM visualization, showcasing the topographic details and revealing a prominent 15 nm elevated protrusion that induces lateral displacement of the Si$_3$N$_4$ material, thereby introducing additional surface roughness in the vicinity of the Si implantation site. c) STEM EDS elemental maps, employing a color scale representation, highlighting localized increase in the atomic fraction of Si and suggestive of potential intermixing due to perturbation in the chemical composition of the pristine material. d) EELS line scans derived from the high-loss signal, providing precise spatial distribution information regarding the constituent elements in the implanted region. It exhibits a discernible presence of silicon and oxygen. e) Bandgap of the non-implanted waveguide region obtained from EELS plasmon maps. f) Bandgaps of the implanted region. g) Simulated fundamental transverse-electric (TE) mode profiles propagating inside the waveguide for bare and implanted configuration showing the contrast in electric-field distribution and effective index.
2.3. Optical Response of the Implantation Process

Having qualitatively analyzed the material dynamics, we quantitatively assess the process by optical measurements. An exemplary test device with two race-track resonators is shown in Figure 3a. The reference ring on the left is used to calibrate the effects of measurement and environmental conditions. We pattern a straight section of the racetrack to standardize the effect of implantation with respect to the length of the pattern. The redshift observed in the transmission spectra due to silicon ion implantation can be clearly seen in Figure 3b. The inset of this figure plots the spectra in absolute units showing the full-width half maximum (FWHM) which is used to estimate the quality factor (Q) of the rings.

Figure 3c shows the deterministic relationship between the shift in resonances and the pattern length of the implanted region. While keeping the dose of the ion beam constant, a linear relationship between the length of the pattern and shift is obtained. Here, a shift ranging from 6 ± 1 pm to 400 ± 10 pm is observed for lengths ranging from 100 nm to 25 μm. Larger shifts in the nm range can also be produced by using higher doses or larger widths (shown in Section S2, Supporting Information). The stability of the induced shifts with time under ambient environmental conditions is shown in Figure 3d. After patterning, as depicted in the green curve, the shift starts to decay with time because the implantation process creates defects and impurities which are prone to chemical reactions in the atmosphere. This was confirmed with EELS elemental maps, where the post-FIB sample was heavily contaminated. However, annealing the sample in a tube furnace after FIB writing aids in thermal diffusion and removes the ion-induced damage. The heat treatment not only facilitates the relaxation of Si, N, following Si implantation, but also engenders an additional oxidation process within the confines of the tube furnace (more details in Table S1, Supporting Information).

This oxidative transformation effectively lowers the surface energy by the formation of new chemical bonds, thereby contributing to the enhanced stability and robustness of the material. We observe a blue shift immediately after annealing as shown in the red curve which remains constant afterward. The stability tests were performed by leaving the chip in ambient conditions with exposure to different temperatures, air pressure, humidity, and the presence of dust particles. The shifts obtained also show stability after performing further lithography and deposition steps. We also found that further annealing steps on the same chip do not impact the stability of the already-tuned devices. This characteristic is especially crucial in making the implanted devices compatible within a packaged circuit that could be subject to elevated operational temperatures due to neighboring electronics.

Next, we analyze the optical loss induced during the implantation process by comparing Q-factors before and after tuning. The Q-factor is inversely proportional to the power loss per round trip. High Qs in the order of 10⁵ and 10⁶ are desired for obtaining strong non-linear interactions for applications such as generating entangled photons. By increasing the gap between the bus waveguide (used for probing light in and out) and the ring, the ring resonator can be moved from an over-coupling to an under-coupling regime. This increases the lifetime of a photon inside the ring and results in high Qs (more details are presented in Section S2, Supporting Information). In Figure 3e, the change...
in the Q-factor due to the implantation process is shown. As the Q value of the intrinsic resonator gets higher, patterning with the same dose and size leads to a larger loss. Nevertheless, annealing the sample post-FIB recovers the Q values to around half a million. This result is also consistent with the findings concerning annealing described above.

By extrapolating the measured Q values to the weakly-coupled case, the propagation losses are determined and shown in Table 1. The loss values are given for a dose of 0.1 nC μm²⁻¹ which is used for obtaining the shifts in Figure 3. These values can be further reduced by decreasing the dose which will reduce the reflections at the interface between fabricated and implanted regions, assumed to be the main contribution to the loss induced through our process. Furthermore, patterning the entire racetrack or introducing a taper before and after the implanted section can also minimize the losses enabling adiabatic mode transition. With a reduced dose, higher shifts can still be obtained by increasing the length of the pattern.

To analyze the reproducibility of our approach, Figure 3f depicts statistics collected from ring resonator tuning. The blue histogram shows the resonance spread after fabrication for 100 rings identical in design. The red curve shows the spread in resonances for identical FIB patterns designed to perform a coarse tuning operation. Here, the standard deviation of the target resonance for 100 rings is reduced to 20 pm. In order to achieve even higher precision, coarse tuning can be followed up with a fine-tuning operation which as shown in Figure 3b can be used to achieve sub-10 pm accuracy. This is employed in the applications described in the following section.

2.4. Wavelength-Addressable Optical Memory

As a first example, we demonstrate an optical memory architecture shown in Figure 4a using multiple add-drop ring resonators.
getting a multi-level memory. This functionality has also to an increase in the absorption coefficient which is exploited for realizing a multi-level memory.\textsuperscript{[15,40]} This functionality has also been used to store matrix weights and perform energy-efficient optical in-memory computing.\textsuperscript{[12,16]}

Our device architecture consists of 8 unit cells, each functioning as a photonic memory which is addressed with a unique wavelength. Within one unit cell, a ring resonator is used to filter specific wavelengths of light. The resonator is connected to a PCM cell that stores information and a Bragg filter which is designed to reflect the incoming light to achieve higher memory depth in a double pass (Figure 4b). This architecture results in a very compact design where the input and output light travels in opposite directions, as shown by the dotted lines (Figure 4a). Each ring is designed to operate at separate wavelengths so that all the rings can be accessed simultaneously. The design details of the Bragg filter and memory architecture are given in Section S3, Supporting Information.

For practical purposes, it is crucial that multiple memory blocks show the same resonance spectra. Otherwise, addressing each device would require 8 unique wavelengths for a fast parallel operation making scalable operation very challenging. Moreover, the scalability could be further improved by designing the resonances equidistant so that a single-frequency comb source can be used for read and write access.\textsuperscript{[41]} In the upper panel of Figure 4c, we show the transmission spectra of two memory blocks that were designed to have the same equidistant resonances. Before the tuning operation, the spectra are not aligned and show wavelength offsets. Using our implantation process, we correct for the deviations and align the spectra to be equidistant with 300 pm spacing, as shown in the lower panel.

2.5. Photonic Computing for Accelerated General Matrix Multiplications

As a second example, we explore a photonic computing architecture using ring resonators for WDM. Modern data centers employ electronic hardware like graphical processing units and tensor processing units for performing arithmetic tasks such as neural network inferencing. Most of their processing time is spent performing mathematical operations in parallel, that is, matrix-vector multiplications.\textsuperscript{[42]} This has led to a lot of interest in the community to develop specialized matrix multiplication hardware for accelerating artificial intelligence (AI) workloads.\textsuperscript{[13,44]} Photonic solutions have shown great promise lately\textsuperscript{[12,43]} and may complement conventional products in many AI applications. Ring resonator-based configurations are particularly attractive\textsuperscript{[46–48]} since they show non-linear behavior and can be used as multiplexers or demultiplexers inside the circuit allowing for a compact, loss-less, and parallel operation on several wavelengths. However, still plagued by the uncertainties induced due to fabrication, all photonic computing implementations until now have relied on active methods to perform the correction.

Here, we employ a photonic circuit comprising passively tuned ring resonators to carry out matrix-vector multiplications in parallel (Figure 5a). We perform convolution operations as used in computer vision for edge detection within an input image. The input image data is encoded in the amplitude of the incoming light. This is done using an EOM for each channel in the matrix. The EOMs are controlled using an external field programmable gate array (FPGA) that sends the input image pixel data at a 2 GHz clock frequency. Once the pixel information is encoded in the input light intensities, they are passed on to the matrix for the multiplication and accumulation operation. We operate in a weight-stationary inference scheme where the kernels are flattened and loaded in the state of the PCM (GST cell). At the output of each column, the convolved image data is obtained for that individual kernel.

Using ring resonators in this photonic circuit allows us to encode the four elements of the input vector in separate wavelengths with none of the rows interacting with one other. This results in negligible additional loss while scaling the rows of the matrix. However, a key requirement is that all three rings in each row need to have the same wavelength for accessing the three kernels simultaneously. This is not the case after fabrication as shown in the upper panel of Figure 5b. Each row in our case is misaligned by around 100–400 pm. These errors are measured and corrected automatically in the FIB using the calibration data. The result is shown in the lower panel of Figure 5b, where all the resonances are perfectly aligned. After the tuning operation, we carry out the PCM deposition. The PCM cells are switched optically to store the flattened kernel data. The optical micrograph and SEM pictures of the fabricated circuit are shown in Section S3, Supporting Information.

Finally, the convolved output is measured using photodetectors at the end of each column. The obtained currents are sent back to the FPGA where the output image is reconstructed. Figure 5c shows the output of three kernels convolved on the test zebra image shown in (i). A blurred output (obtained by using a kernel to implement photonic low-pass filtering) is shown in (ii), whereas (iii) and (iv) show the results of implementing photonic edge-detection in the horizontal and vertical directions respectively.

3. Conclusions

We have demonstrated a scalable, robust, and low loss method for precisely controlling the optical path lengths in silicon nitride photonic integrated circuit devices. The method can be used to effectively correct the random inaccuracies that occur during fabrication in an automated process. We also demonstrated the ability for precise spectral alignment of resonances (e.g., to a microring source), and implemented such a system in a passive ring-resonator-based photonic matrix multiplication circuit. If we assume the fabrication error in the resonance wavelength to be 30% of the free spectral range (FSR) (a value based on our measured statistics), and 20 mW power required to tune over the whole FSR (for a conventional thermo-optic phase shifter\textsuperscript{[29]}), we save around 6.66 mW per each resonator compared to an active approach. For our proof of principle matrix multiplication circuit, this accounts to be ≈60 mW reduction in the power budget. For commercial applications that aim for larger matrix sizes such as
Figure 5. Matrix vector multiplication architecture for edge detection. a) Schematic of a $4 \times 3$ matrix multiplication circuit. An input image vector that needs to be inferred is encoded in the amplitude of incoming light to the matrix. Each element of the vector is encoded in a unique wavelength for parallel processing. Directional couplers are used to split equal intensities of light from the rows to the PCM cells that store the weights of the network. Ring resonators are used to finally couple the light into the columns. For the ideal configuration, the three resonators in each row are designed to be aligned at the same wavelengths as illustrated inside the color coding of the schematic. b) Transmission spectrum of the circuit right after fabrication (upper panel); and after post-fabrication tuning (lower panel). c) Edge detection example. The grayscale zebra image shown in (i) is sent as the input; (ii), (iii), and (iv) show the output computed for respective filters.

128 $\times$ 128, the power budget savings quickly scale to upward of 100 W, a very important and significant improvement in energy efficiency. Similar parallels can be drawn for optical I/O technologies in which a high bandwidth transceiver module can contain up to 8 ring modulators whose transmission spectrum needs to fit WDM schemes. We can readily obtain such spectrums using our implantation method, as we showed in the photonic memory application.

The fact that our process is maskless also allows for further fabrication steps after tuning. We also demonstrated that our approach is robust to temperature and environmental changes. We show that the losses induced due to the ion implantation process are negligible, with high Qs of around half a million. This is crucial for some applications such as photonic quantum computers that demand ultralow losses. We demonstrated the capabilities of our tuning approach via modification of transmission spectra in ring resonator devices, but our process is applicable to other key integrated photonic components such as beam splitters, interferometers, or directional couplers. Indeed, since all of these components are less sensitive than a ring resonator to changes in effective index, our approach will be very well suited to the correction of fabrication tolerances in them. Finally, we point out that our scheme of changing the optical properties using a silicon ion FIB is not just limited to silicon nitride waveguides and could also be translated to other integrated photonics material platforms such as silicon-on-insulator or lithium-niobate-in-insulator.

4. Experimental Section

Device Fabrication: The photonic circuits used in this study were designed using gds2hplpers,[49] a Python-based open-source design framework for integrated circuits. The material stack used was stoichiometric low pressure chemical vapor deposited (LPCVD) Si$_3$N$_4$ films (330 nm) on top of SiO$_2$ dielectric (3300 nm) with silicon as the substrate material. The cladding on top was air. The wafers were acquired from Rogue Valley Microdevices. The process flow consists of three steps, first was to write the gold markers required for later steps. In the second step, the photonics was written using a negative resist (AR-N 7520 series) that was spin-coated for obtaining a thickness of 350 nm.
The waveguide regions were then exposed using the electron beam with small currents and step sizes to obtain high accuracy. After developing this chip in the Microposit MF-319 solution, the mask ready was ready for etching. This was done using a reactive ion etching tool from Oxford Instruments. A plasma consisting of CHF3 and O2 was used to etch the un-exposed silicon nitride regions. The last step was to strip the resist using oxygen plasma.

For patterning GST, the same steps as those for gold were followed. The PMMA resist was exposed in regions where the PCM was desired. After development, 10 nm GST was sputtered on top of the chip, followed by the sputtering of a 10 nm layer of ITO as a protective layer on top. Finally, acetone was used to lift off the resist.

**Post-Fabrication Tuning:** The Raith VELION FIB, capable of providing various ion species from LMAIS, was used to tune the refractive index of silicon nitride waveguides. A 35 kV Si++ beam with an aperture size of 30 µm was selected for the implantation process. The patterns that need to be written using the FIB were set on a separate layer in a GDSII design file, which was the industry standard for IC layout. This file was loaded into the FIB and patterning was carried out using marker alignment in a maskless process. Post-FIB, the samples were annealed in a tube furnace at 400 °C for 2 h to stabilize the shifts.

For tuning the photonic circuits, the fabrication deviations were measured in an automatic measurement setup. The shifts required for aligning everything were then mapped to the length of the FIB pattern using calibration data (similar to Figure 3c). Finally, this design was loaded into the FIB, and the rings were aligned in a fully automated process.

**Microscopy and Sample Preparation:** The Si3N4 waveguides were further analyzed in the as-fabricated and implanted states using a TEM. Prior to the TEM microscopy, thin lamellas were prepared from the regions of interest using the FIB technique in a ZEISS Crossbeam 340 SEM/FIB. Thereafter, these prepared thin samples were studied using a Titan Themis G3 300 TEM (FEI) microscope operated in STEM mode. Elemental mapping was performed using EDS with a quadrupole EDX system, and a high-angle annular dark-field (HAADF) detector (Fischione Model 3000). The high brightness field emission gun (X-FEG) in this microscope was operated at 3.45 kV extraction voltage and 300 kV acceleration voltage, along with a monochromator. EELS was performed in STEM mode at 60 kV in the form of spectrum imaging using a Quantum 965 ER Gatan imaging filter (GIF).

The following experimental parameters were used: a probe size of 0.5 nm, a beam current of 36 pA, an energy resolution of 0.5 eV, an energy dispersion of 0.05 eV channel⁻¹, a convergence semi-angle of 22 mrad, and a collection semi-angle of 10 mrad acquiring EELS spectra with 40 ms dwell-time subsequently integrating over 5 frames.

**Numerical Analysis and Simulations:** The mode profiles were simulated using Lumerical Mode, a Finite-Difference Eigenmode solver. The silicon implantation region was modeled by a map of coefficients that contained the composition of Si3N4 and Si for each pixel. This coefficient map was acquired from EELS elemental mapping and plasmon mapping. The wavelength-dependent refractive indices of the implanted region were finally obtained by taking a weighted sum of these coefficients. The material dispersion data for Si and Si3N4 used in these calculations was fitted to the Sellmeier equation. For the mesh settings, a combination of graded and conformal meshing available in Lumerical was used. The implanted region had a finer mesh with a maximum mesh size of 10 nm. The simulation region was large enough such that the evanescent fields decayed completely leading to minimal reflections. Metal boundary conditions were used for the simulation region.

After solving Maxwell’s equations on a cross-sectional mesh of the waveguide, the solver returns the mode profile and effective index of the fundamental TE mode. Plugging in the effective index into the formulae $2πn_{eff}L = μ$, the shift in wavelength can be calculated. In the formula above, $n_{eff}L$ is a combination of the implanted straight section and the rest as-fabricated racetrack. For the case shown in Figure 2 of the main text, the calculated shift was 2.7 nm for a 50 µm ring radius and two 25 µm straight sections (one of which was implanted with 200 nm pattern width and 0.8 nC µm⁻² dose). This was in concurrence with the experimental data shown in Figure S11. Supporting Information, where shifts up to 2 nm can be observed for a similar patterning width.

The simulation of the Bragg cavities was performed using Lumerical’s variational finite-difference time-domain solver. The fundamental TE mode source was injected through the input, and the transmission, reflection, and electric-field propagation along the cavity were studied.

**Measurement Setup:** For the optical characterization experiments shown in Figure 3, a simple scheme consisting of a tunable laser source (Santec TSL-710), a polarization controller, a fiber array, and a photodetector (Newport Model 2011) was used. The chip was placed on top of a vacuum-enabled stage that can be controlled through piezo motors via a closed-loop algorithm enabling sub-micron precision. Using this, the measurement process was automated in such a way that the stage moved under the fiber array to the next region of interest, optimized the transmission, performed a wavelength sweep, and saved the data. A schematic of this setup is shown in Section S2, Supporting Information.

Here, light was coupled in and out of the chip using grating couplers. For calculating the shifts, the difference between the output resonance positions and reference resonance positions before and after patterning (Figure 3a) was studied. In this way, the effect of environmental and measurement conditions was negated. In the memory application shown in Figure 4, a commercially available gas reference cell (HCN) was used for precisely calibrating the wavelengths.

In the convolution measurement (Figure 5), a CW laser source was used as input for each row. Each laser emits light at a unique wavelength specific to its input row. Next, the light was intensity-modulated using analog EOMs from Optilab whose 3 dB bandwidth was 30 GHz. Using this, pulses were generated, with each pulse encoding a pixel value from the input. The EOMs were controlled electrically using an FPGA, which stores the input image digitally. This image was fragmented according to the kernel size, passed on to a digital-to-analog converter (DAC) and sent to the EOM for encoding the data in light intensities. This light was coupled into the chip using a fiber array and grating couplers, similar to the setup mentioned earlier. The matrix multiply and accumulate operations for all three kernels take place parallelly on-chip at the speed of light. The output for each kernel was measured at the end using photodetectors from Thorslans that can go up to
10 GHz. The detected photocurrents were sent to the analog to
digital converters (ADCs) on the FPGA and the convoluted im-
ages were reconstructed. The entire convolution operation was
performed at a fast clock rate of 2 GHz, limited only by electronic
components such as DACs and ADCs. A schematic of the setup
is shown in Section S3, Supporting Information.

Statistical Analysis: The bandgap data in Figure 2e,f were ob-
tained by taking the intersection from the horizontal background
level and the curve obtained by linear fitting the low loss spec-
trum. This was performed in the DigitalMicrograph software
from Gatan. The error bars in Figure 3c,d indicate the standard
deviation for each parameter. A total of 10 devices per pattern
length were used in Figure 3c. The stability test (Figure 3d) was
shown for 20 devices that were patterned with the same length
dose. There were no outliers in the data. The Q-factor data in
Figure 3e were obtained by fitting each transmission spectra to
a perfect Lorentzian fit (R-squared of 100%). The histogram data
in Figure 3f were normalized such that the area under the his-
togram was 1 for both the as-fabricated and post-FIB annealed
cases. The total number of samples for the histogram data was
100. These devices span the entire length of the 15 mm chip. The
transmission spectra shown in Figures 4c and 5b were normal-
ized to one.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.

Acknowledgements
F.B.-P. and W.H.P.P. acknowledge support from the Volkswagen Founda-
tion. W.H.P.P. acknowledges the support of the European Research Coun-
cil (ERC, PiNoQ project). The authors thank Johan Stuhmann for as-
sistance with the graphical illustrations and Jonas Schütte with the optical
images. This work was supported by the European Union’s Horizon
2020 research and innovation programme (grant no. 101017237, PHOE-
NICS project) and the European Union’s Innovation Council Pathfinder
programme (grant no. 101046878, HYBRAIN project). The authors ac-
knowledge funding support by the Deutsche Forschungsge-
sellschaft (DFG, German Research Foundation) under Germany’s Excellence
Strategy EXC 2181/1—390900948 (the Heidelberg STRUCTURES Excellence
Cluster), the Excellence Cluster 3D Matter Made to Order (EXC-2082/1—
390761711) and CRC 1459 “Intelligent matter.”

Open access funding enabled and organized by Projekt DEAL.

Conflict of Interest
The authors declare no conflict of interest.

Author Contributions
A.V., S.T., and F.B.P. performed the experiments with assistance from I.B.
and D.B. S.T. and H.R. performed the TEM analysis. M.K. assisted in the
TEM sample preparation. A.V. and D.B. performed the Si implantation with
assistance from A.N. and T.R. All authors analyzed the data and wrote the
manuscript.

Data Availability Statement
The data that support the findings of this study are available from the cor-
responding author upon reasonable request.

Keywords
electron energy-loss spectroscopy, focused ion implantation, micro-ring
resonators, photonic integrated circuits, wavelength division multiplexing

Received: October 11, 2023
Revised: November 19, 2023
Published online:

Bhaskaran, C. D. Wright, P. R. Prucnal, Nat. Photonics 2021, 15, 102.
A. Basumallik, V. J. Reddi, A. Joshi, D. Bunandar, ACM J. Emerging
Bernstein, D. Bunandar, P. B. Dixon, S. A. Hamilton, M. Streshinsky,
A. Novack, T. Baehr-Jones, M. Hochberg, M. Globadi, R. Hamerly,
D. Englund, Science 2022, 378, 270.
E. Lita, T. Gerrits, S. W. Nam, V. D. Vaidya, M. Menotti, I. Dhand, Z.
Vernon, N. Quesada, J. Lavoie, Nature 2022, 606, 75.
[7] M. Butler, This startup hopes photonics will get us to AI systems
faster, https://techcrunch.com/2022/05/12/this-startup-hopes-
photronics-to-will-get-us-to-ai-systems-faster (accessed: September
2023).
[8] PsiQuantum Will Partner with DARPA to Accelerate Path
To Build the World’s First Utility-Scale Quantum Computer,
https://psiquantum.com/news/psiquantum-will-partner-with-
darpa-to-accelerate-path-to-build-the-worlds-first-utility-scale-
[9] Xanadu closes $100M USD Series C to accelerate development of
fault-tolerant quantum computers, https://xanadu.ai/press/xanadu-
closes-100m-usd-series-c-to-accelerate-development-of-fault-
[10] T. Weiland, Celestial AI, the Creator of the Photonic Fabric Opti-
cal Interconnect Technology Platform, Raises $100 Million in
Series B Funding, https://www.businesswire.com/news/home/
20230627995436/en/Celestial-AI-the-Creator-of-the-Photonic-
Fabric-Optical-Interconnect-Technology-Platform-Raises-100-
Hochberg, X. Sun, S. Zhao, H. Larcheille, D. Englund, M. Soljacic,
Nat. Photonics 2017, 11, 441.
Stappers, M. Le Gallo, X. Fu, A. Lukashchuk, A. S. Raja, J. Liu, C. D.
Wright, A. Sebastian, T. J. Kippenberg, W. H. P. Pernice, H. Bhaskaran,
Nature 2021, 589, 52.
Heck, H. Frish, R. Defrees, C. Malouin, P. Seddighian, M. Huang, K.
Alhemyan, Y. J. Chen, Y. Wang, W. Lin, D. Zhu, R. Jones, Y. Akulova,
T. Liljeberg, in Optical Fiber Communication Conf. (OFC) 2023, Optica
Q. Cheng, M. Lipson, A. L. Gaeta, K. Bergman, Nat. Photonics 2023,
17, 781.