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Abstract

The strive toward the equitable and sustainable use of land to satisfy our material, cultural

and fundamental needs is a defining challenge of our time. Computational tools enable and

assist the planning and assessment of policy decisions for decision-makers who look to meet

these needs. One such need is the transition to a low-carbon economy while continuing

to meet today’s social, economic and environmental priorities for society whilst being

mindful of the needs of future generations. Ecosystem services encompass the provisions

humans attain from natural assets, and the global stock of natural resources (Millennium

Ecosystem Assessment, 2005). In its bid to transition to a low-carbon economy, Cornwall

Council published a comprehensive policy plan through its Environmental Growth

Strategy (Cornwall Council, 2016). Within this strategy, Cornwall Council identified

the need for an environmental management system to support environmental growth,

whilst incorporating the construction of 52,500 new homes by 2030. These new housing

developments will have a lasting effect on the hydrological characteristic behaviour of

Cornish river basins. This thesis presents a proof of concept proposal to apply well-

established practices and learnings from the Facilities Management industry to enable

holistic management of a portfolio of natural assets. This prototype study demonstrates

how one can begin to consider the wider consequences of policy decisions through a data

dashboard for use by public and private officials. Beneath this dashboard, a computational

tool could calculate multiple plausible tailored scenarios with its results presented to the

dashboard. This thesis introduces a computational tool in the form of a hydrological

model. The construction of this computational tool draws upon the current mathematical

literature. The 2017 flooding event in Coverack, Cornwall (Falmouth Packet Website,

2017), is utilised as a case study. Such a tool would prove useful in the mitigation of

potential, unintended, flooding events as new housing projects commence. The key out-

come of this work highlights the opportunity to democratise state-of-the-art mathematical

and environmental models through a larger environmental management system tool. In

constructing this hydrological tool, a starting point for this larger management tool, a

novel modelling technique is developed that significantly reduces the time it takes for the

results to compute, whilst maintaining an accurate output.
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1. Introduction

1.1. Research Background

The strive towards the equitable and sustainable use of land to reach our material, cultural

and fundamental needs is a defining challenge of our time. This ambitious goal requires

that the private, public and other sectors all work cohesively together as one. Computa-

tional tools enable the construction and testing of the potential effects and consequences

as a result of policy and industrial drivers in the UK. Sustainability metrics, agreed by

stakeholders, can assess and drive sustainability practices to optimally use land in an

equitable way.

This section begins by defining what it means to be a green economy (Section 1.1.1) and

how this links to sustainable development (1.1.2). A discussion on what “natural capital”

means will follow (1.1.3) and how this idea naturally lends itself to the “Ecosystem Ser-

vices Concept” (1.1.4). Drawing on these definitions, Cornwall Council’s “Environmental

Growth Strategy” (1.1.5) and specifically its fourth target (1.1.5.1) is outlined. A paral-

lel is drawn between the concept of “facilities management” and “ecosystem services” to

further motivate the thesis in Section 1.1.6. A case study is provided in Section 1.2 which

will look at the fishing community of Coverack, Cornwall, to further demonstrate the need

of such a computational tool. Section 1.3 will outline the aims of this thesis, using the

sections presented above to guide the work. Section 1.4 will conclude this chapter by

outlining the overall structure of this thesis.

1.1.1. A Green Economy

An economy which deliberately acts to decrease environmental risk, degradation and min-

imise ecological decline is defined to be a green economy . Recognition that an economic

system is green depends on the efficient use of resources as well as fairness in the distribu-

tion of investment. Equitable shares of stocks and resources on global, regional and local

scales derives an economy which consumes resources efficiently, is low carbon and ensures

social inclusivity (United Nations Environment Programme, 2011).

What uniquely distinguishes a green economy from other economies is its focus on valuing

natural capital and ecosystem services as having an economic and societal impact. The

relationship between natural assets and their functions can be understood and this under-

standing can be utilised to serve the population at large (The Economics of Ecosystems

and Biodiversity, 2010; Runnalls, 2011).
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Various definitions of a green economy exist. The International Chamber of Commerce,

an organisation that represents global business, defines a green economy as “an economy

in which economic growth and environmental responsibility work together in a mutually

reinforcing fashion while supporting progress on social development” (United Nations De-

partment of Economic and Social Affairs, 2013; International Chamber of Commerce,

2016). A separate approach to defining a green economy is by focusing on multiple indus-

trial sectors, namely, renewable energy, green infrastructure, sustainable transport as well

as water, waste and land management (Burkart, 2009).

A green economy sets out policies to deliberately decrease environmental risk, degra-

dation and minimise ecological decline. Its core purpose is to set a policy course which

is environmentally friendly but also meets the socio-economic needs of the present whilst

not being a detrimental to the needs of future generations (Courant et al., 1928).

Social, economic and environmental needs are equally complex in their own right, yet

their simultaneous influence and dependence on one another adds further complexity. The

pursuit of ascertaining a homeostasis between these three competing needs which benefits

both humans and ecosystems is more commonly referred to as sustainable development .

1.1.2. Sustainable Development

In 1987, the World Commission on Environment and Development (WCED) released a

book entitled “Our Common Future” with the sole aim of streamlining environmental

policy into the forefront of priorities for national governments. It is more commonly

referred to as the Brundtland report1. This literature piece modernised the concept of

sustainable development and normalised the language within environmental policy decision

making (World Commission on Environment and Development, 1987). Within the report

is their regularly referenced definition of sustainable development

“Development that meets the needs of the present without compromising the

ability of future generations to meet their own needs”

Poverty was recognised as a hindrance to sustainability efforts and increasing environ-

mental resource stresses, further highlighting the need of balance between economic and

ecological progress (Pyla, 2012). As the concept of sustainable development continued,

focus shifted toward the interrelationships and cohesion between economic, societal and

environmental goals in order to protect human society for future generations. The term

“sustainability” is often associated with the target of equilibrium between humans and

nature, whereas “sustainable development” is the holistic approach and processes which

are the means to an end in developing sustainable practices (Shaker, 2015). Each domain’s

goals and their relationships form the “three pillars of sustainability” as seen in Figure

1.1.

1This name recognised the work of Gro Harlem Brundtland’s, a former Prime Minister of Norway, the
chair of the WCED at the time.
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Figure 1.1.: A Venn diagram illustrating overarching aims for environmental, social and
economic needs. Their interactions illustrate the benefits society obtains from
achieving just two needs. Finally, the central overlap illustrates sustainability
when decisions are bearable, viable and equitable for all. Image obtained from
Dréo (2006).

Efforts in defining sustainable development theory have been widely criticised and are

subject to cynicism. Using terminology and understanding of sustainable development, one

can argue that non-renewable resource use is entirely unsustainable, as any consumption

of such resources depletes the finite stock Earth has. One can then reasonably imply

that the Industrial Revolution is unquestionably unsustainable (Turner, 1988; Georgescu-

Roegen, 1971; Rifkin and Howard, 1980; Daly, 1991). There have also been suggestions

that incorporating economic development into the concept of environmental conservation

was simply a way to promote “business as usual” and use “green terminology” as a way

to increase public relations globally (O‘Riordan, 1988; Perez-Carmona, 2013).

1.1.3. Natural Capital

Natural capital is an umbrella phrase describing the global stock of natural resources

of which, when combined, deliver a benefit to the human population. The book, “Small

is Beautiful”, authored by Ernst Friedrich Schumacher, first introduced the concept of

natural capital in 1973 (Schumacher, 2010). Such examples of resources include the ge-

ological and soil structure beneath an area of local interest, air, water and every living

organism. Any asset which provides a benefit to the human species through free goods

and/or services is defined to be a part of an ecosystem service , described in more detail

in Section 1.1.4.

The global economy is entirely dependent on the supply and demand of natural resources

and services. Hawken et al. (1999) argued that the next “industrial revolution” is entirely

dependent on recognising the fundamental role natural resources have on our way of life

and changing our perspective and consumption of these resource to ensure it is sustainable.

We are currently living through this revolution. U.S. legislature referred to as the “Green

New Deal” has been proposed by primary sponsors Rep. Alexandria Ocasio-Cortez (D-
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NY) and Sen. Ed Markey (D-MA) (Meyer, 2019; Whyte, 2019). This has inspired other

political parties within the international community to publish their version of a “Green

New Deal”, such as the Labour party in the U.K. as part of their 2019 General Election

campaign (Varoufakis and Adler, 2019; Harvey, 2019). Most recently, UK Labour party

leader Sir Keir Starmer has proposed a publicly-owned green energy company (UK Labour

Party, 2022).

1.1.4. The Ecosystem Services Concept

Humans gain a vast and varied range of benefits from their surrounding natural environ-

ment via well-functioning ecosystems. Such provisions from natural assets are described

as ecosystem services. The food we have available from crops, spices etc., the ability

to generate energy from hydropower and biomass sources to carbon sequestration and

climate regulation are just a few examples of how humans do benefit from natural assets.

Ecosystem services encompass the benefits the human species receives from an ecosystem

- the dynamic interaction between plant, animal and micro-organism communities, as well

as the non-living environment working as a cohesive unit. This concept was relatively

benign until the publication of the Millennium Ecosystem Assessment (2005). Within

this synthesis, the services provided by ecosystems have been separated into four general

branches dependent upon their actual function. These categories and their examples are

outlined in Table 1.1 below. Table 1.2 introduces the components of human well-being

which are linked to these services.

Table 1.1.: An overview of ecosystem service categories, their definitions and examples
(Millennium Ecosystem Assessment, 2005).

Service Definition Examples

Cultural
Non-material prosperity people gain from
ecosystems through aesthetic experiences

Spiritual enhancement,
science, education etc.

Provisional
Any product which can be retrieved from an

ecosystem.
Hydropower, biomass
fuel, timber, food etc.

Regulating
Benefits humans may obtain from the
regulation of an ecosystem process

Regulation of climate,
flooding, disease etc.

Supporting
The fundamental ecological recycling

processes from which the remaining three
services depend on.

Nutrient cycling, soil
formation, primary
production etc.

Despite policies in recent decades which aim to slow down the degradation of the environ-

ment, 30% of UK ecosystem services are in decline (UK National Ecosystem Assessment,

2014). Well functioning ecosystems require a cohesion between natural habitats and the

supporting of plants and animals which have failed to be provided (Lawton et al., 2010).

The Department for Environment and Rural Affairs constructed a range of environmen-

tal “indicators” in order to track the health of the natural environment, so that a base

of evidence can be obtained for policy making purposes. Following the creation of the

indicators, an indicator assessment was introduced in May 2013 and subsequently revised

annually (Department for Environment Food and Rural Affairs, 2013).
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Table 1.2.: Components of positive well-being attributed to well-functioning ecosystem
services (Millennium Ecosystem Assessment, 2005).

Category Units of well-being

Security
Personal, secure access to basic amenities.

Protection from disasters (natural or
otherwise) etc.

Basic materials
Sufficient salary. Access to nutritious food.

Shelter etc.

Health
Strength. Feeling well. Access to clean air

and water etc.

Positive social relations
Social cohesion. Mutual respect. Ability to

help out one another etc.

In a similar vein, Richardson et al. (2015) published a regional environment indicator

report for Cornwall. Within the document are three overarching sections labelled “The

Natural Environment”, “Green Economy” and “Health and Well-being”. Indicators under

the “Natural Environment” section include “conservation priorities” and “water quality”.

The “Green Economy” section contains indicators focusing on carbon dioxide levels and

energy use whilst the final section looks at food and fuel poverty and general environmental

quality (light/air pollution etc.). Focusing on thirteen indicators, these were then split

into appropriate measures which looked at the overall trend within the county. Of the

thirty one measures looked at, four were improving, two were declining and the rest either

showed little change or no result due to insufficient data.

1.1.5. The Environmental Growth Strategy

A significant challenge facing governing bodies is deciding how to transition to a low-

carbon green economy whilst meeting the social, economic and environmental needs of

society now, as well as being mindful of the needs of future generations.

Cornwall council has developed a comprehensive policy plan to tackle these issues which

were published in itsEnvironmental Growth Strategy (EGS) (Cornwall Council, 2016).

This report set out the council’s approach to deliver the economic and social needs of

Cornwall through a net increase in its natural capital and ecosystem services. A crucial

component towards the strategy’s success is how much environmental growth is realised

in Cornwall. The council’s strategic direction is centered on four “ambitions” it wishes to

fulfil by 2065.

� Experiencing Cornwall - Technology is at the forefront of attention in our daily

lives. Targets within this ambition look to (re-)establish a close relationship between

Cornish residents and nature to ascertain and maintain the psychological benefits

one can receive.

� Understanding Cornwall - Target outcomes within this theme assess the suitability

of the institutional decision making structures regularly used in the management of
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modern society. It also highlights the data deficits that the council has which may

be vital when determining the most beneficial locations and industrial sectors for

investment.

� Valuing Cornwall - Targets here look to embed environmental and sustainable society

thinking into our everyday lives.

� Achieving Environmental Growth - Here, specific case studies have been identified

as being critical to realising environmental growth.

These ambitions are not exclusive but actually mutually interdependent on one another.

This is usefully illustrated in Figure 1.2.

1.1.5.1. Target Outcome 4

One pressing policy issue within political discourse is housing and how we can integrate

their construction to meet demand whilst being environmentally sustainable. The UK

government has estimated that between 225,000 and 275,000 new homes are needed annu-

ally to keep up with population growth as well as tackling current demand (Department

for Communities and Local Government, 2017).

Figure 1.2.: An illustrative diagram showing the interdependence of each theme within the
Environmental Growth Strategy. Obtained from (Cornwall Council, 2016, pg.
24).

Legislation by the UK government devolved flood risk management responsibilities to

Local Lead Flood Authorities (LLFA), of which Cornwall council is one for the region

(Department for Communities and Local Government, 2010). Within the Environmental

Growth Strategy, Cornwall council have incorporated the construction of 52,500 new homes

by 2030 (Cornwall Council, 2016). Undoubtedly this will have a lasting effect on the

hydrological characteristic behaviour of Cornwall’s river basins.

To achieve each ambition, actionable targets are highlighted within the EGS. Under the

“Understanding Cornwall” ambition, a need to construct a management system which can
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aid in ecosystem analytics to support environmental growth was identified. This target

outcome is further broken down into actionable items, which are all outlined in Figure 1.3

below.

Figure 1.3.: One actionable target discussed within the Environmental Growth Strategy
to achieve the “Understanding Cornwall” ambition. This target is further
broken down into actionable items to fulfil the goal of growing natural assets.
Obtained from (Cornwall Council, 2016, pg. 27).

1.1.6. Motivation

NJW Ltd., industrial sponsors for this project, were a technological solutions organisation

which developed web-based integrated workplace management services. NJW were subject

to a merger with Causeway technologies in January 2019 (Causeway technologies, 2022).

One stream in which they deliver their “Integrated Workplace Management Solutions”

(IWMS) is through their top HAT analytics platform named “Focal365”.

Focal365 provides executives with an insight into their own data sources to leverage per-

formance and access trends to facilitate short and long term strategic planning. This

platforms improves visibility of clients’ global property portfolio and facilities information

via an efficient central portal. It is an easy-to-use application allowing businesses insights

into key metrics via maps, drill-downs and dashboards. One such dashboard in Focal365

is known as “My Facilities Management” or “MyFM” for short. Illustrative examples of

these dashboards can be seen in Figures 1.4 and 1.5.

The International Facilities Management Association (IFMA) defines facility management

38 CHAPTER 1. INTRODUCTION



1.1. RESEARCH BACKGROUND

Figure 1.4.: An illustrative example of the MyFM dashboard global page which was in
development at NJW Ltd. Client company names and relevant information
have been redacted.

Figure 1.5.: An illustrative example of the MyFM dashboard ’drilled down’ from the global
page in figure 1.4 as seen by the breadcrumb trail labelled in box E.
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as (International Facility Management Association, 1998)

Facility management (FM) is a profession that encompasses multiple disciplines

to ensure functionality, comfort, safety and efficiency of the built environment

by integrating people, place, process and technology.

A parallel may be drawn between the IFMA definition of facilities management and which

can be equally applied to the Ecosystems Services Management concept highlighted in

Section 1.1.4. Ecosystem services management encompasses multiple disciplines to ensure

the functionality, comfort and benefit of the ecosystem environment by integrating the

cultural, provisional, regulating and supporting services.

An objective of facilities management is to provide a support service contributing to the

effective and efficient delivery of an organisation’s strategic and operational goals while

providing a safe and comfortable work environment on a daily basis. Within the facilities

management space, such work can be lumped into two broad categories (iFM, 2022).

1. Hard - Relating to building, mechanical and electrical maintenance, fabric mainte-

nance etc.

2. Soft - Relating to people e.g. catering, cleaning, health and safety, security etc.

Similarly, ecosystem services are split into four broad categories of cultural, provisional,

regulating and supporting as highlighted in Table 1.2 (page 36).

Understanding the ecosystem services framework allows one to consider the broader ob-

jective of governance. To facilitate the transition process toward a sustainable ecosystem,

local authorities and other key stakeholders must manage the competing needs of resources

key to sustaining human and natural life. For example competing land use resources e.g.

the need for over 50,000 houses by 2030 as discussed in Section 1.1.5.1 and water resources.

These competing needs need to be considered by managing and mitigating the potential

negative impact of human interference and promoting a well-functioning ecosystem.

A dashboard akin to MyFM within Focal365 can aid scientific and policy decision makers

with developing integrated impact assessments. In Cornwall Council’s case (see Section

1.1.5), they may consider the short to mid term flooding impact of developing housing in

a river basin and develop possible mitigation strategies to minimise such consequences.

Facility managers can use MyFM to gain a broad picture on the performance of physical

assets in real time using data obtained on these assets in the past. MyFM has the potential

to present complex scientific scenario modelling to simplify and aid in understanding the

potential ecological impacts of initiatives such as the Environmental Growth Strategy

outlined in Section 1.1.5.
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Table 1.3.: A description of the watercourses in Coverack. Table adapted from (Environ-
ment Agency and Cornwall Council, 2018, pg.4).

Watercourse
Name

Route Type
Catchment
area [km2]

North Corner
Stream

Due south-west from B3293;
discharges into the sea at

North Corner

Ordinary
watercourse

0.6

North Cover-
ack Stream

Due south-west from “The
Coverts”; discharges into sea
just south of lower car park

Ordinary
watercourse

< 0.5

South Cover-
ack Stream

Due west from Penhallick;
discharges into sea at

Polcoverack Lane junction
with B3294

Main River
- lower ≈
230m

2.2

1.2. A Case Study: Coverack, Cornwall

Cornwall is located at the most south-western tip of England as illustrated in Figure

1.6a. Coverack is a small coastal village and fishing port located to the east of the Lizard

peninsula approximately nine miles south of Falmouth (see Figures 1.6b and 1.6c). Three

local watercourses empty the catchment above Coverack. The drainage route flows directly

through the village into the sea. Table 1.3 details these three water courses specifically

whilst Figure 1.8 highlights their locations.

Coverack experienced intense localised rainfall on 18th July 2017. The volume of rainfall

witnessed meant that the local catchment was not able to cope and resulted in flooding

from rivers and surface water causing demonstrable erosion. Figure 1.7 illustrates the

ferocity of the flooding event on the day. With over 50,000 new houses due to be con-

structed by 2030, the built-up environment will affect local flooding management strate-

gies (Cornwall Council, 2016). Average precipitation has increased since 1950 and the

rate of this increase has grown since 1980. Human induced climate change is believed

to have influenced the intensity of rainfall since 1950. Given that the possibility of more

extreme rainfall events is highly likely, modelling Coverack and Cornwall provides an ex-

cellent starting point to pilot a land-use flood modelling tool with options to provide a

more broader management software package. With the help of software solutions such as

“MyFM” highlighted in Section 1.1.6, various stakeholders such as Cornwall Council could

potentially easily visualise the impact of policy decisions being driven forward.
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(a) Location of Cornwall county in relation to England (Wikipedia, 2021a).

(b) Cornwall county via Google maps (Google
Maps, 2017a).

(c) Lizard peninsula showing Coverack to the
south-west of Cornwall (Google Maps, 2017b).

Figure 1.6.: Location of England, Cornwall and the village of Coverack.
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(a) Flood flow through the B3294 into Coverack (BBC News Website, 2017).

(b) Aerial footage of northern Coverack stream
flowing into the sea (BBC News Website,
2017).

(c) Local image showing the flooding extent from
the south Coverack stream(Falmouth Packet
Website, 2017).

Figure 1.7.: Images showing the extent of the flooding experienced in Coverack on 18th

July 2017.

Figure 1.8.: The local watercourse surrounding Coverack. Figure obtained from (Environ-
ment Agency and Cornwall Council, 2018) which conducted a wider study on
the specific causes of the flooding.
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1.3. Thesis Motivation and Aims

“Sustainable development” refers to the holistic approach and processes that are the means

to an end in developing sustainable practices (Shaker, 2015). The “three pillars of sus-

tainability”, illustrated in Figure 1.1 (page 34), refers to the social, environmental and

economic needs of a society. Policies which promote all three of these domains may be

seen as “sustainable”. A “green economy” sets a policy course that minimises environ-

mental degradation but also meets the socio-economic needs of the present whilst being

mindful to the needs of future generations (Courant et al., 1928). “Natural capital” and

the concept of “Ecosystem Services” provide a tangible framework to derive metrics that

monitor how sustainable proposed policies are.

The wider aim of this thesis is to explore how computational tools can be utilised in the

management of natural capital. A holistic computational tool to manage natural capital

would give rise to the means of monitoring the sustainability impact proposed policies

could have on a given region. Typically those who apply environmental modelling tools

for scenario prediction purposes have had many years within their chosen discipline to build

their expertise. Policy planners have not had an opportunity to build up this experience

to expertly apply models with a full knowledge of its underlying structure and potential

pitfalls. A “front-end dashboard” such as “MyFM” discussed in Section 1.1.6 has the

potential to democratise access to the most cutting edge modelling techniques. Through a

front facing UI, policy planners could test their policy proposals through a ”plug and play”

feature implemented in it. On the “back-end” of the computational tool would be the most

up-to-date environmental models ready to calculate and test a planner’s proposals.

One example of a proposal for sustainable development is Cornwall Council’s “Environ-

mental Growth Strategy” (Section 1.1.5). Within it is an economic transition which

decreases reliance on carbon based economic activities. It defines four “ambitions” to

promote sustainable growth which have actionable “target outcomes”. Natural assets pro-

vide ecosystem services. These services can be quantified to define metrics to aid in the

progress monitoring of the target outcomes within the EGS.

Target outcome 4 (Section 1.1.5.1) specifically outlines the Council’s need for an envi-

ronmental management system to support environmental growth. This thesis aims to

catalyse the construction of this environmental management system. Natural capital man-

agement is a complex task in its own right. A broader aim of the thesis is to consider

how domain-centric language from the “facilities management” industry can be applied

to the management of natural capital. The concept of ecosystem services has many high-

level parallels with the facilities management industry. For example, the segregation of

both concepts into four (cultural, provisional, regulating and supporting) and two (hard

and soft) categories respectively. “Service Level Agreements” (SLAs) are widely adopted

within the facilities management industry. These are written commitments between a

service provider and a customer. SLAs utilise agreed upon metrics which provide clarity

to the parties involved and allow them to determine whether a particular agreed upon

service has been met (Wieder et al., 2011). This SLA framework could be adopted by
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Cornwall Council in the environmental management system to measure the progress of

implementation of various schemes and goals within the EGS.

The macro and meso aims of the thesis, illustrating the need for a holistic computational

tool to manage natural capital, are given above. The broad and complex nature of these

aims demonstrates the opportunity that exists to positively impact and influence the

sustainable development framework practices currently in place. To begin achieving this

broader objective, one can select a vast array of environmental modelling frameworks to

begin constructing the “back-end” of the computational tool. This thesis aims to begin

to fulfil the broader objective by focusing on the construction of a hydrological modelling

tool that can aid in the construction of new housing development while mitigating any

possibly adverse flooding impacts. The motivation for this micro objective, which fits into

the broader aims, is provided in the final paragraphs of this section as well as Section

1.3.1. Additional computational components that can help in the development of the

wider computational tool, and how they may be linked with this hydrological modelling

component, are outlined in Section 8.4 (page 298).

Within the EGS is the need for over 50,000 new homes in Cornwall by 2030. The con-

struction of these homes will severely inhibit the hydrological properties of the river basins

which aid flood mitigation. A holistic policy assessment metric within a front-end dash-

board would go some way to help decision makers assess the impact and functionality of

natural assets. Hydrological modelling is a well-established research field with numerous

successful case studies that have enhanced our understanding and ability to plan for flood-

ing disasters. The final aim of this thesis is to present how one can holistically approach

flood management through the adoption of a computational tool described above. The

Coverack flooding case study (Section 1.2) is an ideal event to showcase this. The thesis

objectives and specific research questions are given in Section 1.3.1 below.

It is envisaged that this thesis may be templated to investigate other modelling questions in

a natural capital context. For example, Bird diversity and reproductive success in a created

wetland (Kačergyė et al., 2021) or the impact of pesticide use on the population of bees

(Kleczkowski et al., 2017). The investigation on the application hydrological modelling in

a natural capital context begins the striving “Towards a computational tool for the

management of natural capital”.

1.3.1. Thesis Objectives and Research Questions

The aim of this thesis is to explore how a computational tool can be utilised in the

management of natural capital. Specifically, how can a hydrological modelling tool be

applied in a holistic tool to aid in the policy planning and land-use management in a

natural capital context. Three research objectives were defined to achieve the thesis aim.

The first objective will develop a hydrological model that can be applied to land-use policy

planning scenarios. Research objective 2 will analyse the model performance to determine

the most appropriate model parameterisation for the Coverack flood event case study. The

final objective will aim to replicate the Coverack flooding event and investigate land-use
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scenarios from the “policy planner’s” perspective, and what mitigation measures could

be put in place to reduce the flooding risk. It will also introduce how language from

the “facilities management” industry can be translated to the natural capital approach

to aid policy decision making. These three objectives are broken into specific research

questions that are listed below. The chapters that answer these questions are provided in

brackets. These objectives were chosen due for them being a computationally interesting

problem. They also allow demonstration of hydrological modelling in a novel context and

begin developing towards a computational tool for the management of natural

capital .

RO 1: Modelling. To investigate current hydrological modelling techniques and how they

can be applied in the context of land-use management and flood modelling.

RQ 1: What constitutes a hydrological model? (Chapter 2).

RQ 2: What models and techniques exist within the literature and what context are

they applied in? (Chapters 2 and 3).

RQ 3: What modelling techniques will be adopted for the hydrological model con-

structed in this work? (Chapters 2, 3 and 4).

RO 2: Analysis. To investigate, understand and determine the most appropriate model

parameters in order to successfully apply the hydrological model in a land-use and

flood risk policy context.

RQ 4: How are models validated, verified and calibrated? (Chapters 2 and 4.)

RQ 5: What are the key considerations when deciding between model resolutions?

(Chapters 4, 5 and 6)

RQ 6: How does model performance compare between differing model resolutions?

(Chapters 5 and 6)

RO 3: A policy planner’s perspective. Taking on the role of a council planner, suggest

potential mitigation measures to alter the Coverack watershed’s hydrological prop-

erties in order to gain an understanding of how successful these interventions could

be.

RQ 7: How is flooding risk assessed? (Chapter 7)

RQ 8: How do mitigation measure proposals from land-use policy affect flood man-

agement? (Chapter 7)
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1.4. Thesis Structure

This thesis is structured into four constituent parts. Part I contains the first three chap-

ters: this introduction; a literature review in Chapter 2; and the mathematical background

which underpins the work within this thesis in Chapter 3. This introduction motivates this

work presented in this thesis. Chapter 2 begins by outlining the six key components which

make up a hydrological model. Three of these components will contain a table that outlines

the key methodologies and tools utilised within their respective components. These three

components will comprise the hydrological model constructed in this work. The chapter

continues by describing the computational mesh types available to hydrological models. It

will then dive into what constitutes a semi-distributed and fully-distributed hydrological

model. The literature gap being filled by this thesis is described and is then followed up by

an explanation of the modelling approach that is taken within this work. Chapter 3 will

outline the underlying methodology that is used in the hydrological model constructed in

Chapter 4. It begins with an overview of what the Riemann problem entails through the

prism of the linear advection equation. It expands to its linear and multi-variate cases to

derive more in-depth knowledge. The linear advection equation is again used to review

Godunov’s numerical method before defining a local Riemann problem that can be solved

with this numerical method. This method is expanded to derive the two-dimensional Go-

dunov finite volume method which is the numerical stencil applied within the hydrological

model. An overview of Total Variation Diminishing methods is discussed. This chapter

concludes with an exploration of point infiltration modelling from first principles and the

theory of the Green-Ampt infiltration model and the SCS method.

Part II begins with an outline of the mathematical hydrological model that has been

constructed in Chapter 4. First the computational domain is defined. A justification of

the methods adopted to represent the surface routing, unsaturated zone and interception

components of the model are given, along with a detailed description of how they will be

applied. A discussion of how one could calibrate the model and the model’s limitations

and potential future work expansions finishes the chapter. Chapter 5 is the concluding

chapter in this part of the thesis. It provides an analysis of the model performance between

the 20m and 50m model resolution variants, using pre-defined initial conditions. It begins

by defining the sampled computational meshes and outlining the common model inputs

and parameters. An overview of the local terrain and land-use spatial distribution of

the north-eastern sampled mesh is then given before a comparison in model performance

between the two model variants considered. This analysis is then repeated for a second

sampled domain in the north-central region of the wider computational domain. For both

analysis regions, patches have been isolated to highlight the key behaviours.

Part III of this work begins with Chapter 6. This repeats the analysis done in Chapter 5,

but non-uniform model inputs are considered which are more “storm-like”. The chapter

begins with the construction of a fictitious “storm”. Two scenarios are then reviewed

where this storm is applied to different regions of the computational domain. The chapter

concludes with a justification of using the 20m model variant over the 50m model variant

for Chapter 7. Specific modelling simulations are then considered in Chapter 7 using the
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work and understanding attained from Chapters 5 and 6. An overview of the flooding

event that took place in Coverack is given in Section 7.2. To aid analysis in the modelling

scenarios, the wider computational domain is split into five sub-regions in Section 7.3.

Section 7.4 provides additional context to the modelling simulation work and justifies

the seven scenarios that are defined in Section 7.5. The analysis for these scenarios is

conducted on a sub-region basis in Section 7.6. A discussion of this work then follows in

Section 7.7.

Part IV concludes this thesis. Chapter 8 synthesises the work and knowledge attained

within this thesis. It begins with an overview of the thesis structure in Section 8.1. A

summary of the content in each chapter is given in Section 8.2. Section 8.3 outlines the

key research contributions this work has provided. Section 8.4 concludes the chapter with

an overview of where this work can be improved and expanded upon.
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2. A Literature Review on Hydrological

Modelling

2.1. Introduction

Chapter 1 introduced the broad underlying themes which underpin this thesis. Specifically,

humankind’s need for equitable and sustainable use of finite resources to reach humanities’

material, cultural and fundamental necessities to sustain life. One way of meeting this aim

is to set out policies which mitigate and/or decrease environmental and ecological decline

while promoting economic growth (Sections 1.1.1 and 1.1.2). The finite global stock of

natural resources that humanity uses for its benefits was described by the umbrella phrase

Natural Capital (Section 1.1.3). The Ecosystem Services concept (Section 1.1.4)

provided a useful theoretical framework to analyse how humans benefit from its natural

resources. Cornwall Council’s Environmental Growth Strategy (Section 1.1.5) is a

comprehensive policy programme which looks to transition to a low-carbon green econ-

omy whist meeting its social, economic and environmental responsibilities. One such

responsibility is flood risk management considerations. Within its strategy the council

has proposed the construction of 52,500 homes by 2030. In order to consider the probable

impact of such developments, the council identified a need for “an environmental man-

agement system that supports environmental growth” (Section 1.1.5.1), known as “Target

outcome 4” in its strategy. A building asset management system Focal365 was developed

by NJW Ltd. to aid their clients in managing their building assets (Section 1.1.6). Their

work exists in the Facilities Management industry. Service Level Agreements are

written commitments between a service provider and client. It is the parallel between

facilities management and ecosystem services and the potential of applying the concepts

and learnings from facilities management which motivates this work. One such parallel

is between a Service Level Agreement and target outcome 4. The need for over 50,000

homes by 2030 will severely impact the local hydrological characteristics and functionality

and natural assets. In turn this will increase the potential for flooding. A hydrological

modelling and flooding impact computational tool which links with a management system

could go some way in fulfilling one of Cornwall Council’s ambitions. In order to assess the

suitability of the computational tool, Coverack in Cornwall (Section 1.2) is a case study

within this work due to its recent flood event.

This chapter will review the literature which underpins hydrological modelling. First the

individual components of the modelling theory are presented (Section 2.2). Specifically

the Interception (2.2.1), Unsaturated Zone (2.2.2), Surface Runoff and Routing (2.2.3),
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Snowmelt (2.2.4), Evapotranspiration (2.2.5) and Saturated Zone (2.2.6) components. The

first three components will contain a Table outlining the key methodologies and tools

present within the literature. These components will comprise the hydrological model

constructed in this work. This will be justified in Section 2.7. A summary of computational

meshes is given in Section 2.3. An overview of what semi-distributed (Section 2.4) and

fully-distributed modelling (Section 2.5) entails is given with specific model summaries

presented within each respective section. Section 2.6 will provide the literature gap that

this thesis intends to fill. Finally a justification for the modelling approach taken in this

work is provided in Section 2.7 using the component templates from Section 2.2 and in

the context provided from Chapter 1.

2.2. Modelling concepts of hydrological processes

Modelling hydrological systems from first principles may be conducted with one of two

methods: 1. Use a finite difference approximation of the partial differential equations

which capture the characteristics associated with the mass, momentum and energy bal-

ance equations or; 2. Use of empirical equations (Abbott et al., 1986b). For hydrological

modelling within a floodplain one must consider the principle components associated with

the land-phase of the hydrological cycle namely interception, snowmelt, evapotranspira-

tion, sub-surface runoff, groundwater flow, surface runoff and channel routing.

Figure 2.1 below is an illustration of the physically based and fully distributed MIKE

SHE hydrological model (Refsgaard and Storm, 1995). Within this chapter, a selection

of physically based hydrological models are reviewed. The differing modelling approaches

for each model are highlighted and discussed. An overview of each model’s acronym,

definition, main references and general computational approach are listed in Tables 2.4

and 2.5 on pages 80 and 82 respectively.
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Figure 2.1.: An illustrative diagram highlighting how each physical process models inter-
relate within the greater hydrological model. Obtained from Refsgaard and
Storm (1995).
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2.2.1. Interception Component

Gross rainfall which descends onto local vegetation within a river’s floodplain is temporar-

ily stored on their leaves, forming a thin layer over its surface. It is then redistributed

either through evaporation into the atmosphere (interception loss) or finds its way to the

ground in one of two ways. The first occurs when the weight of the water volume exceeds

the surface tension on its host leaf. Hence under gravity, the water forms into a droplet to

fall to the ground, provided it is not intercepted by another, more sheltered, leaf below.

The second route towards the ground involves water flowing down the branches and stems

of the vegetation, known as stemflow. This redistribution of gross rainfall by vegetation

is the concept known as interception. Throughfall, the occurrence of rainfall directly

reaching the ground surface without being intercepted by vegetative surfaces (David et al.,

2005), and stemflow, are aggregated together to define net rainfall. The key methodolo-

gies that relate to the interception component of a hydrological model are listed in Table

2.1 beginning on page 54.

The hydrological process of rainfall interception has a major influence on the management

of water resources as well as climate change (Arnell, 2002), particularly in forested areas.

Forest regions experience a total annual interception loss of at least 25% of total gross

rainfall (Dingman, 2002). This is due to the phenomenon of tall vegetative plants having

a higher aerodynamic conductance and thus a much greater evaporation rate (Muzylo

et al., 2009).

The earliest attempt of modelling canopy interception came from Ibbitt (1971), used in

the TOPNET model. Here, the proportion of precipitation throughfall, f(C), is quantified

as

f(C) =
C

S

(
2− C

S

)
. (2.1)

C is the total rainfall intercepted by the canopy. S is the maximum interception possible

(i.e. storage capacity of the canopy). One can then determine the rate of change of

interception storage with

dC

dt
= P (1− f(C))− EintCrf(C). (2.2)

Eint is the evaporation rate of intercepted water, P is the total precipitation rate (mm/day)

and Cr is an adjustment factor for intercepted water evaporation.

Rutter et al. (1971) developed the Rutter interception model. Within the hydrological

research community, this model is considered the standard reference for rainfall intercep-

tion (Noilhan and Mahfouf, 1996). A multitude of physically based models such as SHE,

DPHMRS, ISBA, MISBA, tRIBS and IHDM have used this model in their development

process. Mathematically, the Rutter interception model is
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dC

dt
= (1− δ)− Eint − k1 exp(b(C − S)); where 0 ≤ C ≤ S. (2.3)

The model parameters from C, S and Eint are as in Equations (2.1) and (2.2). δ is a

throughfall coefficient. δ and the canopy storage capacity S are related to the “leaf area

index” (LAI) of the canopy. Finally, k1 and b are drainage parameters.

Kristensen and Jensen (1975) expanded the Rutter model by computing the intercepted

water capacity and hence the canopy storage. This was then applied to the MIKE SHE

model. Sint is the canopy storage capacity parameter and LAI represents the leaf area

index.

S = SintLAI . (2.4)

The interception component within the LISTFLOOD model is estimated with

C = S

(
1− exp

{
−k2P∆t

S

})
, (2.5)

where k2 parametrises vegetation density. This method follows the simple approach pro-

posed by Merriam (1960) and Aston (1979) (Van Der Knijff et al., 2010). Kouwen (1988)

utilises the Horton equation (Horton, 1919). This empirical model has also been repro-

duced by Gash and Shuttleworth (2007). Used in the WATFLOOD/SPL9 model, inter-

ception depth is calculated as

C = aw + bw · Pnw . (2.6)

Here, aw, bw and nw are model parameters which are dependent on canopy vegetation.

Another model for rainfall interception was developed by Deardorff (1978). This was

applied within the hydrological models ISBA (Noilhan and Planton, 1989; Noilhan and

Mahfouf, 1996) and MISBA (Kerkhoven and Gan, 2006).

dC

dt
= veg · P − (Ev − Eint)−Rr; where C << 0.2 · veg · LAI . (2.7)

Here, veg is the fraction of vegetation present. Ev represents the evaporation from vege-

tation and Rr is the surface runoff of intercepted water. To conclude, the PAWS model

applies a bucket model to measure canopy interception (Shen and Phanikumar, 2010)

dC

dt
= min

(
S − C

∆t
,P

)
. (2.8)
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2.2.2. Unsaturated Zone Component

Should water droplets avoid being intercepted and evaporated then it will infiltrate the

soil and reach the unsaturated zone . Typically, this region contains a heterogeneous

soil profile extending from the Earth’s surface to the groundwater table (Refsgaard and

Storm, 1995). Cyclic fluctuations of soil moisture content are regularly observed which is

consistent with the temporary storage of precipitation.

Common practice within physically based modelling is to sub-divide the zone into two lay-

ers. The root zone layer refers to the layer that is closest to the Earth’s surface. Evap-

otranspiration, infiltration and precipitation have a large influence in the high frequency

oscillations of soil moisture content characteristic to this region. The lower layer, known

as the transmission zone closest to the groundwater table, observes much slower soil

moisture movement as it percolates into the saturated zone below (Refsgaard and Storm,

1995; Biftu and Gan, 2004). Within the unsaturated zone, flow is assumed to slowly occur

in the vertical plane due to the dominance of the gravity in the percolation process. The

key methodologies that relate to the unsaturated zone component of a hydrological model

are listed in Table 2.2 beginning on page 60.

A popular method to calculate soil moisture content is to first determine the infiltration at

a given timestep and utilise a water balance equation to find the soil moisture content and

total percolation into the saturation zone. Three types of infiltration modelling methods

exist. The first is an empirical method developed by Horton (1940). For pre-storm initial

conditions assume the infiltration capacity is f3. As a storm event occurs, infiltration

begins and the soil capacity follows an exponential decay by multiplicative factor k toward

a steady state capacity f4 (Tarboton, 2003):

fc(t) = f4 + (f3 − f4) e
−kt. (2.9)

A second infiltration method involves mathematical models based on physical processes.

A common example is Richard’s equation. This model looks at one-dimensional flow in the

vertical plane. It combines Darcy’s law (Whitaker, 1986) and the conservation of mass.

The effect of gravity, soil suction and evapotranspiration are all included in this model

(Refsgaard and Storm, 1995).

C
∂ψ

∂t
=

∂

∂z

(
K(θ, z)

∂ψ

∂z

)
+
∂K

∂z
− S(z). (2.10)

Here ψ represents soil moisture tension, t and z are time and the vertical space coordinate

respectively. K(θ, z) is a hydraulic conductivity parameter, C is a soil water capacity

parameter
(
∂θ
∂ψ

)
, θ the volumetric soil moisture content and S(z) a source/sink term from

root extraction and soil evaporation. SHE and MIKE SHE are examples of hydrological

models which apply this approach for the unsaturated zone components.
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An approximation of the physically based infiltration model is the third category. One

such approximation model is the Green-Ampt model (Green and Ampt, 1911).

f = Ksat

(
1 +

| ψf | ∆θ
F

)
. (2.11)

Ksat is the hydraulic conductivity. | ψf | is the wetting front soil suction head. ∆θ =

n − θ0 represents the difference between the saturation and initial moisture content. Fi-

nally, F is the depth of infiltrated water. Hydrological models WATBAL, TOPNET and

R.WATER.FEA utilise the Green-Ampt model within their simulations.

Another physically based approximation model is the Philip model (Philip, 1954). This

model quantifies rate of infiltration f as

f =
1

2
Spt

−1/2 +Kp. (2.12)

A function of soil suction potential the parameter Sp is known as sorptivity and Kp is

the hydraulic conductivity. This model is applied within the SLURP, DPHMRS and

WATFLOOD/SPL9 hydrological models.
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2.2.3. Surface Runoff and Routing Component

The surface runoff and routing component of a hydrological simulation models three phys-

ical processes. These are the accumulation of water which contributes to surface runoff

(a.k.a overland flow), the routing of overland flow to the nearest stream or river channel

and the routing of channel flow to a river catchment’s outlet.

Two physical phenomena can lead to surface runoff. Dunne runoff is a name given to

runoff generation when the soil underneath is saturated preventing further infiltration, as

illustrated in Figure 2.2b. Figure 2.2c demonstrates the second type of runoff known as

Horton runoff . Runoff here is generated when the precipitation rate is greater than the

infiltration capacity of the soil and thus not all water cannot be absorbed into the Earth’s

surface. The key methodologies that govern surface runoff and routing of a hydrological

model are listed in Table 2.3 beginning on page 66.

TOPMODEL and TOPNET convert the topographic wetness index (equation (2.35), Sec-

tion 2.2.6) into a distribution function. This distribution allows one to observe areas

with similar hydrological properties and how each area within a catchment contributes to

overland flow. A model’s simulation of individual catchment response then depends on

the distribution of similar indices as well as the temporal and spatial input sequences of

precipitation rate and evaporation loss (Beven et al., 1995, pg. 644).

Surface runoff within the physically based hydrologic models, ISBA, MISBA and LIST-

FLOOD behaves similar to a multi-bucket model scheme. These models take into account

the sub-grid heterogeneity of soil moisture capacity and assume it follows a Xinanjiang

distribution which defines the distribution of bucket sizes. When a bucket is filled, surface

runoff commences (Zhao, 1992; Habets et al., 1999; Kerkhoven and Gan, 2006):

F (x) = 1−
(
1− x

xmax

)β
; 0 ≪ x≪ xmax (2.13)

xave
xmax

=
1

β + 1
(2.14)

F (x) represents the cumulative probability distribution of soil moisture capacity x. This

distribution is defined by the maximum soil moisture capacity, xmax, and average soil

moisture capacity xave. β is an empirical parameter which defines the maximum bucket

size (or soil depth) in each grid.

Physically based models SHE and MIKE SHE implement a two-dimensional diffusion wave

approximation of the St. Venant equation to model overland flow

∂h

∂t
+
∂(uh)

∂x
+
∂(vh)

∂y
= q. (2.15)
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h(x, y) represents the local water depth, t time, u(x, y) and v(x, y) are the flow velocities

in the x and y directions respectively. Finally, q(x, y, t) is the surface runoff at location

(x, y) and time t.

A kinematic wave model for routing overland flow is applied in some distributed and semi-

distributed models such as IHDM, DPHMRS, HRCHM, TOPNET, THALES, MISBA,

LISTFLOOD and R.WATER.FEA. This is defined as

∂q

∂t
+ c

∂q

∂x
= cR. (2.16)

Here, q is the surface runoff, c the kinematic wave velocity and R the excess water content

available for runoff following the application of vertical water balance.

Finally, WATFLOOD applies the continuity equation and utilises a storage routing tech-

nique. I1 and I2 represents inflow to a given area. Similarly O1 and O2 represent outflow.

S1,2 captures the total storage of a given area and ∆t is a routing timestep:

I1 + I2
2

− O1 +O2

2
=
S2 − S1

∆t
. (2.17)

Other overland flow methods include: non-linear hydrologic routing and a response func-

tion based on the kinematic wave model (Akram et al., 2014). Other channel routing

methods includes the one-dimensional diffusion wave equation (Tipler and Mosca, 2003),

an approximate solution of the modified diffusion equation known as the Muskingum-

Cunge method (Merkel, 2002; Cunge, 1969) and the kinematic wave model (Lighthill and

Whitham, 1955).
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Unsaturated
Soil

Saturated Soil
Local

Topography

Rainfall: 2.5 cm/hr

Infiltration:
2.5 cm/hr

(a) No Runoff

Saturated Soil
Local

Topography

Runoff: 2.5 cm/hr

Rainfall: 2.5 cm/hr

(b) Dunne Runoff

Unsaturated
Soil

Saturated Soil
Local

Topography

Runoff: 1 cm/hr

Rainfall: 2.5 cm/hr

Infiltration:
1.5 cm/hr

(c) Horton Runoff

Figure 2.2.: Surface water runoff is generated when the infiltration capacity of the underly-
ing soil cannot keep up with the precipitation input rate. If the precipitation
rate is less than or equal to infiltration rate, then no surface runoff occurs
(2.2a). If the soil is completely saturated then no infiltration will occur and
so the surface runoff rate will equal the precipitation rate (2.2b). If there is
capacity to absorb some of the precipitation but the rate of infiltration is lower
than the precipitation rate then total surface runoff is the difference between
precipitation input rate and infiltration rate (2.2c). Illustrations adapted from
Dunne and Leopold (1978).
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2.2.4. Snowmelt Component

During snowy seasons, surface runoff may be produced from the melting of snow, known

as snowmelt. This process is the most important in regions of higher altitudes, where

river basins may reside within mountainous regions. Here, precipitation typically falls as

snow and surface runoff is dependent on the supply of heat to melt snow, rather than the

timing of precipitation (Ferguson, 1999).

Several energy fluxes act in opposing ways and influence the quantity of meltwater avail-

able for runoff at any given time. Heat may be delivered to the snowpack from geothermal

sources emanating from the soil below it (Gray and Male, 1981). From above, surface

runoff is influenced by the net shortwave radiative flux that is experienced by a snowpack.

Net shortwave radiation describes the differences between the energy absorbed by the

snowpack from the sun and what is reflected away due to the reflective properties of the

snow, referred to as its albedo. Longwave radiation from atmospheric gases such as carbon

dioxide and water vapour also have an influence on the snowpack’s composition. Typi-

cally the net longwave radiation is negative resulting in a loss of energy in the snowpack

(Kondratyev, 1969).

As the water from within the snowpack changes phase via evaporation, sublimation or con-

densation a latent temperature flux, describing the net energy removed from or delivered

to a snowpack, may be measured. Similarly, the heat flux experienced due to convection

between air and the snowpack is known as the sensible heat flux.

Physically based watershed hydrological models use a snowmelt model to simulate the

snow accumulation and melt processes described above. It does this by quantifying the

physical phenomena using one of two methods. The first is known as the temperature

index method which uses air temperature as an index for snow melt. The final method is

known as the energy balance method, which uses the principles of energy balance and

radiation (Singh et al., 2009).

In the temperature index method, a melt factor (MF ) relates the air temperature Ta to

the snowmelt rate

M =MF (Ta − Tbase) .

Here, M represents the snowmelt depth [mm]; MF is the melt factor
[
mm ◦C−1 hr−1

]
.

This is dependent on the gradient and aspect of the land surface, its vegetation cover

and the climate. Ta is the mean air temperature over time [◦C]; finally, Tbase is the base

temperature at which snow will start to melt [◦C]. When there is a strong connection

and correlation between the average air temperature and dominant energy component

responsible for snowmelt, this method is most applicable. Here, (Ta − Tbase) is an empirical

measure which quantifies the accumulated insolation attained by a snowpack within a given

region.
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Speers and Versteeg (1982) describe how the temperature index method is used within

the LISTFLOOD model. It was also adapted to take into account snowmelt acceleration

when rain occurs:

M =MF (1 + 0.01P∆t) (Ta − Tbase)∆t

where P is the rainfall rate [mm/day] and ∆t is the time interval [days].

WATFLOOD/SPL9 combined the temperature index and surface radiation budget to

construct a radiation-temperature empirical measure (Hamlin, 1996). This measure and

the snowmelt depth model, given by Kouwen and Mousavi (2002), provide the snowmelt

component of WATFLOOD/SPL9 where rn is a factor which converts energy flux density

to snowmelt depth
[
mm hr−1

]
. R is the net radiation experienced by a snowpack

[
Wm−2

]
.

M =MF (Ta − Tbase) + rnR.

A slightly different approach is used by the SWAT model (Arnold et al., 1998). Snowmelt

rate is a function of snowpack temperature (TSP ). Snowmelt only commences when the

second soil layer within the model is greater than 0◦C:

M = (1.52 + 0.54TSP )Ta.

The energy balance method utilises the one-dimensional energy equation which is applied

to a control volume of snow assuming it has an upper and lower interface with the air and

ground respectively (Singh et al., 2009). Thus, the transfer of energy from snow surface

and snow-soil interface may be quantified with

Qm = − (Qn +Qh +Qe +Qp +Qg + U) .

Here, Qn is the net sum of radiation; Qh is convective sensible heat flux; Qe is the latent

heat flux
[
Jm−2

]
; Qp is the advective heat from precipitation; Qg represents the ground

heat flux and U is the cold content of the snowpack. One may then estimate the total

snowmelt with

M =
Qm
ρwλfθ

,

where λf represents the latent heat available when ice fuses; ρw is water density and θ is

the ratio of heat needed to completely melt a snowpack to the heat needed to melt the

same quantity of pure ice at 0◦C. Operationally, this method is rarely used due to the

heavy requirements of a vast quantity of good quality data which is not freely abundant.
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2.2.5. Evapotranspiration Component

Land surface evaporation directly occurs on both soil and vegetation surfaces. The

primary energy source to induce latent heat of vaporisation comes from solar radiation.

Transpiration is a process which begins via water extraction by plants from its roots.

This water then makes its way through the stem and reaches the atmosphere through tiny

openings within a plant’s stomata, tiny holes on the surface of its leaves. The wind velocity

and local specific humidity gradient controls how much water vapour is transported away

from the evaporative surface. This summation of water loss from a defined area, during

a specified time period, due to evaporation from the soil surface and transpiration from

vegetation is defined as evapotranspiration (Soil Science Glossary Terms Committee,

2008; Kirkham, 2014).

The supply of energy to provide latent heat of vapourisation and the local wind velocity

and specific humidity are two significant factors which influence open water evaporation.

A third influencing factor includes the supply of water at the evaporative surface itself. If

the supply of moisture to a vegetative surface was unlimited, then the evapotranspiration

would be referred to as potential evapotranspiration . The actual evapotranspira-

tion never exceeds its potential as moisture supply is always limited. It is dependent on

the moisture content within and on the vegetative surfaces (Rosenberg et al., 1983; Chow

et al., 1988; Kirkham, 2014).

To calculate the evapotranspiration component within the hydrological models, the stan-

dard techniques involve focusing on the two main influencing processes of latent heat

of vapourisation (commonly referred to as the energy balance method) and the rela-

tionship between wind velocity and specific humidity, referred to as the aerodynamic

method .

A full derivation of the equation using the energy balance method is provided in Chow

et al. (1988, pg. 81–84). The result of the derivation is presented below:

Er =
1

lvρv
(Rn −Hs −G) . (2.18)

lv, ρv, Rn, Hs and G represent the latent heat from vapourisation, water density, net

radiation, sensible heat flux and ground heat flux respectively.

The aerodynamic method looks at the transport rate of water vapour away from the

evaporative surface. This transport rate is governed by the wind speed across its surface

and the local humidity above it. As with the energy balance method above, a full derivation

is provided in Chow et al. (1988, pg. 84–86) and its result is shown below:

Ea = B(eas − ea). (2.19)

B is a vapour transfer coefficient, eas is the saturated vapour pressure and ea is the vapour
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pressure at air temperature. The evapotranspiration component within the ISBA, MISBA

and SLURP hydrological models is calculated by applying the definitions of equations

(2.18) and (2.19).

One of the first attempts to model evapotranspiration with the above equations came from

Penman (1948). Equations (2.18) and (2.19) separately assume that the supply of heat

and the supply of water vapour transport is unlimited. However in reality both are limited

and so Chow et al. (1988, pg. 86–88) showed how one can combine both methods for a

more realistic evapotranspiration component model. This model has been used in various

hydrological simulators such as HRCDHM and tRIBS:

E =

(
∆

∆+ γ

)
Er +

(
γ

∆+ γ

)
Ea. (2.20)

∆ represents the slope of saturation vapour pressure against a temperature curve. γ is a

psychometric constant.

Monteith (1965) adapted Penman’s initial contribution leading to

E =
1

lv

(
∆(Rn −G) + γlvEa

∆+ γ

)
. (2.21)

This variation has been applied in the SWAT, SHE, MIKE SHE, IHDM and tRIBS hy-

drological models.

Another adaptation of the Penman equation was made by Priestley and Taylor (1972).

Present in the hydrological models WATFLOOD/SPL9, SWAT and TOPNET, an empir-

ical approximation of equation (2.20) is made to only require net radiation data. The

Priestley-Taylor model mathematically describes potential evapotranspiration as

E = α

(
∆

∆+ γ

)
(Rn −G) (2.22)

with α representing a multiplying coefficient.
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Figure 2.3.: Figure a) shows the relationship between the ratio of actual evapotranspi-
ration (Eat) to potential evapotranspiration (Ep) and the ratio between the
soil moisture content minus the soil moisture content referenced at wilting
point (θ − θw) to the soil moisture content at field capacity minus the soil
moisture content referenced at wilting point (θF − θw). Similarly, figure b) il-
lustrates the relationship between the ratio of actual soil evaporation realised
(Es) against its potential evaporation (Ep). This ratio is compared among
various soil moisture content references as defined previously. θM defines the
irreducible soil moisture content. Obtained from Refsgaard and Storm (1995).
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A method developed by Kristensen and Jensen (1975) has been utilised in the WATBAL

and MIKE SHE hydrological model. This method calculates the actual evapotranspiration

from the soil moisture content and potential evaporation shown pictorially in Figure 2.3

above.

The HydroGeoSphere hydrological model (Aquanty Inc., 2015) tweaked the Kristensen-

Jensen model so that transpiration rate may be estimated from the relationship between

net transpiration capacity between leaf area index (f1(LAI)), water content (f2(θ)), a

time-varying root distribution function (RDF ), a evapotranspiration reference (Ep) and

canopy evaporation (Ec):

Tp = f1(LAI) · f2(θ) · RDF · (Ep − Ec). (2.23)

The vegetation term is expressed as:

f1(LAI) = max (0,min [1, (C2 + C1LAI)]) , (2.24)

with dimensionless fitting parameters C1 and C2. The soil water content function takes

the form:

f2(θ) =





0 0 ≤ θ ≤ θwp,

1 −
[
θfc − θ

θfc − θwp

]C3

θwp ≤ θ ≤ θfc,

1 θfc ≤ θ ≤ θo[
θan − θ

θan − θo

]C3

θo ≤ θ ≤ θan,

0 θan ≤ θ.

(2.25)

Here C3 is a dimensionless fitting parameter and θan, θfc, θo, θwp represent the water

content at the anoxic limit, at field capacity, at the oxic limit and at the wilting point

respectively.

Thus, soil evaporation may be computed depending on which assumptions one is making.

If one assumes that evaporation is active provided that potential evapotranspiration, Ep,

has not been diminished by either canopy evaporation, Ec, nor transpiration Tp then,

given a wetness factor α∗ and an evaporation distribution function EDF ,

Es = α∗ · (Ep − Ec− Tp) · EDF . (2.26)

If one assumes that soil evaporation occurs in tandem with transpiration then one will use
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Es = α∗ · (Ep − Ec) · (1− f1(LAI)) · EDF . (2.27)

The hydrological models WATFLOOD/SPL9 and SWAT implement an empirical model

developed by Hargreaves and Samani (1982) to compute the evapotranspiration component

E = 0.0075 · Ra · Ct · δ0.5t · Tavg. (2.28)

Here, Ra is the incoming solar radiation; Ct is a coefficient for temperature reduction; δt is

the difference between the average monthly maximum and monthly minimum temperature

[F]; Tavg is the mean temperature within the timestep [F].

Actual evapotranspiration (Ea) within the SLURP model is ascertained from the Com-

plementary Relationship Areal Evapotranspiration (CRAE) method from Morton (1983).

First an empirical equation using a relationship slope between saturation vapour pres-

sure and temperature curve, along with net radiation is utilised to find the aerial wet-

environment evaporation (Ew). Potential evaporation (Ep) is found by applying equation

(2.21), then actual evapotranspiration may be calculated as

Ea = 2Ew − Ep. (2.29)

A different technique is employed by the LISTFLOOD model based on Supit et al. (1994);

Supit and Van Der Goot (2003). Here soil evaporation and transpiration is calculated

separately. Actual soil evaporation is approximated by multiplying a reduction factor, α1,

to the maximum soil evaporation (ESmax). Similarly, actual transpiration is calculated

from the product between a reduction factor, α2, and maximum transpiration Tmax:

ESa = α1 · ESmax (2.30)

Ta = α2 · Tmax (2.31)

Maximum soil evaporation and transpiration may be calculated with

ESmax = ES0 · e−kgb ·LAI · ∆t (2.32)

Tmax = kcrop · ET0 ·
(
1− e−kgb ·LAI

)
· ∆t− Eint (2.33)

where kcrop, kgb, ET0 , ES0 and Eint are parameters for the crop coefficient, extinction

coefficient, the reference potential evaporation, potential evaporation from bare soil and

the evaporation of intercepted water, respectively.
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2.2.6. Saturated Zone Component

The saturated zone component within hydrological models takes care of subsurface flow

in saturated soils as well as ascertaining the height of groundwater. A coupled boundary

condition exists between this component and the unsaturated zone. The percolation rate

from the unsaturated zone impacts the groundwater table which, when updated, alters

the lower boundary conditions for the unsaturated zone.

Fully distributed physically based models (SHE, MIKE SHE and IHDM) utilise a three

dimensional groundwater flow equation to model the temporal and spatial variation of

hydraulic heads. Typically this model assumes anisotropic conditions with either a het-

erogeneous or multi-layer aquifer system. This equation is presented by Refsgaard and

Storm (1995) as

S(xi, j)
∂h(xi)

∂t
+R(xi, j) =

∂

∂xi

(
K(xi, j)H

∂h(xi)

∂xi

)
. (2.34)

xi, j is the spatial coordinate with subscripts (i, j) ∈ {1, 2, 3}. S(xi, j) represents specific
storage. h(xi) is the hydraulic head, K(xi, j) the hydraulic conductivity and R(xi, j) the

volumetric flow rate via source and sink terms.

TOPMODEL and DPHMRS, semi-distributed hydraulic models, apply the topographic

wetness index attributed to Kirkby and Weyman (1974) and Beven and Kirkby (1979).

ln

(
α

tanβ

)
. (2.35)

This index allows one to study how effects of spatial scale influence hydrological processes.

α parametrises the local upslope area which drains through a given pixel per unit contour

length. tanβ is the local slope with its units in radians. Using this index, one can then

model the relationship between the average catchment water table depth to the local water

table depth as

f(z̄ − zi) = ln

(
α

tanβ

)
− ln(T0)−A−1

∑

i

{
ln

(
α

tanβ

)
− ln(T0)

}
. (2.36)

As a soil just saturates T0 is the local lateral transmissivity. z̄ is the average water table

level for the catchment. zi is the local water table level and A is the area of the catchment.

A gravity drainage scheme is used as a saturated zone component for the ISBA and MISBA

models (Kerkhoven and Gan, 2005). Here, Q is sub-surface runoff, D is depth of the deep

soil layer, θ is the soil water content and θdrain is the minimum soil water content required

for drainage to begin. C is a multiplicative coefficient.
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Q = C(θ − θdrain)D. (2.37)

Groundwater flow within the LISTFLOOD model is split into and upper and lower zone.

Flow from the upper zone to the channel (QUz [mm]) is represented by (Ivanov et al.,

2004a)

Quz =
1

Tuz
· UZ∆t. (2.38)

Here Tuz is a reservoir constant [days] and UZ is the absolute amount of water stored

[mm]. Similarly Tlz and LZ is a reservoir constant and absolute water storage for the

lower zone with flow from the lower zone (Qlz) given by

Qlz =
1

Tlz
· LZ∆t. (2.39)

Finally, a quasi three-dimensional cascade model method is used by the tRIBS model

(Ivanov et al., 2004b):

∑

j

QSoutj
= −

∑

j

TWj tanβj . (2.40)

QSoutj
is the outflow flux from a saturated layer with width Wj along a negative hydraulic

gradient (estimated as a local gradient of water table, tanβ and β the local slope of

groundwater level). The jth index refers to directional values of width and hydraulic

gradient.

2.3. Computational mesh types

A major influence on physically based hydrological modelling is that of horizontal discreti-

sation resolution. The discretisation schemes can be broadly organised into three cate-

gories; 1. Orthogonal grid base; 2. Irregular grid base; and 3. Hydrologic (or grouped)

response unit base (Kite and Pietroniro, 1996).

Orthogonal grid base discretisation schemes result in dividing a river basin into rectan-

gular segments. A grid resolution may differ within the basin but must be consistent for

each given row and/or column in a network array (Abbott et al., 1986b). A Represen-

tative Element Area (REA) discretisation scheme was introduced by Wood et al. (1988).

Here, spatial variability was assumed to disappear in watershed runoff. Various hydrolog-

ical models utilise the orthogonal discretisation approach, these include: SHE, WATBAL,

MIKE SHE, ISBA, MISBA, LISTFLOOD, WATFLOOD/SPL9, HydroGeoSphere, PAWS

and CREST.
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Local basin topography and terrain features determine how a river basin is discretised

in the irregular grid base schemes. Hydrological modelling components are determined

via streamlines, equipotential lines or through triangulated irregular networks (TIN). Ex-

amples of hydrological models which apply this scheme include THALES, tRIBS and

R.WATER.FEA.

Hydrological response unit base discretisation schemes are characterised by a river basin

being divided into sub-basins defined by an individual drainage network (Biftu and Gan,

2004). Hydrological processes are evaluated at point scale and then aggregated within

the sub-basin scale. Examples which use this discretisation method include TOPMODEL,

TOPNET, SWAT, HRCDHM, DPHMRS and IHDM. For a Grouped response unit

base discretisation scheme, a watershed is separated into sub-basins where a grid cell

or an agglomeration of cells are represented as a grouped response unit. The SLURP

hydrological model utilises this scheme.

2.4. Semi-Distributed Models

Unnecessarily large data sets and computational power may be avoided by modelling the

essential physics and lumping key hydrological processes at a sub-basin scale. One can

use digital terrain elevation data or a digital elevation model to induce the appropriate

topographic information for a given river basin. This region may then be divided into

a finite number of sub-basins, which need not be equal in their shape and size. Models

which apply this approach to simulating river system behaviour are commonly referred

to as semi-distributed physically based hydrological models. Methods which estimate

runoff amounts, such as unit hydrographs, may be used to estimate the streamflows from

each of these sub-basins. Semi-distributed models allow for a better detailed picture of a

larger watershed whilst still providing a relatively cheap and simple calculation. However,

the ability of in-depth understanding of physical processes would be difficult to attain. A

summary of semi-distributed models is outlined below with a brief overview of how they

came to be. Table 2.4 lists these models along with their primary reference.

2.4.1. DPHM-RS

Authored by Biftu and Gan (2001) from the University of Alberta, Canada, the semi-

Distributed Physically based Hydrologic Model using Remote Sensing and GIS looked

to take advantage of scientific knowledge of the hydrological process and apply newly

acquired satallite data information into fully-distributed models. Essential physics of basin

hydrology was modelled by using spatial hydrologic information available from remote

sensing. It took into account terrain features via topographic information from digital

terrain elevation data or a digital elevation model. It looked to estimate some model

parameters from field measurements and remote sensing data instead of relying on then

traditional parameter calibration techniques. This model divides a river basin into sub-

basin components. It computes evapotranspiration, soil moisture and surface runoff using
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Table 2.4.: A summary of semi-distributed physically based hydrological models and their
discretisation approaches with their principle reference.

Leading
Reference(s)

Name Acronym Purpose

Biftu and Gan
(2001)

semi-Distributed
Physically based
Hydrologic Model
using Remote

Sensing and GIS

DPHM-RS

Models essential physics of
basin hydrology using spatial

hydrologic information
available from remote sensing.

Hromadka II and
Rao (2021)

Hydrologic
Research Center

Diffusion
Hydrodynamic

Model

HRCDHM
Models floodplain and dam

break events.

Kite (2019)
Semi-distributed
Land Use-based
Runoff Processes

SLURP
Simulates hydrological cycle
from precipitation to land

surface runoff.

Arnold et al. (1998)
Soil and Water
Assessment Tool

SWAT

Assesses impact of water
management on supply and
non-point source pollution in
watersheds and large river

basins.

National Institute
of Water and
Atmospheric

Research (2011)

- TOPNET

Simulating catchment water
and river flow. Combines

TOPMODEL with kinematic
wave channel routing

algorithm (Goring, 1994).

Yates (1994)
An integrated
Water Balance

Model
WATBAL

Describes a water balance
model in combination with
the Priestley-Taylor method
(Priestley and Taylor, 1972).

energy and rainfall forcing data in a sub-basin scale.

2.4.2. HRCDHM

Developed by hydrologists from the United States Geological Survey, the Hydrologic

Research Center Diffusion Hydrodynamic Model is a coupled one- (or two-) dimensional

surface flow model. It is based on the diffusions form of the Navier-Stokes equations and is

used in modelling floodplains and dam break events (Hromadka II and Rao, 2021). It was

constructed as part of the National Oceanic and Atmospheric Association’s “Distributed

Model Intercomparison Project” (DMIP). The hydrological processes of infiltration, per-

colation, evapotranspiration, surface and subsurface flow are modelled along the vertical

axis on a sub-catchment scale. Kinematic channel routing carries flow through a network

of sub-catchments to a watershed outlet, providing the capability for spatially distributed

flow simulations.
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2.4.3. SLURP

The Semi-distributed Land Use-based Runoff Processes model simulates the hydrologi-

cal cycle from the point of precipitation to land water runoff (Kite, 2019). It includes the

effects of reservoirs, dams, regulators, water extractions and irrigations schemes. It em-

ploys a vertical water balance model to examine the effects of proposed changes in water

management within a basin to see what effects external factors such as climate change or

changing land cover might have on various water users.

2.4.4. SWAT

The Soil and Water Assessment Tool was initially designed to aid water resource man-

agers to assess the impact of water management on supplies and nonpoint source pollution

in watersheds and large river basins (Arnold et al., 1998). It has grown over the past forty

years to be used at various scales from a small watershed to a large river basin-scale

model. It may simulate the quality and quantity of surface and ground water to predict

the environmental impact of land use, land management practices and climate change.

2.4.5. TOPNET

A semi-distributed hydrological model for simulating catchment water and river flow,

TOPNET was conceived by combining the fully-distributed model TOPMODEL (see Sec-

tion 2.5.10) with a kinematic wave channel routing algorithm (Goring, 1994). This model

could be applied over a large watershed using smaller sub-basins as model elements. De-

veloped by New Zealand’s National Institute of Water and Atmospheric Research, its

approach combines the understanding of hydrology and soil science to calculate water

availability over time (National Institute of Water and Atmospheric Research, 2011).

2.4.6. WATBAL

First introduced by Yates (1994), WATBAL is an acronym for “An integrated Water

Balance Model for Climate Impact Assessment of River Basin Runoff”. As the name sug-

gests, it describes a water balance model in combination with the Priestly-Taylor method

(Priestley and Taylor, 1972) to compute potential evapotranspiration. It was developed

with having in mind that it will become an integrated tool for modelling the response of

river basins to climate change. The model’s conception was necessary because previous

to this there was no accepted method or general approach to properly assess the impact

of climate change on water resources. This model was tasked with providing a consistent

and sound method for measuring such an impact.
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2.5. Fully Distributed Models

Fully-distributed models estimate a response to an input using either a physics based or

conceptual mathematical representation of some given hydrological system. Conceptual

models rely on a variant of linear reservoir theory to delay and / or attenuate the routing

of runoff generation. Typically runoff generation and routing are not interlinked within

the modelling process. Unlike conceptual models, physics-based modelling couples the

runoff generation and routing output using equations related to the conservation of mass,

momentum and energy to understand the relationship between routing and runoff.

Numerical solutions of governing equations require discrete elements. Three examples of

these elements are finite difference, finite element and stream tubes. On a computational

level, model parameters are considered as being representative of an average process. Thus

some average property is only valid over the computational element used to represent the

flow process.

From a model perspective, parameters are representative of the surface / medium at

the computational element scale used to solve the governing mathematical equations. A

common rule of thumb guide is that as a model applies more coarse grids, the physical

significance of the model weakens. For example, runoff depth within a 1km grid cell can

only be considered a generalisation of the actual runoff process. It may or may not

produce physically realistic model output one would expect in observed reality.

Computational power and resource can be easily exceeded when modelling large basins

at a fine resolution. This computational limitation often motivates the need to model at

a more coarser spatial grid. A common problem often confronted when developing an

operational distributed hydrological model for large river basis is how one can parametrise

the sub-grid physical processes.

The used structure in Section 2.4 is used in this section. A summary of the fully-distributed

models that are present within the research space is presented. Table 2.5 above outlines

the fully-distributed models which are to be discussed.

2.5.1. CREST

The Couple Routing and Excess STorage model (Wang et al., 2011) is a distributed

hydrological model which may be used to simulate the spatial and temporal variation of

land surface and subsurface water fluxes and storages by cell-to-cell simulation. It was

jointly built by the University of Oklahoma and NASA SERVIR. CREST has three useful

characteristics 1. a distributed rainfall-runoff generation and cell-to-cell routing, 2. a cou-

pling between runoff generation and routing components via three feedback mechanisms,

3. scalability by representing soil moisture variability and routing processes at the sub-grid

scale via a variable infiltration curve and linear reservoirs respectively.
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2.5.2. IHDM

Authored by Beven et al. (1987) from the Institute of Hydrology, the Institute of Hydrology

Distributed Model is a physically based catchment model for overland flow, saturated and

unsaturated subsurface flow and channel flow. It was created to model flood forecasts for

ungauged catchments in order to predict the hydrological effects of land use change.

2.5.3. ISBA

ISBA, the Interaction between Soil, Biosphere and Atmosphere model, is a one dimen-

sional physically based scheme. It solves water and energy budgets solely in the vertical

direction focusing entirely on land surface processes (Mahfouf et al., 1995; Bouilloud et al.,

2010). It forms part of Météo-France’s numerical weather prediction, research and climate

atmospheric models Action de Recherche Petite Echelle Grade Echell (ARPEGE;

Courtier and Geleyn (1988), ALADIN; Bubnová et al. (1995)), mesoscale nonhydrostatic

(MESO-NH; Lafore et al. (1998)) and Applications of Research to Operations at Mesoscale

(AROME; Seity et al. (2011)).

2.5.4. LISFLOOD

Created by the European Commission’s Joint Research Center, LISFLOOD was developed

to aid water policy making and humanitarian aid (de Roo et al., 2013). It has been built

to support each phase of a policy cycle from anticipation to evaluation. It is a grid-based

hydrological rainfall runoff routing system which simulates hydrological processes which

occur within a river catchment. It models the combined effects of weather and climate

change, land use, socio-economic changes on water demand and policy measures for water

savings or flood control.

LISFLOOD has acted as the core model of flood and drought simulation efforts within the

JRC including the European Flood Awareness System (EFAS; Thielen et al. (2009)), the

Global Food Awareness System (GloFas; Alfieri et al. (2013)) and the European Drought

Observatory (EDO; Vogt et al. (2011)). At present, LISFLOOD, is adding to its capabili-

ties to include crop yield and energy production, serving as a model for the Water-Energy-

Food-Ecosystem Nexus project.

2.5.5. MIKE SHE

MIKE SHE is a descendant of the SHE hydrological model discussed in Section 2.5.8. The

Danish international water software development and engineering consultancy firm DHI

(Dansk Hydraulisk Institut) continually invested in the research and development of SHE

resulting in MIKE SHE.

MIKE SHE is a comprehensive deterministic, distributed and physically-based modelling
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method for the simulation of all major hydrological processes that occur in the land phase

of the hydrological cycle (Refsgaard and Storm, 1995). It simulates water flow, water

quality and sediment transport. Typical application areas include river basin planning,

water supply, irrigation and drainage to name a few. It may be applied on various spatial

scales from single soil profile infiltration studies to large regions which include several river

catchments.

2.5.6. MISBA

MISBA is a modification of the ISBA model outlined in Section 2.5.3, where the model

could better simulate the sub-surface runoff of the Athabasca River Basin. This model was

specifically constructed to simulate historically observed streamflows in the large northern

basin of the Athabasca River Basin of 133,000 km2. It used gridded meteorological data

from a numerical weather prediction model and Canadian GEM model as well as GCSM

scale re-analysis data called ERO-40 from ECMWF (Kerkhoven and Gan, 2006).

2.5.7. PAWS

Initially developed via Dr. Chaopeng Shen’s Ph.D. dissertation topic to help tackle water

resource problems, the Process-based Adaptive Watershed Simulator (PAWS) model is

a comprehensive computationally-efficient parallel hydrological model designed for large-

scale simulations (Shen and Phanikumar, 2010; Shen et al., 2013, 2014).

2.5.8. SHE

In the mid 1970s a Danish-French-UK consortium felt that a new hydrological model

was needed to tackle increasingly pressing practical hydrological problems. These is-

sues came in the form of impacts of anthropogenic activities on the hydrological cycle as

well as water resource development and management. The consortium comprised of DHI

(Dansk Hydraulisk Institut), SOGREAH (Société Grenobloise d’Etudes et d’Applications

Hydrauliques) and the Institute of Hydrology (UK).

The model known as “SHE” (Systeme Hydrologique Europeen; Abbott et al. (1986a,b))

was developed to tackle issues that conventional rainfall-runoff models could not, especially

consequences of man-made changes within a catchment. It was constructed with the vision

to be applicable to almost any hydrological problem. A flexible model structure with a

distributed structure and physical interpretation of hydrological processes expected to give

significant advantages over existing hydrological models for a range of applications that

were more complicated in nature.
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2.5.9. THALES

THALES, named after Thales of Miletos, a Greek philosopher who recognised the influ-

ence of topography on runoff generation, developed from the original work of O’Loughlin

(1986). It is a simple distributed parameter hydrological model which simulates Hortonian

overland flow and runoff from saturated source areas. Typically it is used to determine

barriers to modelling of the hydrology within small catchments.

This model is designed to take advantage of TAPES-C (Topographic Analysis Programs

for the Environmental Sciences: Contour) analysis of topography as a physically realistic

basis for structuring a dynamic hydrological model. It is a set of computer programmes

which generate a network of interconnected elements on a surface defined by elevation

isolines (Grayson et al., 1992).

2.5.10. TOPMODEL

TOPMODEL is a product of two overarching goals. 1. The construction of pragmatic

and practical forecasting and continuous simulation model. 2. Development of a theoret-

ical framework within which perceived hydrological processes, issues of scale and realism

and model procedures may be researched. Parameters are intended to be interpretable

physically and the total parameters kept to a minimum. In practice, this model attempts

to combine computational and parametric efficiency of a lumped approach with the link

to physical theory and possibilities for a more rigorous evaluation offered by a distributed

model (Beven et al., 1995).

These objectives led to a popular framework because of its simplicity. It uses a digital

terrain model for computational efficiency in predicting distributed hydrological responses

whilst also using a topographic index of hydrological similarity using analysis of topo-

graphic data. A kinematic wave routing of subsurface flow was also implemented to allow

the simulation of dynamically variable upslope contributing areas and replaces the as-

sumption of quasi-steady state saturated zone configuration (Beven and Freer, 2001).

2.5.11. tRIBS

tRIBS stands for TIN based Real Integrated Basin Simulator. It has been constructed

using object-oriented programming methodology in C++ allowing for the development

and simulation of catchment scale hydrological processes on a Triangulated Irregular

Network (TIN; Ralph M Parsons Laboratory (2000)).

Researchers from the Ralph M. Parsons Laboratory in the Department of Civil and En-

vironmental Engineering of MIT argue that the common methods of distributed models

using terrain inherent within a raster grid leads to large execution times and is highly

inefficient. Hence they have developed a distributed hydrological model on a TIN mesh.
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2.5.12. WATFLOOD

The WATFLOOD model makes optimal use of remotely sensed land cover data, digital ele-

vation models and numerical weather data. Distributed data may be directly incorporated

into hydrological modelling without loss of inherent details.

WATFLOOD was initiated by Don McMullen, a hydrometeorologist of the Province of

Ontario and Dr. Nick Kouwen as a visitor to the Conservation Authorities Branch of the

Ontario Ministry of Natural Resources as a flood forecasting system (Kouwen, 1986, 1988;

Kouwen and Mousavi, 2002). It is a set of integrated computer programmes which forecast

flood flows and / or do simulations for watershed having response times which range from

an hour to several weeks.

2.6. Literature Gap

Typically hydrological models within the literature have been applied to watersheds to

estimate the response of hydrological systems to intense storm events. The six components

which make up a hydrological model have been outlined in Section 2.2. Three of these

components will make up the hydrological model constructed in Chapter 4, namely the

interception, unsaturated zone and surface routing components. Only three parts are

considered due to the computational limitation of my personal PC. Tables 2.1 (page 54),

2.2 (page 60) and 2.3 (page 66) give overviews of the key literature methods and tools for

the interception, unsaturated zone and surface routing components of a hydrological model

respectively. The methodological similarities and differences between the hydrological

model developed in this work and the literature for the relevant components are highlighted

in Sections 2.7.1, 2.7.2 and 2.7.3.

Hydrological systems also have a key influence in local wildlife populations and maintaining

diverse habitats as well as other important roles in sustaining the local ecology (McCabe,

2011). Hydrological models are typically applied in the literature to understand the spatial

and temporal evolution of given storm events over specific time periods with the intention

of using it to estimate the hydrological impacts in future. Whilst this motivation of model

construction is important and satisfactory on its own, the hydrological model developed

in this work is done so with an understanding of the wider role watersheds have on the

local environment.

High level strategic goals defined by Cornwall Council through its “Environmental Growth

Strategy” (Section 1.1.5) can be achieved holistically through a computational platform

which integrates multiple models from different environmental domains that are interde-

pendent. For example, the output from a given hydrological model could be used as an

input to modelling frameworks which simulate the wildlife population of a given water-

shed (McRae et al., 2008). This work is not considered to be replicating the exercise of

hydrological model development for its own sake. It is considered to be a small cog in a

larger ecosystem management tool. Hence, the construction of the hydrological model is
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a first step “Towards a computational tool for the management of natural cap-

ital”. This tool is intended to be utilised as an aid to policy and decision making. This

tool would be comprised of multiple models from different environmental domains whose

inputs and outputs are dependent on one another.

Influence and motivation has been taken from the facility management industry considered

in Section 1.1.6 to apply methods which align with the high level strategic goals within

the ecosystem services field outlined in Section 1.1.4. There are many potential avenues

from the EGS one can explore. Ecosystem analytics could be presented on a “front-

end” platform, similar to the “MyFM” dashboard from the top HAT analytics platform

“Focal365” (1.1.6), to present the possible impacts of proposed policy solutions. The

first step toward constructing the “back-end” of this platform is the construction of a

hydrological model. This model is motivated by the need to meet the objectives of “Target

Outcome 4” (Section 1.1.5.1). This goal looks to construct a management guideline to aid

ecosystem analytics to support environmental growth in the long term whilst supporting

human needs in the short-medium term through housing construction.

Economic and societal growth is coupled with environmental growth, as outlined in the

Environmental Growth Strategy (1.1.5). Natural Capital Accounting is a framework which

helps in assessing how these three high-level domains influence one another. The facilities

management industry already has an established vernacular which could act as a tem-

plate to define a new domain specific analytical toolset for the natural capital accounting

framework. The use of the wider computational tool described could be applied to further

establish and embed this framework. The use of bespoke modelling tools on the “back-

end” of the tool makes advanced modelling techniques available to policy makers. Policy

makers could apply these models with confidence without the years of training needed to

successfully implement them. The perspective of a policy planner interacting with this tool

and its “plug-and-play” feature on the “front-end” of the tool is the primary motivation

of the scenarios in the simulation modelling outlined in Chapter 7.

2.7. My Modelling Approach

How surface runoff is calculated is determined by a hydrological model’s structure. Its

governing equations determine how simple or complex these calculations can be. Empirical

and statistical hydrological models, typically referred to as “black box” models are the

simplest. These models are data driven and their derivation are not built up from a

physical reality (Refsgaards and Knudsen, 1996; Sitterson et al., 2017; Beven, 2019). When

considering how land-use policy changes will affect the hydrological characteristics of a

watershed, an in-depth understanding of these characteristics is vital. Since these empirical

models do not offer such an understanding, the hydrological model being developed will

not use this approach.

Semi-distributed hydrological models model the essential physics that govern the hydro-

logical properties of a watershed. Key hydrological parameters are lumped together at
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sub-basin scales. This limits the amount of data required and reduces the amount of com-

putational power needed to simulate such systems. However, these models are not able

to determine the spatial variability of output within a catchment. Key to land-use policy

changes and flood risk assessment, the hydrological model constructed in this work must

contain this capability. As such, this approach to developing a hydrological model will not

be considered.

Fully-distributed hydrological models are conceived from the physical laws and equations

that govern the hydrological responses within a watershed. Any output at a given spatial

and temporal resolution can be ascertained. The key motivation of this work is centred

around a policy planner making land-use policy proposals using a computational tool.

A key component of this will be the need for output at various spatial and temporal

resolutions which can aid them in this regard. Thus, the hydrological model in this work

will be developed using the fully-distributed model framework.

Section 2.2 outlined the six key hydraulic processes which make up a hydrological model.

The Interception (Section 2.2.1), Unsaturated Zone (2.2.2), Snowmelt (2.2.4), Evapotran-

spiration (2.2.5), and Saturated Zone (2.2.6) components influence the amount of water

available for surface runoff and routing (Section 2.2.3).

Fully distributed hydrological models couple runoff generation with overland flow routing.

As mentioned in Section 2.5, these are key considerations in flood impact analysis. These

considerations are fundamental to the hydrological model being built in this work. Such

analysis will be made available through a ‘front-end’ dashboard tool that policy planners

can utilise where they can access a hydrological modelling tool designed in the ‘back-end’.

The construction of this model will be applied to the Coverack flooding case study, outlined

in Section 1.2, to analyse its performance and suitability for flood impact management.

This is conducted through the perspective of a policy planner using this tool. Due to the

ease of implementation, an orthogonal grid mesh structure (reviewed in Section 2.3) will

be utilised when constructing the model. The justification of this mesh is expanded upon

in Section 4.2.1.

Following the structure from Section 2.2, a summary of the approach taken and reasoning

behind the initial hydrological model construction is given. The model developed in this

work will run simulations on a standard personal computer1. As such, this model will

only contain three of the six components which compose a hydrological model, namely

the interception, unsaturated zone and surface routing components, to minimise compu-

tational expenditure. Similarities and differences between the methodologies used in the

model constructed and the models outlined in the literature will be listed for these com-

ponents. An explanation for the omission of the remaining three components is given in

their relevant sections.

1Machine specification: HP EliteBook 850 G3; 16 GiB memory; Intel®CoreTM i5-62000U CPU @ 2.30
GHz × 4; Mesa Intel®HD Graphics 520 (SKL GT2); 512.1 GB disk capacity. Ubuntu 22.01 1 LTS;
64-bit.
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2.7.1. Interception Component

Section 2.2.1 points to numerous in-depth existing methods which compute the intercep-

tion of precipitation. Key literature methods and tools related to this component are given

in Table 2.1 (page 54). This component will play a key factor in the total input of water

available when calculating overland water flow.

Canopy interception within the TOPNET hydrological model utilises a “Wetness Index

Distribution” derived from a Digital Elevation Model. This method quantifies terrain

driven variations in soil moisture and predicts relative surface wetness, and thus hydrolog-

ical responsiveness, across a watershed (Ibbitt, 1971; Bandaragoda et al., 2004). Rutter

et al. (1971) derived total interception loss as an integral of evaporation rate in time.

This method utilised the water balance equations to measure interception loss in a storm.

The interception component of LISTFLOOD applied a storage-based equation (Equation

(2.5)) (Merriam, 1960; Aston, 1979; Kouwen, 1988). Deardorff (1978) adapted a time-

dependent equation for predicting ground surface temperature from Bhumralkar (1975)

and Blackadar (1976) to determine surface water availability (demonstrated by Equation

(2.7), page 53). Finally, a bucket model approach was used within the PAWS scheme to

determine its interception routine (Shen and Phanikumar, 2010).

In order to minimise the overall complexity of the model, none of these methodologies

listed will be applied to the hydrological model in this work. Empirical parameters from

the literature will be identified and used to represent the interception components for

specific land-use categories. Section 4.3.7 discusses these empirical parameters in more

detail.

2.7.2. Unsaturated Zone Component

Section 2.2.2 summarises the methodology that has been taken within the literature to

simulate the unsaturated zone component of a hydrological model. Three methods were

illustrated, namely an empirically based mode (e.g. Horton’s), a mathematical model

based on physical processes (e.g. Richard’s equation) and a physically based approxima-

tions models (e.g. Green-Ampt and Philips models). The hydrological model construction

is based upon physical processes. Table 2.2 (page 60) lists the key approaches taken to

derive these models.

Green and Ampt (1911) were among the first people to construct a soil infiltration model

based on physical principles. Three fundamental constants of soil physics were identified:

Specific pore size; Permeability to water; and Capillary Coefficients. Work derived from

this model identified multiple parameter options for different soil categories. These are

listed in Table 3.1 on page 120. Horton (1919) was one of the first people to attempt to

aggregate all scientific research related to infiltration modelling at the time. His model

describes how soil infiltration capacity declines as a precipitation event advances. This

model generates runoff when precipitation intensity exceeds the soil infiltration capacity. It
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was empirically derived from small catchment studies. Richards (1931) constructed a non-

linear partial differential equation that describes water movement within unsaturated soils

in space and time between the atmosphere and an aquifer. This equation was templated on

the Darcy-Buckingham law that represents flow in porous media under varying saturated

conditions. Philip’s infiltration model (Philip, 1954) is a truncated power series solution

where known soil hydraulic properties are applied. This model assumes that Darcy’s law

is valid for unsaturated soils in a general form where hydraulic conductivity Kp is a unique

function of soil moisture content θ.

Unlike the Horton model which has no parameters that are linked to soil hydrological

properties, the Green-Ampt model has a robust catalogue of parameters that can be imple-

mented that are physically intuitive. The well established parameter values of the Green-

Ampt model, and its simplicity of application, means that it is preferred over Richards

equation and Philip’s model. Its construction is presented in Section 4.3.5.1.

2.7.3. Overland Flow and Routing Component

Overland flow and surface routing is the key hydrological model component when analysing

flooding impact due to land-use change. Within Section 2.2.3 two types of surface runoff

were defined, namely Horton and Dunne. Table 2.3 (page 60) lists some of the key method-

ologies constructed to model this behaviour.

One of the first well known surface routing models is the Xinanjiang model. This model

is a statistical integral structure which describes surface runoff generation over partial

catchment areas (Zhao, 1992; Habets et al., 1999; Kerkhoven and Gan, 2006). Its original

version constituted a single parabolic curve to describe soil moisture variation (Jayawar-

dena and Zhou, 2000). Within the literature it has typically been applied and validated

mainly in humid and semi-humid regions. A two-dimensional diffusion wave approxima-

tion of the shallow water equations comprised the surface routing component of the SHE

and MIKE SHE hydrological models (Abbott et al., 1986a,b). The friction component of

this approximation applied the Strickler/Manning resistance coefficients that was solved in

conjunction with the continuity equation within a finite difference scheme from Preissmann

and Zaoui (1979).

The Muskingum-Cunge method (Cunge, 1969; Merkel, 2002) applied physical-numerical

principles to determine the surface routing parameters. It combines the continuity equa-

tion and a simplified form of the momentum equation. Lighthill and Whitham (1955)

introduced the Kinematic wave model. This model describes discharge through a general

power relationship. This is solved simultaneously with the unsteady continuity equation

as well as the imposition of the initial and boundary conditions. This model is most

applicable to overland flow where lateral inflow is continuously added and constitutes a

significant part of the flow.

The Xinanjiang distribution model is a statistically-based method constructed without

parameters which incorporate any hydrological properties of the watershed. Since the
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physical intuition is not embedded within the model it is not considered a preferable

candidate in this work. The Muskingum-Cunge method assumes that all the geometric and

hydraulic data used to run it is representative of the watershed under consideration. The

idea of land-use change / flood risk modelling policy proposals is to disrupt the hydrological

properties and affect the discharge response of the watershed. This assumption makes the

method unsuitable for use.

Storm events by their very nature are discrete events. The kinematic wave model is

best suited to conditions where a continuous input is present. As such, this method has

not been considered for the surface routing component of the model in this work. The

two-dimensional diffusion wave approximation of the shallow water equations is the final

method listed in this section. The model’s parameters have the hydrological properties

of a system naturally represented within them. It has been successfully implemented into

the SHE and MIKE SHE hydrological models (Abbott et al., 1986a,b). These models use

an explicit finite difference scheme constructed by Preissmann and Zaoui (1979) to solve

the continuity equation along with the Strickler/Manning friction coefficients. The model

constructed in this work will apply the Godunov Finite Volume difference scheme instead.

The friction component of the model will be resolved from methods developed in Xia et al.

(2017) and Xia and Liang (2018). Chapter 3 will present the underlying maths that is

present in the construction of this modelling component outlined in Section 4.3.

2.7.4. Snowmelt Component

Since the motivation for this work resides from Cornwall Council’s “Environmental Growth

Strategy” (Section 1.1.5), the potential for snowfall within the area of interest is extremely

limited. Cornwall is located on the most south-western part on the island of Great Britain.

From the Met Office’s own analysis, Cornwall is statistically the least likely part of the

island to receive snowfall. It has a mean of nearly seven and a half days of snow or sleet

falling within a year (Meteorological Office, 2022), however its modal value is zero days

of snow or sleet falling. In view of this information for the area of interest, a snowmelt

component will not be implemented in the computational model.

2.7.5. Evapotranspiration Component

Evapotranspiration refers to the water lost to the atmosphere via evaporation for the

land surface and transpiration from vegetation as highlighted in Section 2.2.5. Within the

literature it is common practice to measure this process in units of millimetres per unit time

(Allen et al., 1998). Evapotranspiration considers the water loss from water availability

that already exists on the land surface. This work looks at the potential flooding impacts

from individual storm events as a result of land-use change. Evapotranspiration can have

long term future impacts to flow change (Watts et al., 2015), however it does not have an

immediate impact on the magnitude of flooding. Hence, the evapotranspiration component

is not included in the model construction.
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2.7.6. Saturated Zone Component

As stated in Section 2.2.6, this component is intrinsically linked with the unsaturated zone

via the percolation rate. However, for simplicity, this component will not be considered

in the model construction to minimise computational expense and run time.

2.8. Summary

Chapter 2 begins the exploration towards the construction of a computational tool in the

form of a hydrological model for flood risk. Section 2.2 notes that a hydrological model

comprises of six constituent parts. The interception component (Section 2.2.1) refers to

redistribution of gross rainfall by vegetation. Key literature methods and tools are given in

Table 2.1 (page 54). Interception methods range from the simple application of a “wetness

index distribution” employed in TOPNET (Bandaragoda et al., 2004) to the involvement

of a 1D Richards Equation used in PAWS (Shen and Phanikumar, 2010). Further inter-

ception models from Ibbitt (1971), Rutter et al. (1971), Kristensen and Jensen (1975),

Kouwen (1988) and Deardorff (1978) were outlined. Section 2.2.2 reviews the unsaturated

zone component of a hydrological model. The key literature tools, methods and their

genesis are given in Table 2.2 (page 60). Four methodologies dominate this component.

These range from the empirical Horton method (Horton, 1919) to a physical-numerical

construction within the Philip model (Philip, 1954). Section 2.2.3 reviews the overland

flow routing component of hydrological modelling. This component is fundamental for

understanding how flooding impact responses change due to land-use change and inter-

vention. Table 2.3 on page 66 outlines the key methodologies and tools present within the

literature. The ISBA, MISBA and LISFLOOD models have all utilised the Xinanjiang

distribution model (Zhao, 1992; Habets et al., 1999; Kerkhoven and Gan, 2006). This

model determines a catchment response by sub-dividing the basins into sub-basins and

accumulating the responses of these basins. SHE and MIKE SHE models adopt the 2D-

diffusion wave solution to govern overland flow (Abbott et al., 1986a,b). Also outlined is

the physical-numerical Muskingum-Cunge method (Cunge, 1969; Merkel, 2002) outlining

the stage/discharge relationship and the Kinematic wave model (Lighthill and Whitham,

1955) which describes waves without consideration of the forces giving rise to the motion.

Section 2.2.4 looked at the snowmelt component of hydrological models, typically present

in higher altitude regions. Two main methods were outlined, the temperature index and

energy balance method. Evapotranspiration, the summation of water loss from a defined

area during a specific time period, was discussed in Section 2.2.5. The aerodynamic

method, focusing on the relationship between wind velocity and specific humidity, and the

energy balance method, which looks at the main influencing processes of latent heat were

discussed in that section. Subsurface flow within saturated soils is covered by the saturated

zone component in a hydrological model (Section 2.2.6). One method to represent this

is a three-dimensional groundwater flow equation (Refsgaard and Storm, 1995). Another

way to model this component is through the topographic wetness index (Kirkby and
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Weyman, 1974). A gravity drainage scheme (Kerkhoven and Gan, 2005) and a quasi

three-dimensional cascade model (Ivanov et al., 2004b) have also been used. These final

three hydrological modelling components are introduced but no tables outlining their

key literature methods and tools were given. Due to the level complexity required to

incorporate all six components into a hydrological model and the fact that the model

would be applied to a personal machine, these components will not be included in the

initial construction of the hydrological model. This decision is justified in Section 2.7.

A brief review of computational mesh types was presented in Section 2.3. Sections 2.4

and 2.5 outlined the advantages and drawbacks of semi-distributed and fully-distributed

hydrological models respectively. These modelling structures fundamentally govern how

surface runoff is calculated within a hydrological model. Within both sections, examples

of specific models and their origins were mentioned. Section 2.6 identified the opportu-

nity to apply hydrological models from within the literature in a new way. Through the

application of a “front-end dashboard”, those with little to no understanding of how to

successfully apply a hydrological model for policy planning contexts could have access to

these tool. There is a wide scope that the development of the hydrological model and

its output could be interlinked with other environmental models to assess the wider role

watershed responses have on the local environment.

Using the knowledge available from the literature and the context in which this hydro-

logical model is to be constructed, Section 2.7 justified the modelling approach taken

within this work on a component-by-component basis. It began by reviewing the under-

lying structure of a hydrological model. A fully-distributed model will be adopted for the

hydrological model in this thesis as these models are conceived from physical laws and

equations where outputs are given at spatial and temporal resolutions. As the key moti-

vation of this work centres around land-use policy planning and flood risk assessment it is

viewed that this modelling structure is the most suitable for the context. The interception

component of a hydrological model is a key factor in the total input of water available

when calculating overland flow. An empirical approach will be adopted to represent this

component to minimise the overall complexity of the model. The Green-Ampt model is

adopted for the unsaturated zone component of the model due to its well established and

robust catalogue of parameters that are physically intuitive and can be easily applied. The

overland flow and routing component will apply the 2D diffusion wave approximation to

the shallow water equations. It will apply the Godunove Finite Volume difference scheme

with the friction component modelled from Xia et al. (2017) and Xia and Liang (2018).

The remaining three modelling components are not included in the construction of the

hydrological model. Their justifications are given in Sections 2.7.4, 2.7.5 and 2.7.6 for the

Snowmelt, Evapotranspiration and Saturated Zone components respectively.

This chapter has determined what comprises a hydrological model (RQ1). It has also

given a comprehensive review of the modelling techniques and contexts in which they

are applied (RQ2). Section 2.7 has determined the approach and techniques that will

be applied to construct a hydrological model in this work (RQ3). Finally, Tables 2.1,

2.2 and 2.3 have begun to outline how models are validated, verified and calibrated in
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their specific contexts (RQ4). Chapter 3 will discuss the underlying methodology which

underpins the hydrological model that is constructed in this work. Chapter 4 will outline

the construction of the model based on the review conducted within this chapter.
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3.1. Introduction

Chapter 1 provided the themes on which this thesis is based. In particular, humankind’s

need to equitably and sustainably use finite resources to attain our material, cultural

and fundamental needs. Cornwall Council set a comprehensive policy platform looking to

transition to a low-carbon green economy to meet its own needs (Section 1.1.5). One of

its key aims is to construct 52,500 homes by 2030. This will have a significant impact on

the local flood-plain hydrological characteristics and so an “environmental management

system” to support environmental growth was also included. Many academic parallels exist

between this proposed management platform and the “facilities management” industry

(Section 1.1.6). Within this thesis it is proposed that a portfolio management dashboard

such as MyFM could be utilised as a policy guidance tool to inform policy makers of

the potential flooding impacts on proposed development sites. Underneath this front-end

dashboard would be the hydrological modelling computational tool. Chapter 2 reviewed

the literature from which such a hydrological model could be developed. Section 2.2 looked

at the individual components that can make up a hydrological model. Section 2.3 gave an

overview of the computational mesh options available to a hydrological model. Sections

2.4 and 2.5 illustrated the two main categories of hydrological models, semi-distributed

and fully-distributed, respectively, utilising specific model examples from the literature.

Section 2.6 outlined the research gap this thesis intends to fill. Finally, Section 2.7 justified

the approach taken in constructing the hydrological model in this work. The reasoning

provided was given in context of the specific case study chosen, highlighted in Section 1.2.

In this chapter, the underlying modelling theory which underpins the computational hy-

drological model developed in Chapter 4 is given. References to Appendices A and B

are provided throughout to point the user to the underlying mathematical theory of the

modelling techniques discussed in this chapter. To begin, a review of the properties of

the Riemann problem are given from the perspective of the linear advection equation in

Section 3.2. This understanding is expanded to the linear and multivariate cases (Sections

3.2.2 and 3.2.3 respectively) where a general solution structure to the Riemann problem

(Section 3.2.3.1) is given as well as an illustration of the 2 × 2 case. Gudonov’s numeri-

cal method is introduced in Section 3.4.1 with its application to local Riemann problems

to solve the linear advection equation. This methodology is built upon to discuss the

two-dimensional Godunov first-order upwind method (Section 3.4.6). A brief overview on

Total Variation Diminishing theory is given in Section 3.5. This chapter will conclude by

looking into the background of point infiltration modelling from first principles (Section
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3.6) with an emphasis on the Green-Ampt infiltration model (Section 3.6.1) and the

SCS Method (Section 3.6.2) for non-urban and urban regions respectively.

3.2. The Riemann Problem

3.2.1. An Initial Value Problem using a Linear Advection Equation

Consider the time-dependent one-dimensional linear advection equation and initial condi-

tion




ut + aux = 0, −∞ ≤ x ≤ ∞, t > 0

u(x, 0) = u0(x).
(3.1)

Here, Equation (3.1) admits a solution u = f(x− at), which moves at speed a. a is more

commonly referred to as the constant wave propagation speed. At initial time t = 0, u

is solely a function in the spatial domain and denoted u0(x). The simplicity of problem

(3.1) is the foundation to build an understanding of what the Riemann problem is. An

understanding of the basic hyperbolic partial differential equation properties such as its

characteristic and the general solution structure is given in Appendix (A.1.2; page 301).

3.2.2. The Riemann Problem: A Linear Case

The Riemann problem is a special case of an initial value problem. Using the linear

advection equation from (3.1) let us redefine the initial condition as follows





ut + aux = 0

u(x, 0) = u0(x) =




ul if x < 0

ur if x > 0.

(3.2)

Shown in Figure 3.1 are the two constant values ul (left) and ur (right) of the discontinuity

at x = 0. The constant values are often times referred to as the left and right Riemann

states.

Using themethod of characteristics analytical technique (discussed in Appendix (A.1.2.1;

page 301)), all the points on the initial profile may be expected to propagate a distance at

in time t. More specifically, the initial discontinuity at x = 0 should propagate a distance

a t in time t. This specific characteristic curve at the discontinuity defines a boundary

between characteristic curves to the left with solution ul and characteristics to the right

with solution ur. This solution structure is highlighted in Figure 3.2. A detailed sum-

mary of the general solution structure is in Appendix (A.1.2.1). As the initial conditions
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u0(x)

x

ul

ur

x = 0

Figure 3.1.: A diagram of the initial data or Riemann states for the Riemann problem.
At t = 0 the initial data consists of two constant states separated at a discon-
tinuity x = 0.

t

x0

x− at = 0
x− at < 0

ul
x− at > 0

ur

Figure 3.2.: A pictorial representation for the solution to the Riemann Problem in the x−t
plane for the linear advection equation where the characteristic speed a > 0.

are constant on either side of the characteristic curve, one may define the solution to the

Riemann problem presented in (3.2) as

u(x, t) = u0(x− at) =




ul if x− at < 0

ur if x− at > 0.
(3.3)

100 CHAPTER 3. UNDERLYING MODELLING FOUNDATION



3.2. THE RIEMANN PROBLEM

Illustrated in Figure 3.2 is the solution described in (3.3) in the x−t plane. One may draw

a characteristic through a point x0 on the x-axis. Since a is constant, each characteristic

is parallel to one another. The characteristic which passes through the discontinuity x = 0

defines the boundary from which the solution changes.

3.2.3. The Riemann Problem: A multivariate case

Sections 3.2.1 - 3.2.2 discussed the linear Riemann problem by considering a linear ad-

vection equation in one-spatial dimension. This section will build on this analysis by

expanding this understanding to the multivariate Riemann problem using a set of m hy-

perbolic PDEs expressed as

Ut +AUx = 0, (3.4)

with coefficient entries in A all constant. Using the assumption of hyperbolicity the matrix

A has m real eigenvalues λ(i) with corresponding linearly independent eigenvectors e(i)

where i ∈ {1, · · · ,m}. The general theory relating to linear hyperbolic systems may be

viewed in Appendix (A.1.3; page 302). Consider the Riemann problem for the hyperbolic,

constant coefficient system (3.4), mathematically expressed as





Ut +AUx = 0, −∞ < x <∞, t > 0

U(x, 0) = U(0)(x) =




Ul x < 0,

Ur x > 0.

(3.5)

The above problem (3.5) is a generalised expression of (3.2). It is assumed that the system

is strictly hyperbolic. As such the real and distinct eigenvalues are ordered as

λ(1) < λ(2) < · · · < λ(m). (3.6)

3.2.3.1. A General Solution Structure

Figure 3.3 pictorially represents the solution structure of the Riemann problem (3.5) in

the x-t plane. m waves emerge from the origin. Each wave relates to each eigenvalue λ(i).

Every wave i contains a jump discontinuity in U propagating with speed λ(i). To the

left of the λ(1)-wave, the solution is simply the initial data Ul. Similarly, to the right of

the λ(m)-wave is the solution Ur.

The problem before us is to construct a solution between the internal sections from the

λ(1)- and λ(m)-waves. Utilising the fact that the eigenvectors E(1), · · · , E(m) are linearly

independent, one can expand the constant left and right states as linear combinations of
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t

x0

Ul

λ(1)
λ(2)

λ(i)
λ(m−1)

λ(m)

Ur

Figure 3.3.: The solution structure for the general m × m Riemann problem of a linear
hyperbolic system with constant coefficients.

these eigenvectors i.e.

Ul =
m∑

i=1

aiE
(i), Ur =

m∑

i=1

biE
(i), (3.7)

with constant coefficients ai, bi. The fundamental theory used here is discussed in Ap-

pendix (A.1.3.1; page 302). Considering the problem in terms of its characteristic variables

we have m scalar Riemann problems for the PDEs

∂wi
∂t

+ λ(i)
∂wi
∂x

= 0. (3.8)

Using a similarity argument one may translate the initial conditions of the Riemann prob-

lem in (3.2) to give the initial conditions for the characteristic equation (3.9). Equivalently,

the solution for the characteristic equation may be reached by comparing and contrasting

the solution of the linear advection equation (3.3) to yield (3.10).
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w
(0)
i =




ai if x < 0

bi if x > 0.
(3.9)

Hence comparing the solution structure from the scalar Riemann problems each charac-

teristic variable has the solution

wi(x, t) = w
(0)
i (x) =




ai if x− λ(i)t < 0

bi if x− λ(i)t > 0.
(3.10)

For any given point (x, t) there exists and eigenvalue λ(I) such that λ(I) < x/t < λ(I+1).

In other words, x − λ(I)t > 0, ∀ i such that i ≤ I. Note here that x/t may also be less

than (or greater than) every single eigenvalue. As such the final solution of the Riemann

problem may be written in terms of the original variables as

U(x, t) =
m∑

i=I+1

ai E
(i) +

I∑

i=1

bi E
(i), (3.11)

where the integer I = I(x, t) is the maximum value of the sub-index i for which x−λ(i)t >
0.

3.2.3.2. A 2× 2 system example

To illustrate the theory that is presented in Section 3.2.3.1 consider a general 2× 2 linear

hyperbolic system. Figure 3.4 shows two waves emerging from the origin (0, 0) in the (x, t)

plane with speeds equal to λ(1) and λ(2).

To the left of dx/dt = λ(1) is the initial state Ul = a1E
(1) + a2E

(2). Similarly, the initial

state Ur = b1E
(1) + b2E

(2) is the solution to the right of the ODE dx/dt = λ(2). The

section to the right of the left wave and left of the right wave is most commonly referred to

as the star region with the solution denoted U∗. Its value is determined by considering

the pathway of the two waves which emanate from the origin of the initial discontinuity.

Starting from a point P∗(x, t) within the star region we trace along the characteristic

curves with speeds λ(1) and λ(2). These characteristics are represented by the dashed lines

in Figure 3.4 and are parallel to the characteristics which pass through the origin. The

characteristic curves which pass through P∗ also pass through the initial points x
(1)
0 =

x− λ(1)t and x
(2)
0 = x− λ(2)t.

The solution may be expressed in the form of (3.11) and now one must select the correct

corresponding coefficients which satisfy these characteristic curves. A time t∗ and point xl

to the left of the slowest wave is chosen so that U(xl, t
∗) = Ul. Highlighted in Figure 3.5
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t

x0

λ(1) λ(2)

x
(1)
0x

(2)
0

P∗(x, t)

Ul

U∗ U∗

Ur

Figure 3.4.: The solution structure for the 2 × 2 Riemann problem of a linear hyperbolic
system with constant coefficients.

t

x0

λ(1) λ(2)

xl

Ul

U∗ U∗

Ur

t∗

Figure 3.5.: One may find the solution to the Riemann problem for the 2× 2 linear hyper-
bolic system by tracing along the dashed horizontal line at t = t∗.

is the starting point (xl, t
∗). Since this is to the left of the λ(1)-wave every coefficient is

ai. As we trace the horizontal line t = t∗ we eventually pass the wave dx/dt = λ(1), where

x − λ(1)t changes sign (as expressed in (3.10)). As such the constant coefficient changes

from a1 to b1. Hence, the solution within the entire star region between the two waves is

U∗(x, t) = b1E
(1) + a2E

(2). (3.12)

Continuing to move rightward one eventually crosses the λ(2) wave where x−λ(2)t changes
from negative to positive. Again, utilising the result in (3.10) the right initial state i.e.

the solution to the right of the fastest wave speed is obtained,

Ur(x, t) = b1E
(1) + b2E

(2). (3.13)
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3.3. Conservation Laws

3.3.1. Rankine-Hugoniot Conditions

Within a one-dimensional fluid flow, the relationship between two different fluid charac-

teristics on either side of a shock wave is known as the Rankine-Hugoniot conditions

or Rankine-Hugoniot jump conditions. This is named after the work produced by

William J. M. Rankine and Pierre H. Hugoniot (Rankine, 1870; Hugoniot, 1887, 1889;

Salas, 2006).

Given a system of hyperbolic conservation laws

Ut + F (U)x = 0, (3.14)

with a discontinuous wave solution of speed Si and corresponding characteristic speed

λi (U), the Rankine-Hugoniot conditions state that the difference in flux either side of

the discontinuity is equal to the product between the difference in respective states im-

mediately to the left and right of the discontinuity and the wave solution of speed Si

i.e.

∆F = Si∆U (3.15)

where

∆U ≡ Ur − Ul, ∆F ≡ Fr − Fl, Fr = F (Ur) , Fl = F (Ul) .

Ul and Ur denote the states immediately to the left and right of the discontinuity respec-

tively. Figure 3.6 shows these conditions for the case of a single discontinuity.

Typically, it is difficult to be able to determine speed Si as a function of initial states.

Ul

Fl

Ur

Fr

Si

Figure 3.6.: Rankine-Hugoniot conditions for a single discontinuity of speed Si. The two
constant states Ul and Ur are connected via a system of conservation laws.
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When we consider a linear system with constant coefficients such as Equation (3.4) at

the top of Section 3.2.3 on page 101 with eigenvalues λi, i ∈ {1, · · · ,m}. Its Rankine-

Hugoniot conditions across the discontinuous wave of speed Si ≡ λi is

∆F = A∆U = λi (∆U)i . (3.16)

These conditions allow us to construct solutions of the Riemann problem for a hyperbolic

system more efficiently.

3.3.2. Elementary-Wave Solutions of the Riemann Problem

Consider a quasi-linear hyperbolic system

Wt + A (W)Wx = 0, (3.17)

where

W = [ω1, ω2, · · · , ωm]T . (3.18)

Consider applying a solution to the Riemann problem for a general m × m non-linear

hyperbolic system with initial data Ul, Ur and the Initial Value Problem:





Ut + F(U)x = 0

U(x, 0) = U0(x) =




Ul, ifx < 0

Ur, ifx > 0.

(3.19)

Section 3.3 outlines all the relevant theory needed to reach Equation (3.19). A similarity

solution of Equation (3.11) to Equation (3.17) is composed of m+ 1 constant states with

m waves separating it. This solution is denoted as U(x/t) and illustrated in Figure 3.7.

For each wave an eigenvalue, λi, defines a wave family. Within a linear system with

constant coefficients, each wave discontinuity of speed Si = λi defines a linearly degenerate

field. In non-linear systems, wave discontinuities may present themselves as shock waves

or contact waves. They may also transition smoothly as rarefactions. The definition of

these waves depends solely on the Riemann states of the Riemann problem for each specific

wave. Each of the three wave possibilities and their solutions are considered in Appendix

Sections (A.3.4) - (A.3.6).

Assuming the Riemann states Ul and Ur are connected by a single wave and all other

waves contain zero strength, the solution of the Riemann problem consists of a single
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t

x0

Ul

λ(1)
λ(i)

λ(m)

Ur

Figure 3.7.: A solution structure for the Riemann problem within a non-linear system of
conservation laws.

non-trivial wave. In practice, a common approach is to select constant states that reside

either side of a contact wave and if it is a discontinuity, results in either a shock or contact

wave.

3.4. Godunov’s Numerical Method

When considering the simulation of flooding events one has to consider the wetting and

drying processes on complex terrain and adjacent grid pixels. Such scenarios are likely

to contain solutions with discontinuities such as shock waves. Specific constraints on the

mathematical formulations of governing equations and individual numerical schemes are

needed to be able to solve such problems.

One such constraint is that variables within the governing equations must be conserved .

It is not within this work’s remit to explain why this is the case. However, work by Hou

and LeFloch (1994) highlights in depth that non-conservative variables do not capture the

required behaviour at a discontinuous wet-dry interface.

A fundamental result from Lax and Wendroff (1960) states that if conservative numerical

methods are convergent then they converge to a weak solution of the conservation law.

When considering the modelling of flooding scenarios, pixels are likely to begin dry and

become wet. This is a common example of shock wave behaviour. To capture such

properties, a conservative numerical method is needed.

Consider the scalar conservation law of the linear advection equation (3.1) in integral form

ˆ
(u dx − f dt) = 0, (3.20)

where for a given rectangular control volume [x1, x2]× [t1, t2],
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ˆ x2

x1

u(x, t2) dx =

ˆ x2

x1

u(x, t1) dx+

ˆ t2

t1

f(u(x1, t)) dt−
ˆ t2

t1

f(u(x2, t)) dt. (3.21)

3.4.1. A Conservative Method

For the scalar conservation law (3.20), a conservative numerical method takes the form

u
(k+1)
i = u

(k)
i +

∆t

∆x

(
fi− 1

2
− fi+ 1

2

)
, (3.22)

where the numerical flux fi+ 1
2
is an approximation to the physical flux f(u) defined as

fi+ 1
2
= fi+ 1

2

(
u
(k)
i−al , · · · , u

(k)
i+ar

)
. (3.23)

al, ar are two non-negative integers. A fundamental property of the numerical flux is the

consistency condition

fi+ 1
2
(v, · · · , v) = f(v). (3.24)

In other words, if all the numerical flux arguments in (3.23) equate to u(k) then the

numerical flux is identical to the physical flux. Further analysis of this property may be

seen in LeVeque (1992). One may also derive a second conservative method:

u
(k+1)
i = u

(k)
i +

∆t

∆x

[
fi− 1

2
− fi+ 1

2

]
, (3.25)

where

fi− 1
2
=

1

∆t

ˆ ∆t

0

f
(
ũ
(
xi− 1

2
, t
))

dt, fi+ 1
2
=

1

∆t

ˆ ∆t

0

f
(
ũ
(
xi+ 1

2
, t
))

dt (3.26)

are the intercell fluxes defined as time integral averages. Further information on the

derivation of Equation (3.25) is in Appendix (A.4.3; page 335).

3.4.2. Defining a local Riemann problem

Sergei K. Godunov was first to expand on the conservative numerical modelling of a first-

order upwind scheme by Courant, Isaac and Rees Courant et al. (1952) by extending

the analysis to non-linear hyperbolic laws. Further literature on the CIR scheme can be
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found at (Toro et al., 1994, pg. 168) and references therein.

The specific numerical modelling begins with a conservative method of the form shown

in Equation (3.22) in Section 3.4.1. The intercell numerical fluxes, fi− 1
2
and fi+ 1

2
, are

calculated via solutions of local Riemann problems.

One fundamental assumption needed for this computation is that, at a given timestep k,

initial data is a piece-wise constant distribution. It is more convenient to think at timestep

k, that data are pairs of constant states
(
u
(k)
i , u

(k)
i+1

)
with a discontinuity at the intercell

boundary xi+ 1
2
.

From this construction, one can define the local Riemann problem at the given timestep

k at each intercell boundary xi+ 1
2
as RP

(
u
(k)
i , u

(k)
i+1

)
with initial data

(
u
(k)
i , u

(k)
i+1

)
i.e.





ut + f(u)x = 0

u(x, 0) = u0(x) =




u
(k)
i ifx < 0,

u
(k)
i+1 ifx > 0.

(3.27)

This local Riemann problem definition may be applied numerously to determine a solution

for the global problem at timestep k + 1.

3.4.3. Transparent Boundary Conditions

The conservative method (3.25) may be computed for pixels i ∈ {2, · · · , n−1}. For each
corresponding Riemann problem the fluxes are defined at the intercell boundaries xi− 1

2

and xi+ 1
2
. For pixels 1 and n, each only contain one intercell flux to the right and left of

each respective cell.

Consider the left boundary at i = 1 where f 3
2
exists but f 1

2
does not. One can specify a

fictitious cell at i = 0 with a cell average u
(k)
0 at each timestep. From this construction,

define a Riemann problem RP
(
u
(k)
0 , u

(k)
1

)
which can be solved to determine the intercell

flux f 1
2
. This construction can be emulated on the right hand boundary. Define a fictitious

cell i = n + 1 and cell average u
(k)
n+1 so that the Riemann problem RP

(
u
(k)
n , u

(k)
n+1

)
may

be resolved to find the intercell flux fn+ 1
2
.

It is common practice to define the cell averages of the fictitious pixels as data at the cell

averages adjacent to the boundaries i.e.

u
(k)
0 = u

(k)
1 , u

(k)
n+1 = u(k)n . (3.28)

Defining the boundary condition this way will see no disturbances caused at the bound-

aries. Waves will go through the intercell fluxes f 1
2
and fn+ 1

2
as if they were not there.
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These are typically referred to as transparent or transmissive boundary conditions.

3.4.4. Timestep choice

Explicit time integration schemes timestep choice are restricted due to the numerical

domain of dependence. This is outlined further in Appendix Sections (A.2.1) - (A.2.4).

Similar constraints exist in conservative methods. For Godunov’s method, the choice ∆t

is dependent on the Courant number C.

For non-linear problems, at each time steps, multiple wave speeds exist and thus mul-

tiple associated Courant numbers need to be considered. When discussing the second

interpretation of Godunov’s method (Equation (3.25); its derivation is outlined further in

Appendix A.4.3), it is implicitly assumed that the solution to the local Riemann problem

is constant along the intercell boundaries. Hence, the fastest wave at any given timestep

travels for at most a single cell length, ∆x, within timestep ∆t. Representing the maxi-

mum wave speed through the domain at t = k as S
(k)
max , themaximum Courant number

Ccfl, known as the CFL coefficient is defined as

Ccfl =
∆t S

(k)
max

∆x
. (3.29)

∆t is determined so that

0 < Ccfl < 1. (3.30)

Hence,

∆t =
Ccfl ∆x

S
(k)
max

. (3.31)

Estimating the maximum speed S
(k)
max can be very difficult and frustrating when simulating

realistic scenarios. Possible estimation methods could include:

1. Obtain the absolute value maximum characteristic speed u
(k)
i out of the n+2 avail-

able at any timestep k;

2. Find the absolute value speed S
(k)

i+ 1
2

from the Riemann problem solution at every

timestep k as this information is available through the flux estimation computation.

One has to take account as to the wave behaviour and so intercell speed would be

defined as
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0

t(k)
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λn

Godunov flux

Figure 3.8.: The computation of a Godunov intercell flux for a linear hyperbolic system
with constant coefficients.

S
(k)

i+ 1
2

=





∣∣∣12
(
u
(k)
i + u

(k)
i+1

)∣∣∣ (Shock)

max
(∣∣∣u(k)i

∣∣∣ ,
∣∣∣u(k)i+1

∣∣∣
)

(Rarefaction).
(3.32)

From (3.32) one may then define the maximum wave speed at t = k as

S(k)
max = max

i

{
S
(k)

i+ 1
2

}
where i ∈ {0, · · · , n+ 1}. (3.33)

By choosing the CFL coefficient, the timestep ∆t is determined as illustrated in (3.31).

Typically the empirical value Ccfl = 0.9 is used for the linear stability condition |c| ≤ 1.

3.4.5. Godunov’s Method

Consider the constant coefficient, linear hyperbolic system written in conservative form as

Ut + F (U)x = 0, F (U) = AU. (3.34)

A more general review of quasi-linear hyperbolic equations is given in Appendix (A.1.1). A

Godunov first-order upwind method applies the conservative formula (3.25). To determine

the intercell numerical flux,

F
(
Ui+ 1

2
(0)
)
, (3.35)

the solution of the local Riemann problem, RP
(
U

(k)
i , U

(k)
i+1

)
, denoted Ui+ 1

2
(x/t) is

needed. In this instance, Ui+ 1
2
(0) is the value of the solution at x/t = 0. This is

pictured in Figure 3.8.
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In Section 3.2.3 the general solution structure of the Riemann problem in the x− t plane

where each wave relates to an eigenvalue λ(i) with an associated eigenvector was discussed.

This work also allowed the expansion of the left and right states as linear combinations of

the eigenvectors.

Building on the work described above, expand the initial Riemann states with constant

coefficients aj , bj

U
(k)
i =

n∑

j=1

ajE
(j), U

(k)
i+1 =

n∑

j=1

bjE
(j). (3.36)

Thus, at any point in the x− t plane the general solution is given by

Ui+ 1
2
(x/t) =

I∑

j=1

bjE
(j) +

n∑

j=I+1

ajE
(j). (3.37)

I is the largest integer where I ∈ [1, n] such that λ(I) ≤ x/t.

The Godunov flux at x/t = 0 requires an integer I such that λ(I) ≤ 0 and 0 ≤ λ(I+1).

Provided this criteria is met, one can then use (3.37) to determine a solution as either

Ui+ 1
2
(0) = U

(k)
i +

I∑

j=1

(bj − aj)E
(j) (3.38)

or

Ui+ 1
2
(0) = U

(k)
i+1 −

n∑

j=I+1

(bj − aj)E
(j). (3.39)

The discontinuous jump across wave j with eigenvalue λ(j) is captured by the difference

between the constant coefficients (bj − aj). The solution to the Riemann problem at

x/t = 0 is interpreted as the left initial state U
(k)
i summed with every wave jump across

waves of negative or zero speed. Similarly, (3.39) begins with the right initial state U
(k)
i+1

minus the wave jumps across each wave of non-negative speeds.

A full solution structure may be ascertained by combining (3.38) and (3.39)

Ui+ 1
2
=

1

2

(
U

(k)
i + U

(k)
i+1

)
− 1

2

m∑

j=1

sign(λ(j) (bj − aj))E
(j). (3.40)

Finally, one can implement any solution structure (3.38) - (3.40) to obtain the Godunov
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intercell flux (3.35), which when applied respectively with eigendecomposition are

Fi+ 1
2
= F

(k)
i +

I∑

j=1

(bj − aj)λ
(j)E(j), (3.41)

Fi+ 1
2
= F

(k)
i+1 −

n∑

j=I+1

(bj − aj)λ
(j)E(j), (3.42)

Fi+ 1
2
=

1

2

(
F

(k)
i + F

(k)
i+1

)
− 1

2

m∑

j=1

(bj − aj) |λ(j)|E(j). (3.43)

Toro et al. (1994) (pg. 192-193) shows two further ways in which the Godunov flux may

be written.

3.4.6. Two-dimensional finite volume method

Highlighted in Section 2.2.3, at least two dimensions are needed to understand the spatial

variance of overland flow. Methodology on how conservative methods may be used over

a finite control volume in a single dimension are considered in Appendix (A.4.1). The

method outlined in this section is an extension of this.

Consider the time-dependent two-dimensional conservation law

Ut + F(Ux) + G(Uy) = 0. (3.44)

The domain is constructed so that the boundaries of each pixel align with the coordinate

directions of the computational cell Ωi,j , where i, j refer to the positions of the x- and

y-directions respectively. Each pixel has an area of ∆x × ∆y. The cell average U
(k)
(i,j) is

located in the centre of the cell, thus giving its name to cell centred methods.

Figure 3.9 highlights the computational domain and the intercell boundaries which corre-

spond to an individual numerical flux. From this construction, the explicit finite volume

scheme to solve (3.44) would be

U
(k+1)
(i,j) = U

(k)
(i,j) +

∆t

∆x

(
F(i− 1

2
,j) − F(i+ 1

2
,j)

)
+

∆t

∆y

(
G(i,j− 1

2
) − G(i,j+ 1

2
))
)
. (3.45)

In this example, the cell average in Ωi,j is updated from t = k → t = k + 1 in a single

timestep by considering every intercell boundary flux contribution. This is a natural

extension of the one-dimensional conservative formula (3.22) discussed in Section 3.4.1.

The most simple upwind finite volume method may be demonstrated through applying
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the Godunov first-order upwind flux across each intercell boundary (presented in detail in

Appendix Sections A.4.2 and A.4.3). Namely one can define the intercell boundary fluxes

as

F(i+ 1
2
, j) = F

(
U(i+ 1

2
, j)(0)

)
, G(i, j+ 1

2
) = G

(
U(i, j+ 1

2
)(0)
)
, (3.46)

where U(i+ 1
2
, j) (x/t) is the solution to the Riemann problem





Ut + F (U)x = 0,

U (x, 0) =




U

(k)
(i, j) if x < 0,

U
(k)
(i+1, j) if x > 0.

(3.47)

U(i, j+ 1
2
) (x/t) is the solution to the Riemann problem





Ut + G (U)y = 0,

U (x, 0) =




U

(k)
(i, j) if y < 0,

U
(k)
(i, j+1) if y > 0.

(3.48)

3.4.6.1. The Godunov Finite Volume Method

Consider the linear advection equation with constant positive velocity coefficients a1, a2

ut + f(u)x + g(u)y = 0, f(u) = a1u, g(u) = a2u. (3.49)

By applying the first interpretation of Godunov’s method (Equation (3.22); additional

details in Appendix (A.4.2); page 334) one will obtain

u
(k+1)
(i, j) = u

(k)
(i, j) + c1

(
u
(k)
(i−1, j) − u

(k)
(i, j)

)
+ c2

(
u
(k)
(i, j−1) − u

(k)
(i, j)

)
, (3.50)

where the Courant numbers in the x- and y-directions respectively are

c1 =
a1∆t

∆x
; c2 =

a2∆t

∆y
. (3.51)

Figure 3.10 illustrates the computational stencil. The point (i, j) is the centre of the

stencil with pixel average u
(k)
(i, j). Typically, the cell averages u

(k)
(i−1, j) and u

(k)
(i, j−1) are the
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Figure 3.9.: A two-dimensional Cartesian domain discretised into finite volumes Ωi,j with
an area of ∆x × ∆y. Each computational pixel has four intercell boundaries
(anti-clockwise) Fi− 1

2
, j , Gi, j− 1

2
, Fi+ 1

2
, j , andGi, j+ 1

2
.

upwind values in the x- and y-directions respectively and are used to update the cell

averages.
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Figure 3.10.: A stencil for the Godunov finite volume scheme during the linear equation
with positive velocity components a1 and a2. The arrow denotes the direction
of the velocity vector.

3.5. Total Variation Diminishing Methodology

3.5.1. Flux Limiters

Shocks, discontinuities or abrupt changes in the solution domain may result in unpre-

dictable oscillations within high order spatial discretisation schemes. Flux limiters are

specific numerical applications of total variation diminishing theory. The purpose of a

flux limiter is to steer clear from spurious oscillations which would normally occur due to

shocks, discontinuities and/or sharp changes in the solution domain. The same underlying

theory may also be referred to as slope limiters referring to the situation when a limiter

acts on system states such as pressure, velocity etc.

When numerically approximating scientific phenomena, one requires the results to be

feasible physically and meaningful. Typically limiters are used when solving PDEs in high

resolution methods where a sharp wave front is present. To understand how flux limiters

are applied, consider the forward difference approximation for the linear advection equation

(derived and discussed in Appendix (A.2.3)),

dui
dt

+
1

∆xi

(
f
(
ui+ 1

2

)
− f

(
ui− 1

2

))
= 0, (3.52)

where a = 1 and f (uj) is some intercell boundary flux at xj . Provided that these intercell

fluxes may be calculated using low and high resolutions schemes, then a flux limiter may
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switch between the schemes depending on the gradients close to the particular cell as

follows





f
(
ui+ 1

2

)
= f low

i+ 1
2

− ϕ(ri)

(
f low
i+ 1

2

− fhigh
i+ 1

2

)

f
(
ui− 1

2

)
= f low

i− 1
2

− ϕ(ri−1)

(
f low
i− 1

2

− fhigh
i− 1

2

)
.

(3.53)

Here, f lowj , fhighj and ϕ(r) denote a low resolution flux, high resolution flux and the flux

limiter function respectively and r is the ratio of successive gradients on the solution mesh

rj =
uj − uj−1

uj+1 − uj
. (3.54)

The limiter function is constructed so that its output is non-negative i.e. ϕ(r) ≥ 0. When

the limiter is zero, the flux is determined from the low resolution scheme due to either a

sharp or zero gradient, or opposite slopes. If the limiter is equal to one, the solution is

smooth and a high resolution scheme may be applied. Many limiter functions exist in the

literature and are outlined in Appendix (A.5).

Each limiter limits actions in forward and backward gradients and being second order TVD

means that they are designed such that they pass through the TVD region, guaranteeing

scheme stability and satisfying the following:

� r ≤ ϕ(r) ≤ 2r, 0 ≤ r ≤ 1,

� 1 ≤ ϕ(r) ≤ r, 1 ≤ r ≤ 2,

� 1 ≤ ϕ(r) ≤ 2, r > 2,

� ϕ(1) = 1.

For this thesis specifically, the minmod limiter (3.55), first constructed and presented in

Roe (1986), will be applied. This is considered in Section 4.3.2.3.

ϕmm(r) = max [0, min(1, r)] , lim
r→∞

ϕmm(r) = 1. (3.55)

3.6. Infiltration Modelling

3.6.1. The Green-Ampt Model

The Green-Ampt (Green and Ampt, 1911) model is one of many which approximate the

infiltration and runoff process. An overview of the theory which underpins infiltration and

runoff modelling may be found in Appendix (B.2; page 344).
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Figure 3.11.: Infiltration excess runoff profiles. (a) Moisture content vs. depth profiles
and (b) Runoff generation time series. Adapted from Bras (1990); Tarboton
(2003).

Curved soil moisture profiles shown in Figure 3.11 are approximated using the Green-

Ampt model as a solution to Richards equation with a sharp boundary between saturation

conditions. Initial moisture content is defined as θ = θ0 and saturated condition θ = n

just below and above the wetting front respectively. Figure 3.12 illustrates this scenario.

Assume that moisture content is uniform over depth and define L to be the depth from the

surface to the wetting front. ∆θ = n − θ0 is the difference between initial and saturation

moisture content. We may then define the depth of infiltrated water after initial infiltration

as

F = L∆θ. (3.56)

The Green-Ampt model assumes that surface water input is infinite in supply and that

the ponding depth is small. As such, the hydraulic gradient contribution from the ponding

depth at the surface is minimal. At the depth just below the wetting front, soil is at its

initial unsaturated condition and has a suction head |ψf |. From the surface to just below

the wetting front, infiltration is driven by the hydraulic head difference

h = − (L + |ψf |) . (3.57)

Dividing the hydraulic head difference (3.57) by the wetting front depth, L, yields the

hydraulic gradient

dh

dz
= −L + |ψf |

L
. (3.58)

Now applying Darcy’s equation and using (3.56) to obtain the infiltration capacity
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Figure 3.12.: Pictorial representation of the Green-Ampt model idealisation where the
wetting front penetrates into the soil profile. Initial moisture content is
denoted θ0. Saturation moisture content, denoted θs, is equivalent to porosity
n. L represented the distance between the wetting front and surface at any
given timestep (t(3) here). Adapted from figure 39 (Tarboton, 2003, Chapter
5:10).

fc = Ksat

(
1 +

|ψf |
L

)

= Ksat

(
1, +

P

F

)
(3.59)

where P = |ψf |∆θ. Equation (3.59) is an expression for the reduction of infiltration

capacity as a function of infiltrated depth fc(F ). One may estimate the soil moisture

characteristic with the initial moisture content parameter, ψf = ψ(θ0).

Rawls et al. (1993) suggests calculating |ψf | from air entry pressure using the parameters

ψa and b from Table 3.1 and the formula

|ψf | =
(
2b + 3

2b + 6

)
|ψa|. (3.60)
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Table 3.1.: Green-Ampt infiltration parameters for various soil characterisations from
Rawls et al. (1983). Parameter values |ψa| and b come from analysis of 1845
soils from Clapp and Hornberger (1978).

Soil Porosity Effective
Wetting front Hydraulic |ψa|

bTexture n Porosity θe
soil suction conductivity

head ψf [cm] Ksat [cm/hr] [cm]

Sand
0.437 0.417 4.95

11.78
12.1 4.05

(0.374 - 0.500) (0.354 - 0.480) (0.97-25.36) (14.3) (1.78)

Loamy 0.437 0.401 6.13
2.99

9 4.38

Sand (0.363 - 0.506) (0.329 - 0.473) (1.35 - 27.94) (12.4) (1.47)

Sandy 0.453 0.412 11.01
1.09

21.8 4.9

Loam (0.351 - 0.555) (0.283 - 0.541) (2.67 - 45.47) (31.0) (1.75)

Loam
0.463 0.434 8.89

0.34
47.8 5.39

(0.375 - 0.551) (0.334 - 0.534) (1.33 - 59.38) (51.2) (1.87)

Silt 0.501 0.486 16.68
0.65

78.6 5.3

Loam (0.420 - 0.582) (0.394 - 0.578) (2.92 - 95.39) (51.2) (1.96)

Sandy Clay 0.398 0.330 21.85
0.15

29.9 7.12

Loam (0.332 - 0.464) (0.235 - 0.425) (4.42 - 108.0) (37.8) (2.43)

Clay 0.464 0.309 20.88
0.1

63 8.52

Loam (0.409 - 0.519) (0.279 - 0.501) (4.79 - 91.10) (51.0) (3.44)

Silty Clay 0.471 0.432 27.30
0.1

35.6 7.75

Loam (0.418 - 0.524) (0.347 - 0.517) (5.67 - 131.50) (37.8) (2.77)

Sandy 0.430 0.321 23.90
0.06

15.3 10.4

Clay (0.370 - 0.490) (0.207 - 0.435) (4.08 - 140.2) (17.3) (1.64)

Silty 0.479 0.423 29.22
0.05

49 10.4

Clay (0.425 - 0.533) (0.334 - 0.512) (6.13 - 139.4) (62.0) (4.45)

Clay
0.475 0.385 31.63

0.03
40.5 11.4

(0.427 - 0.523) (0.269 - 0.501) (6.39 - 156.5) (39.7) (3.7)

Now, given a surface water input rate w, prior to surface ponding, the cumulative infil-

tration is F = wt. When infiltration decreases to the point where it equals water input

rate, fc = w, ponding will commence. Thus setting this condition to Equation (3.59) and

solving for F gives the cumulative infiltration at ponding as

Fp =
Ksat|ψf |∆θ
w − Ksat

. (3.61)

The time taken to reach a ponding state is

tp =
Fp
w

=
Ksat|ψf |∆θ
w(w − Ksat)

. (3.62)

Infiltration rate is the derivative of cumulative infiltration in the Green-Ampt model and

limited by infiltration capacity and so infiltration after ponding is
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f(t) =
dF

dt
= fc(t) = Ksat

(
1 +

P

F

)
. (3.63)

Applying the separation of variables technique, one may integrate from an initial cumula-

tive infiltration depth Fp at time tp (from Equations (3.61) and (3.62)) to a final cumulative

infiltration depth F at time t to obtain the cumulative infiltration under ponded conditions

as

t − tp =
F − Fp
Ksat

+
P

Ksat

ln

(
Fp + P

F + P

)
. (3.64)

One cannot obtain an explicit function for the cumulative infiltration after ponding, but

it may be solved numerically for any given time after an initial ponding time tp to obtain

the cumulative infiltration as a function of time.

Empirical observations show that as infiltration capacity decreases, the prevalence of sur-

face runoff increases over time. As the Green - Ampt model naturally models infiltration

capacity as a function of cumulative infiltrated depth, this model naturally encapsulates

the relationship between infiltration capacity and runoff. Cumulative infiltrated depth

may be considered a state variable and so variability in infiltration rate is reduced when it

is not dependent on variable rainfall rates, typically referred to as the infiltrability-depth

approximation (Smith, 2002) .

As well as the Green-Ampt model, Table 3.2 highlights formulae from the Horton and

Philip models used in infiltration modelling. These two models measure decreasing infil-

tration capacity explicitly as a function of time, thus being completely de-coupled from

cumulative infiltration depth. More information on these models may be found in (Tar-

boton, 2003, pg. Chapter 5: 13-18). In this work, the Green-Ampt model is used as the

infiltrability-depth approximate provides a more intuitive and physically sound basis for

applying infiltration modelling.

A working example of how the Green-Ampt model is used in practise will be discussed in

Section 3.6.1.1.

CHAPTER 3. UNDERLYING MODELLING FOUNDATION 121



3.6. INFILTRATION MODELLING

T
ab

le
3
.2
.:
F
o
rm

u
la
e
re
q
u
ir
ed

to
im

p
le
m
en
t
th
e
G
re
en

-A
m
p
t,
H
or
to
n
an

d
P
h
il
ip

p
oi
n
t
in
fi
lt
ra
ti
on

m
o
d
el
s.

M
o
d
el

p
a
ra
m
et
er
s
a
re

g
iv
en

in
b
ra
ck
et
s
b
el
ow

th
e
m
o
d
el

n
am

e.

M
o
d
e
l

In
fi
lt
ra

ti
o
n

C
a
p
a
c
it
y

C
u
m
u
la
ti
v
e
In

fi
lt
ra

ti
o
n

a
t
P
o
n
d
in
g

C
u
m
u
la
ti
v
e
In

fi
lt
ra

ti
o
n

u
n
d
e
r
p
o
n
d
e
d

c
o
n
d
it
io
n
s

G
re

e
n
-A

m
p
t

f c
=

K
sa
t

( 1
+

P F

)
F
p
=

K
sa
tP

w
−
K

sa
t

S
o
lv
e
im

p
li
ci
tl
y
fo
r
F

(K
sa
t,
P
)

w
>

K
sa
t

t
−
t p

=
F
−

F
p

K
sa
t

+
P

K
sa
t
ln

(
F
p
+
P

F
+
P

)

H
o
rt
o
n

G
iv
en

F
,
so
lv
e
im

p
li
ci
tl
y
fo
r
f c

F
p
=

f 0
−
w

k
−

f 1 k
ln

(
w
−
f 1

f 0
−

f 1

)
S
o
lv
e
fo
r
ti
m
e
o
ff
se
t
t o

fi
rs
t

F
p
=

f 1
(t

s
−
t o

+
f 0
−

f 1
k

(1
−

ex
p
[−

k
(t

p
−
t 0
)]
)

(k
,f

0
,f

1
)

F
=

f 0
−
f c

k
=

f 1 k
ln

(
f c
−
f 1

f 0
−
f 1

)
f c
<
w
<

f 0
th
en

F
=

f 1
(t
−
t o
)
+

f 0
−

f 1
k

(1
−

ex
p
[−

k
(t

p
−
t 0
)]
)

P
h
il
ip

f c
=

K
p
+

K
p
S
p

√
S
2 p
+
4
K

p
F
−
S
p

F
p
=

S
2 p
(w

−
K

p
/
2)

2
(w

−
K

p
)2

S
o
lv
e
fo
r
ti
m
e
o
ff
se
t
t o

fi
rs
t

t o
=
t s
−

1

4
K

2 p

( √
S
2 p
+
4
K

p
F
s
−

S
p

) 2

(K
p
,
S
p
)

w
>

K
p

th
en

F
=

S
p
(t
−
t o
)0
.5
+
K

p
(t
−
t o
)

122 CHAPTER 3. UNDERLYING MODELLING FOUNDATION



3.6. INFILTRATION MODELLING

3.6.1.1. Green-Ampt infiltration model

Within standard practical applications the Green-Ampt model parameters Ksat and P are

utilised as empirical parameters where the values are determined by how they best fit

the infiltration data or the ratio between measured rainfall to measured surface runoff.

Equation (3.63) empirically describes the reduction of infiltration capacity as a function

of cumulative infiltrated depth, where it was derived from a physical logic.

Given a time series of the surface water inputs, and soil conditions represented in terms

of the infiltration model parameters, the infiltration capacity function fc(t) provides the

starting point to calculate runoff at a given location.

Typically infiltration problems look to answer the following question: Given a surface

water input time series and the necessary parameters for the infiltration model, what is

the ponding time and the infiltration after the occurrence of ponding, and what runoff (if

any) was generated?

Surface water input is represented discretely where the input to the model is the time

average surface water input per time interval. More detail in the output can be achieved

by reducing the time interval as small as needed thus providing more granular input infor-

mation. The output of the model is the runoff generated from excess surface water input

over the infiltration capacity integrated over each time interval. Due to the dependence

of the infiltration capacity on the cumulative infiltrated depth F , the capacity reduces as

time evolves. Thus F is considered a state variable in this modelling approach.

Consider a series of time intervals where the general interval k goes from t = (k− 1)∆t to

t = k∆t. ωt is the surface water input intensity and considered constant throughout the

time interval. Ft is the initial cumulative infiltration depth at the start of the interval.

The Green-Ampt infiltration capacity is then evaluated using Equation (3.63). Given an

initial cumulative infiltration depth and surface water input ωt the goal is to obtain the

total water infiltration within the interval ft and the resulting cumulative infiltration at

the end of the interval Ft+∆t as well as the runoff rt generated during the time interval.

The infiltration model is initialised using F0 as the storm begins and continues through-

out each time interval during the entire duration of the surface water input time series.

Throughout this time three potential ponding scenarios need to be considered:

1. Ponding occurs throughout the interval.

2. No ponding occurs throughout the interval.

3. Ponding begins part-way through the interval.

Infiltration capacity will be monotonically decreasing with time. Once ponding has oc-

curred with a given surface water input intensity, it will continue. Ponding will not cease

part way through an interval, but may stop at the end of an interval when the surface

water input intensity changes.
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Figure 3.13 shows the algorithmic approach one can apply to determine the infiltration

and runoff generated under variable surface water input intensity. In the next section,

the methodology of the Green-Ampt model is illustrated with a worked-example from

Tarboton (2003).
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3.6.1.2. Green-Ampt: A worked example

Column 2 of Table 3.3 on page 127 lists the rainfall total and intensity for over the course

of two hours. Each timestep is split into 15 minute intervals or 0.25 hours. The goal here

is to determine the runoff per timestep on an area of sandy loam with an initial moisture

content equal to the field capacity. Table 3.3 lists the results of applying the Green-Ampt

model and here the process of how it is applied is outlined.

From Table 3.1, sandy loam soil has the parameter values n = 0.453 (porosity), θe = 0.412

(effective porosity), ψf = 11.01 (wetting front soil suction head) and Ksat = 1.09 (hydraulic

conductivity). Further, the parameters |ψa| = 21.8 and b = 4.9 are needed from the table.

A residual moisture content value is determined by taking the difference between the

porosity and the effective porosity, n− θe = 0.453− 0.412 = 0.041 = θr.

Inverting Clapp and Hornberger’s (Clapp and Hornberger, 1978) simplification of Brooks

and Corey functions equation seen in (Tarboton, 2003, Chapt. 4 pg. 16) to define the

field capacity as the moisture content responding to a pressure head, ψ = −340 cm

θ = n

( |ψ|
|ψa|

)−1/b

. (3.65)

Hence field capacity using (3.65) is θfc = 0.259. Since θfc > θr it is consistent that moisture

content is reached after roughly three days of drainage. Now calculate a parameter P which

is the pressure head multiplied by the change in moisture content

P = |ψf | (n− θfc) = 2.14cm. (3.66)

Since the time interval is 15 minutes, ∆t = 0.25hrs. One can then calculate the rainfall

intensity per timestep by multiplying ∆t with the total rainfall per timestep in column 2

of Table 3.3. All the initial calculations required to begin applying the Green-Ampt model

has been completed using the flow chart in Figure 3.13.

Initially F = 0 and fc = ∞, thus ponding does not occur at k = 0. We move from box A

to C

F ′
t+∆t = Ft + ωt∆t = 0 + 0.3 = 0.3cm. (3.67)

(3.67) is the preliminary cumulative infiltration under the assumption of no ponding. Thus

the corresponding value f ′t+∆t is
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f ′t+∆t = Ksat

(
1 +

P

F

)
= 1.09

(
1 +

2.14

0.3

)
= 8.867 cm/h. (3.68)

As f ′t+∆t > ωt we move from box C to E where the cumulative infiltration is set to the

preliminary value. Moving onto box F to determine the total water infiltrated and the

runoff generated at the timestep. Moving from Box F to Box G to increment the time by

∆t and move back to Box A.

No ponding occurs during the first three timesteps of the calculation. Following the flow

chart (A->C->E->F->G->A) until the fourth time interval between 0.75 and 1 hrs.

At this point the infiltration capacity is calculated to be

f ′t+∆t = Ksat

(
1 +

P

F

)
= 1.09

(
1 +

2.14

1.8

)
= 2.386 cm/h. (3.69)

Here f ′t+∆t < ωt = 2.4 cm / hr. Thus ponding begins at the start of this interval and we

move onto box D. We then calculate the cumulative infiltration at ponding using

Fp =
KsatP

(ωt −Ksat)
=

1.09× 2.14

(2.4− 1.09)
= 1.781 cm. (3.70)

The time taken at which ponding begins within the interval is calculated as

∆t′ =
(Fp − Ft)

ωt
=

(1.781− 1.2)

2.4
= 0.242 hours. (3.71)

Hence ponding begins at 0.75 + 0.242 = 0.992 hrs. Infiltration under ponded conditions

occurs for 0.008 hours within this time interval. The cumulative infiltration is calculated

during this period by solving (3.72) numerically, g(F ) = 0 (e.g. using the Newton Rhapson

method (Gerald, 1978))

g(F ) = 0 = t− ts −
F − Fs
Ksat

− P

Ksat
ln

(
Fs + P

F + P

)
(3.72)

This results in Ft+∆t = 1.79995 cm. Moving onto box F to calculate the infiltration within

the timestep ft = Ft+∆t−Ft = 1.7995−1.2 = 0.59995 cm. Since the rainfall input during

the timestep is 0.6cm the total runoff is 0.00005cm as seen in the final column of Table

3.3.

At the beginning of the fifth timestep the infiltration capacity is fc = 2.386 cm < ωt and

so infiltration under ponded conditions is beginning at the start of the timestep. The

calculation is exactly the same as (3.72) except for the starting values Fs and ts which are

taken at the beginning of the timestep.
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At the sixth time interval (k = 1.25). Ft = 2.354 cm leading to an infiltration capacity

fc = 2.081 cm / hr < ωt = 3.2 cm / hr. Thus we follow through to box B to determine

the cumulative infiltration under ponded conditions.

At the start of the seventh interval ponding has ceased as ωt = 1.6 < 1.908 cm / hr = fc

with a cumulative infiltration of 2.851cm. Following through to box C and calculate the

preliminary infiltration at the end of the time interval as F ′
t+∆t = 3.251 cm as detailed in

the initial timestep. Using this preliminary value the infiltration capacity value of 1.808 cm

/ hr is obtained. This is greater than the rainfall rate and so no ponding occurs through

the interval. One then moves onto box E through to F and then G.

At the beginning of the penultimate timestep the rainfall rate has increased to ωt = 2.4

cm / hr with a cumulative infiltration of 3.251 cm. Thus the infiltration capacity is

1.808 cm / hr, a little less than the rainfall rate and so ponding has begun once more.

Following through to box B, one will calculate the cumulative infiltration as well as the

total infiltration within the time interval and runoff (box F), the values of which can be

viewed in Table 3.3.

3.6.2. The SCS Method

The Green-Ampt model described in Section 3.6.1 is a point infiltration model which

quantifies the physics of the infiltration phenomena from Richards equation in a simplified

manner. Due to the impervious surface present within sub-urban and urban areas, it is not

practical to use such a model to calculate infiltration. As such, another way to calculate

rainfall abstraction is through empirical methods. One such method is the SCS method

constructed by the Soil Conservation Service in 1972 (Chow et al., 1988).

Considering a single rainfall storm event in isolation, the total direct runoff Q is less than

or equal to the precipitation depth P. Once runoff has commenced, water depth within

the watershed is Fa ≤ S where S is the maximum possible water retention. An initial

amount of rainfall will occur where no runoff is present known as the initial abstraction

Ia, thus resulting a potential runoff amount of P − Ia. The SCS method suggests that

the ratio between runoff and potential maximum runoff equals the ratio between depth of

water retained in the water shed over the potential maximum retention

Q

P− Ia
=

Fa

S
. (3.73)

Using conservation of mass,

P = Q + Ia + Fa, (3.74)

the total runoff from a storm may be determined with
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Figure 3.14.: Results to the SCS runoff equations with precipitation [in] plotted against
direct runoff [in]. Obtained from (Tarboton, 2003, Chapter 5:42 Figure 48).

Q =
(P − Ia)

2

P − Ia + S
. (3.75)

Through small experimental watersheds, the empirical relation of Ia = 0.2S was deter-

mined by the Soil Conservation Service. Hence (3.75) becomes

Q =
(P − 0.2S)2

P + 0.8S
. (3.76)

Data from multiple watersheds was collated and presented as seen in Figure 3.14, where

R = Q. These plots were standardised with a dimensionless curve number (CN), where

impervious surfaces have a curve number (CN = 100) and values below 100 are for natural

surfaces. A relation between the curve number and maximum potential water retention S

(with units of inches) was determined to be

S =
1000

CN
− 10. (3.77)

Figure 3.14 shows curve numbers for normal antecedent moisture conditions (AMC

II). Antecedent moisture condition is an empirical measure to account for the fact that

runoff quantity is dependent on the presence (or lack thereof) of moisture in the watershed

currently. More details on how this index was constructed may be found in Linsey et al.

(1982).

The curve number for dry conditions (AMC I) may be calculated as

CNI =
4.2CNII

10 − 0.058CNII

. (3.78)
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Table 3.4.: Antecedent moisture classifications for the SCS method of rainfall abstraction.

AMC Group
Total 5 day antecedent rainfall [in]

Dormant Season Growing Season

I < 0.5 < 1.4

II 0.5 - 1.1 1.4 - 2.1

III > 1.1 > 2.1

Similarly, curve numbers for wetter scenarios (AMC III) are determined using the formula

CNIII =
23CNII

10 + 0.13CNII

. (3.79)

where CNII is the curve number for normal moisture conditions. Table 3.4 shows AMC

value range classifications. Table 3.5 shows tabulated curve numbers by the SCS char-

acterised by soil type and land-use definition. Four soil groups are used to characterise

runoff potential

Group A: Low runoff potential. Soils with high infiltration capacity, even when

thoroughly wet. E.g. deep sand, deep loess and aggregated silts.

Group B:Moderate runoff potential. Soils have moderate infiltration capacity when

thoroughly wet. E.g. shallow loess and aggregated silts.

Group C: High runoff potential. Soils have low infiltration capacity when thor-

oughly wet. E.g. clay loams, shallow sandy loam, soils low in organic matter and

soils high in clay.

Group D: Very high runoff potential. Soils have very low infiltration capacity if

thoroughly wet. E.g. soils which swell significantly when set. E.g. heavy plastic

clays and particular saline soils.

Despite the limitation in physical basis, due to the availability of curve number values in

soil maps etc., this method is used often in practise. A more detailed discussion of how the

SCS method is implemented for specific land-use types within the model may be found in

Section 4.3.5.2.

3.6.2.1. SCS Curve Number Method

In Section 4.2.3 the six land-use types defined will be used in the simulation of the com-

putational domain. Four of these land-use types: Arable; Grassland; Rough Grazing; and

Woodland; may be considered as ‘natural’ and the Green-Ampt method discussed above is
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Table 3.5.: Runoff curve numbers for given typical agricultural, suburban and urban land-
uses. Adapted from tables 2-2a - 2-2d (Natural Resources Conservation Service,
1986, Chapt. 2 pgs. 5-8).

Land Use Hydrological Soil Group

Category A B C D

Cultivated land
w/out conservation treatment 72 81 88 99

w/ conservation treatment 62 71 78 81

Pasture or range land
Poor condition 68 79 86 89

Good condition 39 61 74 80

Meadow Good condition 30 58 71 78

Woodland
thin stand, poor cover, no mulch 45 66 77 83

Good cover 25 55 70 77

Open space (parks/lawns etc)
Good condition (> 75% cover) 39 61 74 80

Fair condition (50%− 75% grass cover) 49 69 79 84

Commercial/Business areas (85% impervious) 89 92 94 95

Industrial areas (72% impervious) 81 88 91 93

Residential

Average lot size [acres] Average impermeability [%]

≤ 1/8 65 77 85 90 92

1/4 38 61 75 83 87

1/3 30 57 72 81 87

1/2 25 54 70 80 85

1 20 51 68 79 84

Paved areas (Car parks, roofs, driveways etc.) 98 98 98 98

Streets/Roads

Paved with curbs and storm drainage 98 98 98 98

Gravel 76 85 89 91

Dirt 72 82 87 89
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used to estimate the cumulative infiltration at each time step with appropriate parameters.

However, ‘sub-urban’ and ‘urban’ land-use types require a different method to determine

the total abstraction of surface water through storm drainage solutions present within

built up areas.

The Curve Number Method is an often used empirical method used to predict direct

runoff and/or infiltration from rainfall excess (Natural Resources Conservation Service,

1986). Developed by the USDA Natural Resources Conservation Service (formerly known

as the Soil Conservation Service, or SCS), a runoff curve number was constructed via

an empirical analysis of runoff from small catchment and hillslope plots surveyed by the

USDA. The runoff equation is defined as

Q =





0 if P ≤ Ia

(P − Ia)
2

P − Ia + S
if P > Ia,

(3.80)

for runoff Q [in]; rainfall P [in]; potential soil maximum soil moisture retention after runoff

begins S [in]; and initial abstraction Ia [in] generally assumed to be Ia = 0.2S. However,

research suggests that Ia = 0.05S may be more appropriate in urban watersheds where

the curve number (CN) is updated to reflect evolving conditions (Woodward et al., 2003).

The relationship between potential maximum soil retention and the runoff curve number,

CN, is

S =
1000

CN
− 10. (3.81)

CN ∈ [30, 100] where lower numbers refer to lower runoff potential while larger values

indicate higher runoff potential. Figure 3.14 plots the solutions to Equation (3.80).

The curve number is a dimensionless parameter indicating the runoff response character-

istic of a drainage basin. The value is dependent on multiple factors including the soil

type, soil infiltration capability, land-use, the hydrological soil group and the antecedent

moisture condition. A brief discussion on the hydrological soil group definition and the

antecedent moisture condition is given below.
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3.7. Summary

Chapter 3 outlines the underlying methodology that is implemented within the hydrologi-

cal model that is constructed in Chapter 4. The fundamental mathematics which underpin

the methods presented within this chapter may be found in Appendices A and B. Section

3.2 outlines the Riemann problem. The Riemann problem is introduced through the initial

value problem of the linear advection equation (Section 3.2.1). It is expanded into the

linear case (Section 3.2.2) where Riemann states are defined. Section 3.2.3 expands on the

analysis further and looks at the Riemann problem for the multi-variate case. It discusses

the general solution structure to the Riemann problem (Section 3.2.3.1) and provides a

2 × 2 example to solidify the understanding of the solution structure. Section 3.3.1 be-

gins by discussing how the efficient construction of solutions to the Riemann problem in

a hyperbolic system can be obtained through the application of the Rankine-Hugoniot

conditions. Section 3.3.2 introduces the common wave solutions to the Riemann problem.

These are the shock, contact and rarefaction waves.

Godunov’s numerical method is presented with application to the linear advection equation

in its integral (Equation (3.20)) and differential (Equation (3.22)) forms in Section 3.4.1.

Building on the differential form of the linear advection equation, a local Riemann problem

is defined in Section 3.4.2 which can be applied ad-infinitum to solve the global problem

at the next timestep. The boundary condition and timestep considerations are outlined

in Sections 3.4.3 and 3.4.4 respectively. Section 3.4.6 expands the Godunov first-order

upwind method from one-dimension into two-dimensions. This is the numerical modelling

stencil that will be used in the hydrological model in Chapter 4. The purpose of Total

Variation Diminishing methods is discussed through the prism of flux limiters in Section

3.5.

Chapter 3 concludes with Section 3.6, a comprehensive overview of the modelling tech-

niques that will be employed for the infiltration component of the hydrological model. It

begins with an summary of the underlying theory of the Green-Ampt infiltration model

(Section 3.6.1). It continues on with a discussion of how the model is applied (Section

3.6.1.1), before diving into a worked example (Section 3.6.1.2). For impervious regions of

a watershed, the SCS method will be applied to abstract water input from the system.

Its construction, key parameters and implementation as an empirical method to predict

direct runoff from rainfall excess is considered in Section 3.6.2. Total runoff is determined

using the conservation of mass equation (Equation 3.74). A “Curve Number” empirical

parameter is needed to predict infiltration from rainfall excess. This is a dimensionless

parameter that indicates the runoff response characteristic of a drainage basin. This pa-

rameter is established through a formulae defined by “Antecedent moisture classifications”.

Soil groups are categorised into four depending on their runoff potential. Typical runoff

curve numbers are given in Table 3.5 (page 132). The relationship between the potential

maximum soil retention and runoff curve number is given by Equation (3.81).

This chapter outlined the modelling techniques that exist in literature (RQ2) that will be

explicitly applied to the hydrological model construction in Chapter 4 (RQ4).
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4. Model Construction

4.1. Introduction

Chapter 1 outlined humankind’s need to equitably and sustainably use finite resources to

meet its material, cultural and fundamental needs. Cornwall Council set a comprehensive

policy plan through its Environmental Growth Strategy (Section 1.1.5) to meet its

needs. Within its strategy the council identified the need for an “environmental manage-

ment system” to aid in the management of environmental growth. Using the parallels

between “facilities management” and this proposed platform (Section 1.1.6) a computa-

tional tool in the form of a hydrological model was proposed. This computational tool

aims to help policy makers consider the potential flood risks associated with the construc-

tion of housing developments which will affect the hydrological characteristics of a local

flood plain. Chapter 2 reviewed the literature behind hydrological modelling. Chapter

3 highlighted the mathematical theory which underpins the model that is defined within

this chapter.

This chapter begins by defining the hydrological model’s computational mesh (Section

4.2.1) and land-use types (Section 4.2.2) used in this work. How these land-use definitions

are implemented into the model will be given in Section 4.2.3. A justification of the

method used to represent the surface runoff and routing component (Section 2.2.3) of

the model is given in Section 4.3. Section 4.3.1 defines the governing equations of the

model. An approximate Riemann solver will be introduced in Section 4.3.2. The routing

component will be finalised with the source and friction discretisation terms in Sections

4.3.3 and 4.3.4 respectively. A justification of the methods adopted for the unsaturated

zone component (Section 2.2.2) of the model is considered in Section 4.3.5, looking at the

Green-Ampt model (Section 4.3.5.1) and the SCS Method (Section 4.3.5.2). The model’s

boundary condition is outlined in Section 4.3.6. Section 4.3.7 justifies the approach taken

for the interception component of the hydrological model. The chapter concludes with an

overview of how one can calibrate the model (Section 4.3.8) and an outline of the model’s

limitations and how it can be expanded (Section 4.3.9). References to Appendix Sections

C and D are present within the chapter providing the reader supplementary material.
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4.2. Computational Domain

4.2.1. Computational Mesh

The LiDAR Composite Digital Terrain Model (DTM) from the Environment Agency

(2017) at a two metre resolution was downloaded. Specifically, the tile “SW71NE” was

extracted. This covers the south-east corner of the Lizard peninsula containing Coverack.

Figure 4.1; page 141 highlights the region where the DTM data was extracted.

The data provided contained spatial meta-data in the form of a Universal Transverse Mer-

cator (UTM;Wikipedia (2021b)), a standardised map projection system to assign locations

on the Earth’s surface. This form naturally lends itself to an orthogonal computational

mesh. Given that this work is more specifically looking to the feasibility of constructing a

long-term sustainable planning system through computational tools, the orthogonal sys-

tem is adopted, despite there being more precise ways to develop a computational mesh

to construct more accurate methods as outlined in Section 2.3.

4.2.2. Defining land-use types

To consider the potential flooding effect of Coverack specific land-use types, which will

have differing hydrological characteristics, need to be defined. When first considering how

to implement land-use into the model one may begin by looking at the UK Centre for

Ecology & Hydrology’s Land Cover Map project (Morton et al., 2020). Core users of

this project include governmental departments, researchers, councils, charities etc., for a

wide range of applications. However, in point 8. of its user guidance it stresses the key

difference between land cover and land-use:

8. What is the difference between Land Cover and Land Use?

Our Land Cover Maps (LCMs) map Land Cover. They do this by describing

the physical material on the surface of the United Kingdom. Whilst land cover

may be synonymous with land use, this is not always the case. An arable

crop cover denotes arable land use, but often land use cannot be inferred, for

example grass used for recreation is similar to that which is grazed.

From this subtle point that land cover cannot infer land use, this approach was ruled out

as land-use is a key factor in this study.

A comprehensive survey of land use known as the “Land Utilisation Survey of Britain” was

first conducted by Sir Laurence Dudley Stamp in the 1930s (Stamp, 1937). A large swathe

of governmental policy has been derived from Stamp’s survey work. Over the past decade

a lot of work has gone into digitising historic land use maps, one such example comes

from Baily (2007). An electronic record of this survey may be found on Department for

Environment, Food & Rural Affair’s “MAGIC” platform (Department for Environment,

Food & Rural Affairs, 2002c). This MAGIC website provides authoritative geographic
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information on the natural environment provided by various governmental departments.

It covers rural, urban, coastal and marine environments across the isle of Great Britain.

This information is presented as an interactive map with various mapping tools.

In this work the “Magic Map” (Department for Environment, Food & Rural Affairs, 2002a)

was accessed at the grid reference “OSGB36” with a scale of approximately 1:40000. The

Dudley Stamp Land Use Inventory overlay in the landscape section of the table of contents

drop down menu was applied. Figure 4.2; page 142 shows the output of this overlay. The

black box in Figure 4.2b highlights the section of map being applied in this study. Figure

4.2c is a key which outlines the land-utilisation categories from the survey.

Specifically, this map shows a pre-war land survey where data was scanned and digitised

at a 1km resolution with eight land-use classifications. Cross referencing the case-study

region in the black box of sub-figure 4.2b with the key in sub-figure 4.2c. Every land-

use category is present except for the “Orchard” land-use type. Hence in this study, the

remaining land-use categories from the Dudley map, namely Rough Grazing, Urban,

Water, Arable, Suburban, Grassland and Woodland will be utilised.

4.2.3. Land-Use Image Processing

The data used to construct the overlay seen in Figure 4.2a; page 142 was not available to

download as stated on their webpage (Department for Environment, Food & Rural Affairs,

2002b). Hence an alternative approach was taken to define land-use categories using the

overlay.

Using the key in Figure 4.2c; page 142, RGB samples were taken from the black box in

Figure 4.2b. These locations can be seen in Figure 4.3; page 143 for each land use category.

Using these RGB samples, a binary image was created to determine the location of each

land use type within the region. White space in Figure 4.4 highlights the presence of a

given land-use type.

These binary datasets were summed to locate any missing data points (shown as black

points in Figures 4.5a and 4.5b). A MATLAB fill missing function for nearest column 4.5c

and nearest row 4.5d were applied to complete the land-categorisation process.

4.2.3.1. Lower resolution categorisations

The land-use imaging process described in 4.2.3 was also applied for the 20m and 50m

resolution models. The related figures can be seen in the appendices C.1 (page 348) and

C.2 (page 350).

To create a lower resolution version of the model, a MATLAB block processing function

was applied to the original Dudley land-use map in Figure 4.2b as well as the terrain,

surface and cover data obtained from Section 4.2.1. Within this work the block processing

function takes an input image ‘A’ and applies an averaging calculation to a distinct block
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of size m × n1 to obtain an output image ‘B’. Figures 4.6 and 4.7 show these lower

resolution domains and resulting land-use categories which will be used in the model.

4.2.4. Green-Ampt Soil Parameter

To successfully implement the Green-Ampt model, outlined in Section (3.6.1; page 117)

one needs to define a set of parameters related to at least one soil type. These parameters

are presented in Table 3.1 (page 120). A simple soil dataset was compiled by Cranfield

University in its “Soilscapes” web platform. A screenshot of the computational domain

within this tool is shown in Figure 4.8. Two soil types cover this region and are defined in

the Soilscapes web platform as: 1. Soilscape 7 (Brown): “Freely draining slightly acidic

but base-rich soils”; and 2. Soilscape 17 (Green): “Slowly permeable seasonally wet acid

loamy and clayey soils” (Cranfield Soil and Agrifood Institute, 2023). To maintain model

simplicity, only the parameters associated with the “Sandy Loam” soil texture in Table

3.1 will be used for the simulation and analysis exercises in Chapters 5, 6, and 7. This

category is most closely aligned with the “Soilscape 7”.

4.2.5. Model Resolution Considerations

Higher resolution models (e.g. the 2m LiDAR DTM discussed in Section 4.2.1) can provide

detailed output and enable analyses on a granular level. However, a vast amount of good

quality data is needed to corroborate this model. In this work, data at this resolution was

not available in sufficient quantity to justify the application of a 2m hydrological model.

Higher resolution models improve model accuracy and enable small scale processes to be

simulated. This in turn reduces dependence on uncertain parameterisations. However,

the choice in model resolution is limited by the computational power available to the

modeller. A model at this resolution will utilise an extensive amount of computational

expenditure. The computational capacity available to run the model is limited to what is

available on my personal machine. Therefore it is unfeasible to construct the 2m variant

of the hydrological model in this work.

Lower resolution models (e.g. 100m+) would lose too much land-use information. Land-

use data obtained from the “MAGIC” map is well resolved, but not resolved highly enough.

Applying a filter to obtain 100m resolution land-use data would lose too much land-use

information and would not be beneficial in the context of land-use planning and flood risk

management.

A compromise is sought to obtain a resolution which does not lose so much information

as to be unusable, but not too high so that it is too computationally expensive to run.

Typically, a large individual house will have a plot size of 400m2 (Scottish Government,

2023). Similarly, a street of houses could cover a plot region of 2500m2. Modelling at

this scale will allow one to analyse scenarios for a lesser computational cost. However,

1Here, (m, n) define the number of rows and columns in the block.
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the resolution is not so low that too much information is lost to render the simulations

redundant. Therefore, the 20m and 50m resolution variants of the hydrological model

constructed in this chapter will be compared.
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(a) Location of tile “SW71NE” in relation to the Lizard Peninsula in the Environment Agency’s
data survey platform.

(b) A zoomed in view of tile “SW71NE” highlighted in sub-figure 4.1a.

Figure 4.1.: The location of the digital terrain model data obtained for the Coverack case
study within the Lizard Peninsula (Environment Agency, 2017).
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(a) A screenshot of the full MAGIC Map platform (Department for Environment, Food & Rural
Affairs, 2002a).

(b) A screenshot of the MAGIC Map platform
where the black box indicates the region
where land-use information will be extracted.

(c) The Dudley Stamp Land Use key which is lo-
cated in the MAGIC platform’s table of con-
tents.

Figure 4.2.: Dudley land-use overlay on DEFRA’s MAGIC map (Department for Environ-
ment, Food & Rural Affairs, 2002a) 4.2a and 4.2b with the land-use key in its
table of contents 4.2c.
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(a) Arable. (b) Grassland.

(c) Rough Grazing. (d) Sub-Urban.

(e) Urban. (f) Water.

(g) Woodland.

Figure 4.3.: Locations of where RGB pixel samples were taken for image processing using
the Dudley Stamp Map from Department for Environment, Food & Rural
Affairs (2002c).
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(a) Arable. (b) Grassland.

(c) Grassland zoomed.

(d) Rough Grazing.

(e) Sub-Urban. (f) Urban.

(g) Water. (h) Woodland.

Figure 4.4.: Binary outputs after image processing for each land use definition.
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(a) Summation of all binary land uses from
figure 4.4.

(b) Land Use before fillmissing function.

(c) Land Use - fill missing function, nearest
column entry.

(d) Land Use - fill missing function, nearest
row entry.

Figure 4.5.: The outcome from the land-use image processing procedure using the original
MAGIC map Dudley overlay.

(a) Summation of all binary land uses from
figure C.23.

(b) Land Use before fillmissing function.

(c) Land Use - fill missing function, nearest
column entry.

(d) Land Use - fill missing function, nearest
row entry.

Figure 4.6.: The outcome from the land-use image processing procedure using the 20m
resolution variant of the MAGIC map Dudley overlay.
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(a) Summation of all binary land uses from
figure C.2.

(b) Land Use before fillmissing function.

(c) Land Use - fill missing function, nearest
column entry.

(d) Land Use - fill missing function, nearest
row entry.

Figure 4.7.: The outcome from the land-use image processing procedure using the 50m
resolution variant of the MAGIC map Dudley overlay.
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Figure 4.8.: A screenshot from the “Soilscapes” platform developed by Cranfield University
to describe the underlying soil within the British Isles. Two soil types cover
the computational region and are defined in the Soilscapes web platform as:
1. Soilscape 7 (Brown): “Freely draining slightly acidic but base-rich soils”;
and 2. Soilscape 17 (Green): “Slowly permeable seasonally wet acid loamy
and clayey soils” (Cranfield Soil and Agrifood Institute, 2023).
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4.3. Construction of the Hydrological Model

Precipitation that is not intercepted by vegetation, or infiltrated into the soil, transfers

itself to surface water reservoirs (e.g. streams, rivers, lakes etc.) across the land surface.

This process is known as surface runoff . Approximately one third of precipitation

results in surface runoff while the remaining two thirds are either transpired, evaporated

or infiltrated into the soil surface below (Perlman, 2016). Surface runoff is a critical

balancing component of the hydrological cycle. The combination of soil saturation excess

and infiltration excess determines how much surface runoff is generated (Yang et al., 2015).

Surface runoff modelling allows one to visualise how changes in land surface composition,

vegetation and meteorological events affect water systems. Physically-based governing

equations allows one to model runoff spatially and temporally at a desired resolution.

The structure of these physical models are derived from physics-based laws meaning that

the hydrological properties of a watershed are already encoded within it, making it more

realistic. The use of 2D depth-averaged shallow water equation models is common place

within the literature (Delis and Nikolos, 2021). It is also spatially intuitive when applied

to an orthogonal grid mesh (as decided on in Section 2.7). As such, the shallow water

equations will be used to govern the surface routing component of the hydrological model

within this work.

The non-linear shallow water equations have been proven useful in simulating long wave

hydrodynamics when one neglects the vertical acceleration of water particles and assumes

flow to be nearly horizontal. Given the hydrostatic nature of the equations, hyperbolic

integral formulation of the non-linear shallow water equations provide an accurate model

for steep-fronted flows such as flash floods, dam breaks, etc. Utilising the theory outlined

in Chapter 3 a model is constructed which will simulate potential flooding scenarios in the

case study region highlighted in Section 1.2.

4.3.1. Governing Equations

One may derive the 2D non-linear shallow water equations by depth-integrating the three-

dimensional Reynolds-averaged Navier-Stokes equations (Reynolds, 1895) while neglecting

vertical acceleration of water particles. Assuming the pressure distribution to be hydro-

static (White, 2008) in matrix form this derivation is written as

∂q

∂t
+

∂f

∂x
+
∂g

∂y
= S, (4.1)

where
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q =



h

uh

vh


 ; f =




uh

hu2 + 1
2gh

2

huv


 ; g =




hv

huv

hv2 + 1
2gh

2


 ; S =




r − f

gh

(
S0x − τzx

ρ

)

gh

(
S0y − τzy

ρ

)



. (4.2)

In this definition the Coriolis effects, viscous terms and surface stresses are assumed to

be negligible. The first entry of each vector denotes the components of the continuity

equation. The middle and final vector entries are components of the fluid momentum in

the x− and y− directions respectively.

Here t is the time parameter, (x, y) are the standard Cartesian coordinates in the hori-

zontal direction. q denotes the conserved flow variable one is interested in modelling. f

and g characterise the flux vectors in their respective x− and y− directions. S contains

the remaining source and sink terms. h denotes the average depth of a vertical water

column. u and v are the depth-averaged velocity components in two Cartesian directions,

g ≈ 9.81ms−2 is gravitation acceleration; ρ is water density; and τzx and τzy are bed

friction stress terms representing the energy dissipation due to bed roughness on the flow

and is estimated empirically with the formulae

τzx = ρCf u
√
u2 + v2

τzy = ρCf v
√
u2 + v2 (4.3)

and Cf =
gn2

h1/3
.

Here, n represents the manning coefficient. z is the local surface elevation using sea level

as a datum point. S0x and S0y represent the local bed gradients while Sfx and Sfy denote

the local friction slopes in their respective directions. It is commonplace to write the

water surface elevation as the sum of the local surface elevation and water depth namely

η = h + z. r is the net local input of water from rainfall. Finally, f is the local water

abstraction parameters, primarily infiltration influences within this work. Each of these

parameters described here are illustrated in Figure 4.9.

4.3.1.1. Integral form of the Governing Equation

Consider the volume within a vertical column of fluid. The domain of interest is parti-

tioned into control volumes denoted Ω(i, j). Here q(i, j) is the average of all conserved

flow variables within the defined control volume. Taking the integral of Equation (4.1)

with respect to the control volume yields

CHAPTER 4. MODEL CONSTRUCTION 149



4.3. CONSTRUCTION OF THE HYDROLOGICAL MODEL

Datum

z̄

η̄

∆x (∆y)

Free surface

River bed

h̄
h

z (ηz)

η hu (hv)

E (N)W (S)

Figure 4.9.: Illustration of a shallow flow bed topography modelled by equation (4.1) with
vector terms (4.2).

∂

∂t

ˆ
Ω(i, j)

q(i, j) ∂Ω(i, j) +

ˆ
Ω(i, j)

(
∂f

∂x
+
∂g

∂y

)
∂Ω(i, j)

︸ ︷︷ ︸
♦

=

ˆ
Ω(i, j)

S(i, j)∂Ω(i, j). (4.4)

One may then apply Green’s theorem (actually proved by Bernhard Riemann (1851)

Riley et al. (2010)) to rewrite (♦) in (4.4) as (♣) in (4.5) as

∂

∂t

ˆ
Ω(i, j)

q(i, j) ∂Ω(i, j) +

˛
S
(f dy − g dx)

︸ ︷︷ ︸
♣

=

ˆ
Ω(i, j)

S(i, j)∂Ω(i, j). (4.5)

Here S is the boundary of the volume Ω. Within the Cartesian mesh evaluating the surface

integral term in (4.5) gives

˛
S
(f dy − g dx) = (FE − FW)∆y + (GN − GS)∆x. (4.6)

FW, FE, GN and GS are flux function vectors pointing outward from volume Ω, in the

x− and y−directions respectively, as illustrated in Figure 4.10. ∆x and ∆y are the side

lengths of the control volume in the Cartesian grid mesh. The conserved flow variables in

q are assumed to reside in the cell centre.

Applying this surface integral definition (4.6) into (4.5) yields the explicit forward time

conservative finite volume formula
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FW FE

GS

GN

Ω

(η, uh, vh)

Figure 4.10.: Flux function vectors across the boundary of control volume Ω

q
(k+1)
(i, j) = q

(k)
(i, j) −

∆t

∆x
(fE − fW)− ∆t

∆y
(gN − gS) +∆t

(
r
(k)
(i, j) + S(k)

z(i, j)
+ s

(k+1)
f(i, j)

)
. (4.7)

Superscript (k) and (k+1) refer to the time-dependence of variables, written in brackets to

distinguish it from exponents. Subscript (i, j) is the cell index in the x− and y− directions

respectively. ∆t denotes the timestep used in the numerical approximation. Finally, fW,

fE, gN and gS denote the numerical fluxes through the west, east, north and south cell

interfaces of volume Ω respectively.

The source term in S(i, j), in (4.5), is split into three distinct components. The first

component, r
(k)
ij = r

(k)
ij − f

(k)
ij , is the net quantity of water within cell volume Ωij at time

t = k. The second component is the local elevation gradient in the x− and y− directions,

S
(k)
zij . Both the net water quantity and elevation gradient require values at the current

timestep to be evaluated. The final friction source term, S
(k+1)
fij

, is treated implicitly as it

involves conserved flow variables at the time level of interest t = k+1. The column vector

definitions of these source terms are defined below as

r
(k)
ij =



r
(k)
ij − f

(k)
ij

0

0


 ; S

(k)
zij =




0

ghS0x

ghS0y


 ; S

(k+1)
fij

= −




0

gh
τzx
ρ

gh
τzy
ρ


 . (4.8)

Figure 4.11 represents the spatial element of Equation (4.7) while the time marching

element of the scheme is captured by Figure 4.12.
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Figure 4.11.: A visualisation of the finite volume method in the (x, t) computational do-
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aries.
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Figure 4.12.: A visualisation of the finite volume method in the (x, t) computational do-
main as it moves forward a single timestep.

The two-dimensional shallow water equations (4.1) are modelled by applying the first-
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t

x

fL(
hL, uL, vL
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f∗L(

h∗, u∗, vL
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f∗R(

h∗, u∗, vR
)

SR

fR(
hR, uR, vR

)

Figure 4.13.: HLLC solution structure for the Riemann Problem

order Godunov finite volume method from Toro (1999). The model’s foundation is based

on Liang and Borthwick (2009) with suitable modifications described within Xia et al.

(2017) and Xia and Liang (2018). The specific methodologies within these articles are

outlined below.

4.3.2. HLLC approximate Riemann Solvers

Appendix A.3.8 highlights the general theory of Riemann Solvers and more specifically

the HLLC solver (Toro et al., 1994; Toro, 1999, 2001). The HLLC solver is the chosen

numerical method due to its applicability to wet-dry interfaces and ease of application.

Applying the solution structure in Equation (3.47) on page 114 to the interface flux at the

western pixel boundary gives:

fw =





fL if 0 ≤ SL,

f∗L if SL ≤ SM,

f∗R if SM ≤ SR,

fR if SR ≤ 0.

(4.9)

Here fL = f (qL) and fR = f (qR) are evaluated using the local Riemann states, discussed

in Section 3.4.2. Implementing a piece-wise linear approximation using the central pixel

values one may estimate the face values of the wave. The contact wave is estimated by

the left and right fluxes f∗L and f∗R respectively. SL, SM and SR represent the wave speed

estimates of the left, contact (middle) and right waves, respectively.

When considering the flux in the x−direction, the contact wave due to the existence of

the y−direction momentum equation is always a shear wave. Crossing the contact wave

the tangential velocity v changes in a discontinuous nature, while u and h stay constant

(Toro et al., 1994).

Consider the flux expression definitions in Figure 4.13 above. Define the middle region

fluxes either side of the contact wave, using the left and right tangential velocity compo-

nents of the Riemann states vL and vR respectively, as

CHAPTER 4. MODEL CONSTRUCTION 153



4.3. CONSTRUCTION OF THE HYDROLOGICAL MODEL

f∗L =



f∗1

f∗2

vLf∗1


 and f∗R =



f∗1

f∗2

vRf∗1


 . (4.10)

Using the HLL formula defined in Harten (1983) the middle region fluxes are calculated

with

f∗ =
SRfL − SLfR + SLSR (qR − qL)

SR − SL
. (4.11)

To approximate the flux at the western interface of the pixel (Equation (4.9)) the wave

speed estimates at the boundaries are needed. Approximations outlined in Fraccarollo

and Toro (1995) are used, which includes the dry bed options using the two-rarefraction

approximate Riemann solver. The left wave speed approximation may be determined from

SL =




uR − 2

√
ghR if hL = 0,

min
(
uL − √

ghL, u∗ − √
gh∗
)

if hL > 0.
(4.12)

Similarly the right wave speed estimate formula is

SR =




uL + 2

√
ghL if hR = 0,

min
(
uR +

√
ghR, u∗ +

√
gh∗
)

if hR > 0.
(4.13)

given the left (uL, hL) and right (uR, hR) Riemann states of a local Riemann problem with

u∗ = 0.5 (uL + uR) +
√
ghL −

√
ghR (4.14)

h∗ = g−1
[
0.5
(√

ghL +
√
ghR

)
+ 0.25 (uL − uR)

]2
. (4.15)

The recommendation from Toro et al. (1994) in general problems with dry-bed scenarios

is to calculate the middle wave speed with

SM =
SLhR (uR − SR) − SRhL (uL − SL)

hR (uR − SR) − hL (uL − SL)
. (4.16)

The methodology outlined in this Section 4.3.2 is applied to approximate the other inter-

face fluxes fE gN and gS with their corresponding parameters.
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4.3.2.1. Estimating flux transfer across pixel boundaries

To estimate the net flux of water through cell Ω(i, j), from Equation (4.7) at time t =

k + 1, one focuses on the water transfer across the boundaries of the cell of interest.

Each estimated flux is then multiplied by the appropriate spatial interval and summed

to approximate the overall flux. In this model outline the process is described using the

net flux contributions across the western cell boundary fW. This border separates cell

Ω(i, j) from Ω(i−1, j) as outlined by the red box in Figure 4.14. The common practice in

the literature to denote this cell boundary with the index (i− 1
2 , j) will be followed. The

conserved flow variables of the two adjacent pixels are q
(k)
(i−1, j) and q

(k)
(i, j) respectively.

At its core this type of net flux calculation may be reduced down to a Riemann problem,

such as the one described in Section 3.2.3. This Riemann problem is governed by the

conservation equation (4.1) with piecewise constant initial values q
(k)
(i−1, j) and q

(k)
(i, j). In

the sections below techniques outlined in Chapter 3 from Toro et al. (1994); Toro (1999);

Liang and Marche (2009); Xia et al. (2017); Xia and Liang (2018) are applied. The HLLC

Riemann solver has become a de-facto method within the literature due to its relative ease

of implementation as well as its suitability for solving “wet-dry” boundary scenarios, a

common obstacle within overland flow modelling (Toro et al., 1994). To begin the set up,

work needed to successfully implement the HLLC Riemann solver is discussed.
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2
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Figure 4.14.: A visualisation of the finite volume method in the (x, t) computational do-

main. The cell average Q
(k)
i is updated by the fluxes fi± 1

2
at the cell bound-

aries.
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4.3.2.2. Riemann State Construction

To calculate the net flux going across the western flux boundary, the water surface elevation

just to the left and right of
(
i− 1

2 , j
)
respectively denoted ηL and ηR is required. Also

needed is the bed elevation zL and zR as well as conserved flow variables qL and qR. The

left and right Riemann states for water surface elevation are defined as:




ηL = η(i−1, j) +max

[
0, min

(
z(i, j) − z(i−1, j) − δz, η(i, j) − η(i−1, j)

)]
,

ηR = η(i, j) +max
[
0, min

(
z(i−1, j) − z(i, j) + δz, η(i−1, j) − η(i, j)

)]
,

(4.17)

where the definition of δz is given in Section 4.3.2.3. Using the water surface elevation

Riemann states in (4.17), define the left and right bed surface elevation




zL = ηL − h(i−1, j),

zR = ηR − h(i, j).
(4.18)

Using the left and right bed surface elevations in (4.18), apply a common bed elevation at

the boundary as recommended in Audusse et al. (2004),

zf = max (zL, zR) ≡ max
(
z(i−1, j), z(i, j)

)
. (4.19)

The common bed elevation (4.19) is then utilised to define the left and right flow variable

Riemann state components of water depth, ensuring non-negative values




hL = max (0, ηL − zf) ,

hR = max (0, ηR − zf) .
(4.20)

Unit-width discharges in the x− (4.21) and y− (4.22) directions are defined as follows:




[hu]L = hL · u(i−1, j),

[hu]R = hR · u(i, j),
(4.21)




[hv]L = hL · v(i−1, j),

[hv]R = hR · v(i, j).
(4.22)

Here, u(i, j) = [hu](i, j) / h(i, j) and similarly defined for u(i−1,j), v(i−1, j) and v(i, j).
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4.3.2.3. Surface Reconstruction Method

The Riemann states either side of a contact wave need to be determined in order to

implement the HLLC solver outlined in Section 4.3.2. To do this, a method proposed by

Xia et al. (2017) known as the Surface Reconstruction Method is applied. To begin

reconstructing the bed surface elevations of adjacent pixels separated by the boundary of

the control volume one may use:




z(i− 1

2
, j)− = z(i−1, j) + r(i−1, j)Φ

(
r(i−1, j)

)
∇z(i−1, j),

z(i− 1
2
, j)+ = z(i, j) + r(i, j)Φ

(
r(i, j)

)
∇z(i, j).

(4.23)

Equation (4.23) determines whether the terrain between two adjacent cells is continuous

or not. ∇z(i, j) is a first order approximation of the bed gradient and is restricted by the

minmod gradient limiter

Φ
(
r(i, j)

)
= max

[
0, min

(
r(i,j), 1

)]
where r(i, j) =

z(i+1, j) − z(i, j)

z(i, j) − z(i−1, j)
, (4.24)

as discussed in Section 3.5. In this instance, the distance between the boundary and cell

centre in the x−direction is r(i, j) = ∆x/2. Similarly in the y−direction, r(i, j) = ∆y/2.

One then can calculate the difference between bed elevations from adjacent cells using

δz = z(i− 1
2
, j)+ − z(i− 1

2
, j)−. (4.25)

The bed elevation difference in (4.25) is then applied to Equation (4.17) to determine the

left and right Riemann states needed for the simulation.

4.3.3. Source term discretisation

Using the left Riemann state for water depth defined by Equation (4.20) and common bed

elevation by (4.19) one may define the bed source terms as

Sz =




0
1

∆x · ∆y
∑ 1

2
g
(
hi + h(L,B)

) (
zi − z̄(f,B)

)

 . (4.26)

where B is a place holder for one of the cardinal directions B = {N, S, E, W} and h(L,B)

are the respective left water depth Riemann states at the cell boundaries.

z̄(f,B) is a local bed modification scheme defined to prevent numerical instability of a

solution when at rest. It is defined as
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z̄(f,B) = z(f,B) − ∆z, (4.27)

where without loss of generality

∆z =




max

(
0, z(f,B) − η(i, j)

)
if h(i+1,j) < ϵh,

max
(
0,min

(
δz, z(f,B) − η(i, j)

))
if h(i+1, j) > ϵh.

(4.28)

ϵh is an infinitesimal value defining the threshold of when a cell is deemed to be “dry”.

Xia et al. (2017) is followed in defining this threshold as ϵh = 10−10.

4.3.4. Friction term discretisation

Standard practice within shallow water modelling is to treat the friction component of

the governing equation (4.1) implicitly (Fiedler and Ramirez, 2000; Liang and Borthwick,

2009; Costabile et al., 2013). Friction terms may be numerically approximated using

methods such as Newton-Raphson (Xia et al., 2017). However within this work, the

method outlined in Xia and Liang (2018) is followed. This method calculates the friction

term explicitly after some algebraic manipulation. Consider the momentum components

of the governing equation in scalar form:

q(k+1)
x = q(k)x + ∆tAx − ∆t gn2

(
h(k)

)−7/3
q(k+1)
x

√(
q
(k+1)
x

)2
+
(
q
(k+1)
y

)2
, (4.29)

q(k+1)
y = q(k)y + ∆tAy − ∆t gn2

(
h(k)

)−7/3
q(k+1)
y

√(
q
(k+1)
x

)2
+
(
q
(k+1)
y

)2
. (4.30)

Here (qx, qy) = (hu, hv) are the unit-width discharges in the x- and y-directions respec-

tively. Ax and Ay are the momentum components computed at time t = k as discussed

in Sections 4.3.2.3 and 4.3.3, − (∆x · ∆y)−1∑ fB
(
q(k)

)
+ s

(k)
z . It is evident that Equa-

tions (4.29) and (4.30) are respective non-linear functions of (qx, qy). Reforming these

Equations to isolate the unit-width discharges at the next timestep

q(k+1)
x

{
1 + ∆t gn2

(
h(k)

)−7/3
√(

q
(k+1)
x

)2
+
(
q
(k+1)
y

)2
}

= q(k)x + ∆tAx, (4.31)

q(k+1)
y

{
1 + ∆t gn2

(
h(k)

)−7/3
√(

q
(k+1)
x

)2
+
(
q
(k+1)
y

)2
}

= q(k)y + ∆tAy. (4.32)
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Making the simple definitions mx = q
(k)
x + ∆tAx; my = q

(k)
y + ∆tAy and dividing (4.31)

with (4.32) yields the ratio

q
(k+1)
x

q
(k+1)
y

=
mx

my
. (4.33)

Taking ratio (4.33) and substitute it into (4.31) gives

q(k+1)
x



1 + ∆t gn2

(
h(k)

)−7/3

√
(
q
(k+1)
x

)2
+

(
my

mx

)2 (
q
(k+1)
x

)2


 = mx. (4.34)

Now consider the cases where q
(k+1)
x is positive and non-positive. If:

1. q
(k+1)
x > 0, equation (4.34) takes the form

q(k+1)
x +

(
q(k+1)
x

)2
∆t gn2

(
h(k)

)7/3
√
1 +

(
my

mx

)
= mx ; (4.35)

2. Otherwise q
(k+1)
x < 0 and

q(k+1)
x −

(
q(k+1)
x

)2
∆t gn2

(
h(k)

)7/3
√

1 +

(
my

mx

)
= mx. (4.36)

Equations (4.35) and (4.36) are quadratic expressions for the unit-width discharge in the

x-direction at time level t = k + 1. Each equation has two roots and so four potential

values are eligible solutions mathematically. To identify a suitable root solution, consider

the physical plausibility of the roots. For example, for (4.35):

q(k+1)
x =

1±√
1 + 2mxα

−α , (4.37)

where

α = 2∆t gn2
(
h(k)

)−7/3

√
1 +

(
my

mx

)
. (4.38)

Similarly, assuming non-positive unit-width discharge, the roots to the quadratic expres-

sion (4.38) are:

q(k+1)
x =

1±√
1− 2mxα

α
. (4.39)
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The physical interpretations of the roots in (4.37) are discussed. First assume mx > 0

then (4.37)+ will be negative2. This directly contradicts the initial assumption that the

unit-width discharge is positive and so cannot be a physically permissible root. For both

roots of (4.39), the unit-width discharges are positive provided they are real, contradicting

the initial assumption of non-positivity and so can be rejected. The final root (4.37)− is

positive and consistent with the original assumption. Thus its derivation is the only

physically plausible root for positive mx.

Assuming mx < 0, one may determine that the root (4.39)− is the only possible root using

an analogous analysis above. One may then combine (4.37)− and (4.39)− into a single

expression for the unit-width discharge at time t = k + 1 as

q(k+1)
x =

mx + mx
√
1 + 2mxα

−mxα
. (4.40)

An explanation of how both of these roots may be combined can be found in Xia and Liang

(2018). Two further considerations are needed before conclusively defining the unit-width

discharge. The first is for extremely small water depth h(k) contained within α. If this

were to occur, the calculation may require a computational precision a machine cannot

accommodate and thus introduce numerical instability. A preventative measure is utilised

by transferring
(
h(k)

)−1
into the square root of mxα to give

q(k+1)
x =

mx − mx

√
1 + 4∆tgn2

(
h(k)

)−4/3

√( mx

h(k)

)2
+
( my

h(k)

)2

−2∆tgn2
(
h(k)

)−4/3

√( mx

h(k)

)2
+
( my

h(k)

)2 . (4.41)

One final consideration is when a denominator of a solution equals zero. If this is an

actuality, one can use either Equation (4.35) or (4.36) and set q
(k+1)
x = mx. To conclude,

the physically admissible unit-width discharge in the horizontal x−direction is

q(k+1)
x =





mx if mxα < ϵh,

mx − mx

√
1 + 4∆tgn2

(
h(k)

)−4/3

√( mx

h(k)

)2
+
( my

h(k)

)2

−2∆tgn2
(
h(k)

)−4/3

√( mx

h(k)

)2
+
( my

h(k)

)2 if mxα ≥ ϵh.

(4.42)

By identical analysis, the unit-width discharge located in the quadratic expression (4.32)

2(4.37)+ denotes the root with addition operator
1+

√
1 + 2mxα

−α
, similarly (4.37)− denotes the root with

the subtraction operator,
1−√

1 + 2mxα

−α
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for the horizontal y-direction has the physically admissible solution

q(k+1)
y =





my if myα < ϵh,

my − my

√
1 + 4∆tgn2

(
h(k)

)−4/3

√( mx

h(k)

)2
+
( my

h(k)

)2

−2∆tgn2
(
h(k)

)−4/3

√( mx

h(k)

)2
+
( my

h(k)

)2 if myα ≥ ϵh.

(4.43)

4.3.4.1. Estimating the Manning Parameter

In equation (4.3), a reference to the manning coefficient was stated. A brief outline of

the history which gave rise to this parameter is given as well as a description on how it is

implemented in the model.

In 1889, Irish Engineer Robert Manning presented the “Manning formula” 3 built on from

the work of Philippe Gauckler in 1867 (Manning, 1891). It is an empirical formula used to

estimate the average velocity of a liquid flowing in a channel that is open to atmospheric

pressure; or put more simply, open channel flow. Further details specific to this formula

can be found in chapter 5-6 of Chow et al. (1988).

The greatest difficulty in implementing this formula comes from the estimation of the

roughness coefficient (or Manning coefficient), n. There is no agreed upon process to

select an appropriate value within the literature. Typically, four guiding principles are

used:

1. Understand the factors which affect the value of n. How does the basic knowledge

of the problem one is trying to solve help reduce the candidate values of n?

2. Consult a table of typical coefficient values with varying channel types.

3. Examine and understand the appearance of typical channels with known roughness

coefficients.

4. Determine the value of n through analytical processes based on theoretical velocity

distribution in a channel cross section.

Engineers typically consider ten factors which can influence this roughness coefficient.

These are Surface Roughness; Vegetation ; Channel Irregularity ; Channel Align-

ment ; Silting and Scouring ; Obstruction ; Channel Shape and Size ; Stage and

Discharge ; Seasonal Discharge and Suspended Material and Bed Load . A more

thorough explanation of these factors are highlighted in (Chow et al., 1988, Chapt. 5-8).

Noting that several factors can influence the value of this roughness coefficient, Cowan

3It is also referred to as the “Gauckler–Manning” or “Gauckler-Manning-Strickler” formula
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(1956) put forward a formula to compute the value of n as

n = (n0 + n1 + n2 + n3 + n4)m5. (4.44)

Table 5-5 in (Chow et al., 1988, pg. 109) provides possible values one can use to compute

the roughness coefficient. The parameters in Equation (4.44) are as follows: n0 is the

basic n value for a straight uniform smooth channel; n1 captures the effect of surface

irregularities; n2 covers variations in shape and size of the channel cross section. n3

represents any obstructions present; n4 provides a value for vegetation and flow conditions;

and m5 is a correction factor that is dependent on the meandering of a channel. Further to

that table, a table of Manning’s Roughness coefficients was constructed by Robert Horton

in 1916 (Chow et al., 1988) which lists the minimum, normal and maximum values of

n depending on the description of channel type. Table 4.1 below extracts values from a

more complete table 5-6 in (Chow et al., 1988, pgs. 110-114) and relates it to the land-use

category descriptions used in this work. Throughout every simulation, the “normal” value

was applied.
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4.3.5. Infiltration Model

Out of the six land-use types that are considered in this work (discussed in Section (4.2.3)),

four surfaces are considered ‘permeable’, Arable, Grassland, Rough Grazing and Woodland

(as illustrated in Figure (4.2c), page 142). Four potential candidate models exist that

may be used to model the infiltration component of a hydrological model for permeable

surfaces. These are the Green-Ampt model (Green and Ampt, 1911), Horton’s model

(Horton, 1919), Richards equation (Richards, 1931), and Philip’s model (Philip, 1954). A

summary of these models may be viewed in Table (2.2; page 60).

As noted in Section 2.6, the purpose of this work is to construct a hydrological model

that will work towards a computational tool to aid in the management of natural systems.

In the context of land-use management planning it is vital to understand the underlying

hydrological properties of the watershed to ascertain how decisions involving converting

land-use cases could affect local flooding risk in the near and longer term. The Horton

model explains how soil infiltration capacity declines throughout a precipitation event and

runoff is generated only when rainfall intensity exceeds infiltration capacity. This model

models infiltration capacity as a function of time and is physically decoupled from the

physical parameters, and hydrological characteristics, that would underpin differing soil

types. Similarly the Philip model also calculates infiltration capacity as a function of time.

Due to the need for physical consideration of the hydrological characteristics in this use

case, the Horton and Philip models were deemed unsuitable.

Both the Green-Ampt model and Richards equation contain parameters which capture

the hydraulic qualities of the soil to provide a physically coupled model. Obtaining a

solution to Richards equation is one of the most challenging problems in hydrological

modelling (Farthing and Ogden, 2017). Such a solution has been noted as computationally

expensive and unpredictable since there is no guarantee of a solver converging given a set of

parameters (Short et al., 1995; Tocci et al., 1997). Also, the need for field observations to

quantify the soil hydraulic properties needed for the equation present practical limitations

for this work. As such, the Richards equation was also deemed unsuitable.

The Green-Ampt model on the other hand is a simple model where its parameters may

be obtained from the physical properties of the soil. A parameter table for differing soil

types is already present in the literature (as seen in Table (3.1); page 120). The model

has been shown to produce satisfactory results for profiles where hydraulic conductivity

increases with depth; for soils having non-uniform initial water contents (particularly use-

ful if one wishes to consider different management scenarios after a heavy rainfall); and

for profiles that become dense with depth etc. (Gupta, 2017). It is for these reasons

that the Green-Ampt model was developed to represent the unsaturated zone compo-

nent of the hydrological model within this work. Its construction is discussed in Section

(4.3.5.1). The initial construction of the model involved the implementation of the Newton-

Raphson method to take into account the ponded-infiltration scenario. Simulation of a

single timestep would take forty minutes to execute due to the implicit nature to resolve

numerically. A new approach is developed to replace the Newton-Raphson component of
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the Green-Ampt model. It will be shown that for each soil texture tested there is good

agreement in output between the full and approximate models using the worked example,

outlined in Section 3.6.1.2 (page 126), to compare them. At the time of writing, there

was no evidence found within the literature that this approach has been utilised in this

context before. It is believed that the approach outlined below is a novel interpretation

of implementing the Green-Ampt method.

The remaining two land-use types that have ‘impermeable’ surfaces are the sub-urban and

urban categories. The Green-Ampt model was designed for natural environments and not

built-up regions. As such a separate method to calculate runoff abstraction and runoff rate

is required for these two remaining categories. Three potential candidate methods were

considered for this task. These are the Rational Method (Rossmiller, 1980; Mishra and

Singh, 2003), Cook’s Method (Miller, 1994) and the SCS Method (S.C.S, 1972; Kouwen,

1988).

The Rational Method employs an empirical formula in an urban setting to compute peak

runoff rates to design drainage infrastructure. Rainfall amount, intensity, catchment con-

ditions and human activity are all considered to determine runoff amount. It is most

useful when considering relatively small areas such as roof tops and parking lots. Its use

is restricted to areas of less than 8km2 (Miller, 1994). The method assumes the rainfall

is uniformally distributed over a watershed and its rainfall intensity is constant. In the

case of land-use planning one is not afforded the luxury of assuming that rainfall rate will

be constant. From this assumption alone, this method is discounted. Cook’s Method is

similar to the Rational Method, except that it parametrises four specific catchment size

and conditions. These are Relief, Soil infiltration, Vegetation cover, and Surface Storage.

These values may be seen in Chapter 2, Table 2.7 in Miller (1994). However, again given

the underlying assumption of a uniform rainfall distribution and rainfall intensity and its

unsuitability for use in land management contexts, this method is also discarded.

The final candidate, the SCS Method, is an already widely used and accepted method for

predicting runoff and infiltration (Natural Resources Conservation Service, 1986). This

model is simple in its concept and requires only the curve number (CN) as a parameter.

The model inputs are well documented in literature and it does not require an initial

assumption for a uniform rainfall distribution and constant rainfall intensity rate. It is for

these reasons, that this method is adopted for calculated the infiltration component of the

hydrological model for the sub-urban and urban areas within the computational domain.

The application of the SCS Method is presented in Section (4.3.5.2).

4.3.5.1. Green-Ampt Approximation

Chapter 5 presents an analysis on the model performance that is described within this

chapter. This analysis considers both resolution variants outlined in Section 4.2.3. When

conducting this analysis initially, the model implemented the Newton Raphson method

during ponding scenarios as it was laid out in Section 3.6.1.2. The parameters for these

simulation comparisons is outlined in Section 5.4. When comparing the original and
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Table 4.2.: A table displaying the total time taken to execute a single timestep of the
model when the Newton Raphson method was applied. This single timestep
was scaled by a factor to estimate the likely time the model would take to
resolve assuming the computational effort was consistent.

Record
Type

Timestep
#

Seconds
Time

[DD:HH:MM:SS]

Measured 1 2438.38 00:00:40:38

Estimate 5 12191.9 00:03:23:12

Estimate 10 24383.82 00:06:46:23

Estimate 50 121919 01:09:51:59

approximate Green-Ampt models, the words “overestimate” and “underestimate” are used

to relate between both models as opposed to between a model and observation data. This

nomenclature is also used in the analysis between the 20m and 50m model variants in

Chapters 5 and 6.

Table 4.2 documents the time taken for a single timestep to complete. The time taken to

execute a single timestep was scaled by a factor to estimate the time it would take to resolve

assuming that the level of computational performance was consistent. Upon investigation

into the model, the ponded infiltration calculation using the Newton-Raphson method

was the primary culprit in the infeasibility of the time taken to compute, given its implicit

approach to numerical resolving.

To resolve this issue, the Newton-Raphson method within the Green-Ampt model is re-

placed with an approximate method to minimise the computational demand needed. Boxes

B and D in Figure 3.13 in Section 3.6.1.1 are the two areas within the model flow where

the Newton Raphson method is utilised.

If the rainfall rate r(k) is less than the infiltration capacity, one again calculates the in-

termediary infiltration capacity, using Equation (3.59) on page 119, with the intermediary

total infiltration F ′
t+∆t (Figure 3.13, box C; page 125). If the rainfall rate is less than the

intermediary infiltration capacity value (f ′c(k)) then the entire volume of rainfall in that

timestep is infiltrated.

If a given rainfall rate is greater than f ′c(k), then Equation (3.62) is used to determine the

cumulative infiltration at the point when ponding commences. The time taken within the

interval for ponding to occur is also calculated. The total amount of rainfall input which

occurs during ponding equates to

rfr(k) = r(k)∆t

(
1 − t′k

∆t

)
. (4.45)
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r(k)∆t is a product between the rainfall rate at timestep k and the temporal interval

for the computation. This gives the total amount of rainfall input expected over a given

timestep. The term inside the brackets gives the proportion of time remaining during

the ponding event. When ponding begins, the infiltration is assumed to occur at a rate

equal to the intermediate infiltration capacity value (f ′c(k)). Hence the total amount of

infiltration during ponding is

Fpp = (∆t − t′k)f
′
c(k). (4.46)

Thus the respective total infiltration and runoff is equal to

Fc(k) = F (t′k) + Fpp (4.47)

rfo(k) = rfr(k) − Fpp. (4.48)

If initially the rainfall rate is greater than the infiltration capacity (box B; Figure 3.13),

one assumes that infiltration occurs at a linear rate according to its capacity and ponding

occurs throughout the interval

FA = F (k − 1) + fc(k)r(k)∆t. (4.49)

In Section 3.6.1.1, the model flow was illustrated using a worked example taken from

Tarboton (2003) with the flow chart figure 3.13 on page 125.

Table 3.1; page 120 notes the soil parameters used in the full Green-Ampt model de-

scribed in Section 3.6.1.1. The approximate Green-Ampt model described in this section

is compared against the full model using the rainfall input increments from Table 3.3; page

127.

For each of the soil types below three figures are presented. The first shows the infiltration

capacity for both the full model (blue squares) and approximate model (black asterisks).

The second shows the percentage error difference of the infiltration capacity between the

two models. The final plot depicts the total surface runoff per timestep for each model

respectively. To compliment these figures, the raw data for these graphs may be found in

appendix D.

Figures 4.15a - 4.15c; page 170 compares the full model to the approximate model with

the sand soil type parameters, with the results from these simulations listed in Table D.4;

page 352. There were no discrepancies to be found between the models when considering

this soil type. Similarly for the Loamy Sand soils, Figures 4.16a - 4.16b; page 170 and

Table D.5; page 352, the approximate infiltration model absorbed all the incoming rainfall

inputs from the worked example.
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The approximate model absorbed a little more rainfall compared to the full model, as seen

between Figures 4.17a - 4.17c; page 171 and Table D.6; page 353. This left runoff in the

approximate model to slightly underestimate the full model, but the relative magnitudes

between the timesteps for each model performed similarly. There was minimal discrepancy

between the infiltration capacities for the models using the Sandy Loam parameters.

For the Loam soil type, the approximate model overestimated the rainfall runoff rate

by 7.9% on the second timestep (∆t = 0.5) resulting in a 10% difference between the

runoff outputs at the same point of the model. Despite this, as the simulation progressed

difference between the approximate and full model was below 1% during the second half

of the run as illustrated in Figures 4.18a – 4.18c; page 171 and Table D.7; page 353.

The difference in infiltration capacity between the two models oscillated around 1% for

the silty loam soil parameters. The approximate model infiltrated too little water at

∆t = 0.75 and a little more for the remaining timesteps. This resulted in an overestimate

of runoff to begin with and then an underestimation of runoff for the remaining time. As

seen in previous soil types beforehand, Figures 4.19a – 4.19c show the relative magnitudes

between both models does perform well, with Table D.8 presenting the specific values.

During the Sandy Clay Loam simulations, the approximate model consistently slightly

underestimated the infiltration capacity. The difference between this underestimation

began at just below 12% and shrank as the simulation ran where at the final timestep

a difference of 4% was recorded. The sensitivity of the Newton-Raphson method in the

implicit nature of infiltration of ponded conditions is reflected in the runoff output at the

first timestep in 4.20a; page 172, where a lot less water is infiltrated into the soil compared

to its approximate counterpart. Apart from this first timestep, the runoff outputs for each

model performed similarly, as depicted by Figures 4.20a - 4.20c and Table D.9; page 354.

When the Clay Loam infiltration parameters were implemented into the approximate

model, the model began to slightly overestimate the infiltration capacity by 10%, but then

slightly underestimate the full model though consistently close the difference between the

two models. This initial overestimation is seen with the lower runoff output on the first

timestep ∆t = 0.25 in Figure 4.21c; page 173. However for the remaining timesteps, the

runoff values between the two models matched well and their magnitude behaviour of the

approximate model closely matched the full model. Table D.10; page 355 lists these values.

Similar to the clay loam soil type, the silty clay loam soils initially overestimates the infil-

tration capacity by 27%, but quickly recovers to less than 5% difference in the remaining

timesteps as seen in Figures 4.24a – 4.22c. This initial infiltration absorption sees the

runoff much reduced at the first timestep but then matches closely with the full models

for the remaining part of the simulation. Table D.11

Applying the Sandy Clay soil parameters to the approximate model initially saw the

infiltration capacity overestimate by 15.47%, but consistently decreased as the simulation

continued to a little above 2.5%. This overestimate saw the runoff at the first timestep

be underestimated in the approximate model, but the relative magnitudes between each
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timestep closely match as seen in Figures 4.23a – 4.23c; page 174 and Table D.12; page

356.

Like the Sandy Clay soil, when the approximate model applied the silty clay soil it initially

overestimated the infiltration capacity by 27.16%, but quickly recovered to below 5%, as

illustrated in Figures 4.24a – 4.24c; page 174 with values in D.13; 356.

Similar to the previous two soil types discussed, initially the approximate model over-

estimate the infiltration capacity by 52.17%, seeing the runoff output differ by 61.03%.

However, after this the approximate model settles and the percentage error stabilises to

2-3% as seen in Figures 4.25a – 4.25c and Table D.14.

To conclude, the approximate model performs well enough to show the potential long term

effect of infiltration of ponded conditions given a large enough run. Coarser soils work

much better than finer soils in the initial timesteps, but comparisons of runoff magnitude

between timestep intervals match well for both models. As the soils being modelled become

more finer in porosity, the approximate model is less accurate but given enough time does

provide a good substitute to the Newton-Raphson method.
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Figure 4.15.: A comparison between
the full and approximate
Green-Ampt model for the
Sand soil parameter.
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Figure 4.16.: A comparison between
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Green-Ampt model for
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Figure 4.17.: A comparison between
the full and approximate
Green-Ampt model for
the Sandy Loam soil
parameter.
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Figure 4.18.: A comparison between
the full and approximate
Green-Ampt model for the
Loam soil parameter.
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Figure 4.19.: A comparison between
the full and approximate
Green-Ampt model for the
Silt Loam soil parameter.
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Figure 4.20.: A comparison between
the full and approximate
Green-Ampt model for
the Sandy Clay Loam soil
parameter.
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Figure 4.21.: A comparison between
the full and approximate
Green-Ampt model for the
Clay Loam soil parameter.
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Figure 4.22.: A comparison between
the full and approximate
Green-Ampt model for
the Silty Clay Loam soil
parameter.
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Figure 4.23.: A comparison between
the full and approximate
Green-Ampt model for the
Sandy Clay soil parameter.
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Figure 4.24.: A comparison between
the full and approximate
Green-Ampt model for the
Silty Clay soil parameter.
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Figure 4.25.: A comparison between
the full and approximate
Green-Ampt model for the
Clay soil parameter.
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4.3.5.2. Applying the SCS Method

Section 3.6 described the underlying theory used within the hydrological model. Specifi-

cally the Green-Ampt method for non-built up areas Arable, Rough Grazing, Grass-

land and Woodland was linearised to try and aid computational efficiency. Using

the worked example from Tarboton (2003), Section 4.3.5.1 showed that the linearisation

tracked well with the Newton-Raphson method, but significantly decreased the computa-

tional power used. Here a discussion on the final two land-use categories that will be used

in this work and how they will be applied within the model using the theory outlined in

Section 3.6.2 is given.

In this model an average antecedent moisture condition (AMC II) is assumed. A sub-urban

land pixel will be defined to contain 50% residential, 30% woodland and 20% paved roads.

Similarly the urban land-use category is assumed to be composed of 70% commercial

space, 20% roads and 10% parklands. The calculations assume the area to be in units of

acres. Table 4.3 highlights the total area in squared metres, its conversion to acres and

the proportional area for each component of both land-use types, for each of the three

model resolutions looked at in this work.

Using the curve numbers from Table 3.5 in Section 3.6.2, the curve number for the land-use

pixel is calculated as highlighted in Table 4.5 below for each model resolution (rounded

to the nearest integer). Applying Equation (3.77) using the curve numbers evaluated, the

maximum potential storage is calculated as illustrated in Table 4.6. Finally, the total

runoff is calculated using (3.75) on page 130 and listed in Table 4.7 below.

As mentioned in Section 3.6.2 an initial abstraction value of 0.2 was noted from empirical

experiments. Lim et al. (2007) revised this value to Ia = 0.05. They discovered that it

led to a more accurate long term prediction of direct runoff within urbanised areas. Since

this method is solely being applied for the Sub-Urban and Urban land-use categories, this

revised value is applied for every simulation run.

Table 4.3.: The total area of the model pixel resolutions in square metres and acres broken
down into the sub-urban land-use components.

Total area Total area Residential Woodlands Paved Roads

[m2] [acres] (50%) (30%) (20%)

2 [m] 4 9.88422 x10−4 4.94211 x10−4 2.965266 x10−4 1.976844 x10−4

20 [m] 400 9.88422 x10−2 4.94211 x10−2 2.965266 x10−2 1.976844 x10−2

50 [m] 2500 0.6177635 0.3088175 0.18532905 0.1235527
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Table 4.4.: The total area of the model pixel resolutions in square metres and acres broken
down into the urban land-use components.

Total area Total area Commercial Paved Roads Parklands

[m2] [acres] (50%) (30%) (20%)

2 [m] 4 9.88422 x10−4 6.918954 x10−4 1.976844 x10−4 9.88422 x10−5

20 [m] 400 9.88422 x10−2 6.918954 x10−2 1.976844 x10−2 9.88422 x10−3

50 [m] 2500 0.6177635 0.43243445 0.1235527 0.06177635

Table 4.5.: Curve number calculations for the sub-urban and urban regions, using the
values from Table 3.5.

Sub-Urban Urban

2 [m]
(4.94211× 90 + 2.965266× 73 + 1.376844× 98)

9.88422
× 10−4

10−4
= 87(86.5) 93 (93.3)

20 [m] 87 (86.5) 93 (93.3)

50 [m] 87 (86.5) 93 (93.3)

Table 4.6.: The maximum potential storage for a sub-urban and urban land-use pixel.

[in] [cm]

Sub-Urban S =
1000

87
− 10 = 1.49425287356 3.795

Urban S =
1000

93
− 10 = 0.75268172 1.912

Table 4.7.: Formulae to calculate the total simulated runoff in a sub-urban and urban
land-use pixel using the revised initial abstraction value Ia = 0.05.

Total simulation accumulated runoff [cm]

Sub-Urban Q =
(P − 0.18975)2

P + 3.60525

Urban Q =
(P − 0.0956)2

P + 1.8164
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The formulae from Table 4.7 determine the total amount of runoff a pixel will experience

during a single simulation run. This total amount of input will be partitioned according

to the rainfall intensity input at a given timestep. For example, if the rainfall rate is

constant, then the infiltration amount per timestep will be equal. If the rainfall rate input

is non-uniform, then the rainfall abstraction will be greatest during the timesteps with the

heaviest rainfall rates.

4.3.6. Boundary Conditions

In order to simplify the model further, a solid (slip) boundary condition is assumed to

span across the entire perimeter of the region which is being simulated. Hence, for the

western and eastern borders described in Section 4.2, the following condition is applied.

hB = hI, uB = 0 vB, = vI, (4.50)

where subscripts B and I represent the prescribed condition and boundary pixel respec-

tively.

Similarly for the northern and southern boundaries the following conditions are applied:

hB = hI, uB = uI, vB = 0. (4.51)

4.3.7. Interception Parameters

Two thirds of precipitation is intercepted to be transpired, evaporated or infiltrated into

the soil surface (Perlman, 2016). However, as stated in Section (2.7.1), this model is be-

ing run on my personal computer. The remit of this thesis is to introduce an analytical

framework from the facilities management industry and apply it in a natural capital

management context. Two of the key hydrological modelling components that lend them-

selves to flood risk management are surface routing and infiltration modelling. Sections

4.3.1 - 4.3.6 outline the fully-distributed hydrological model that has been constructed.

Before any rainfall input is applied, the empirical approach taken to represent the inter-

ception component of the model is described. To minimise the computational expense on

my machine, representative values of interception are outlined in this section. Sections

5.3 (page 191), 6.2 (page 233) and 7.2 (page 276) will outline the rainfall inputs used

to illustrate the model performance according to their specific simulation contexts. In

essence, rainfall inputs outlined in the aforementioned sections will reduce proportionally

according to a percentage highlighted in the summary of the literature used below. These

values are used to empirically represent the interception component in order to minimise

the computational expenditure of the hydrological model.
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Vegetation type, age, planting density and temporal season majorly influences the mag-

nitude and proportion of precipitation that a given land area will likely experience. For

example, averaged over a year, coniferous and broad-leaved forests likely catch between

15-35% and 9-25% of all precipitation respectively. Typically lower interception values

have been observed for tropical rainforests and higher values noted for more temperate

climes (Open University, 2022).

Similarly, interception magnitudes are crop dependent with oats, corn and clovers observed

to capture 7%, 16% and 40% of rainfall respectively. For arid and semi-arid regions, as

one might expect, interception phenomena are negligible (Open University, 2022).

Section 4.2.2 outlines the land-use categories which are defined within this model. Here a

brief summary of the values and assumptions used to represent the interception component

of the model according to current research is given.

161,000 hectares of arable farmland is used to farm the cereal crop wheat in southern

western England (Department for Environment, Food & Rural Affairs, 2019). Within this

work, it is assumed that all arable land-use types within the model farm this crop. A

study conducted by Lull (1964) observed that on average 36% of rainfall was intercepted

by wheat. So this value of 36% interception will be applied to all pixels which are defined

to be arable.

Typically, grassland has been observed to intercept between 14-19% of rainfall (Open

University, 2022). In this work, a parameter of 15% interception is utilised for rough

grazing land-use and 20% interception for the grassland land-use category.

The UK has a humid temperate oceanic climate (Peel et al., 2007). From this def-

inition it is assumed that woodland interception will lie in the range between 9-25% as

highlighted previously. In this work, the value of 25% interception is used.

4.3.8. Model Calibration

A vital stage of the model construction process is that of the model calibration. Model

calibration is an important exercise to determine whether the initial parameterisation

provides a good description of the system behaviour being investigated, or whether a new

set of unique model parameters are required to minimise the errors between observed and

predicted behaviour.

Unfortunately, no real data was available in order to calibrate the model that has been

constructed for this thesis. Instead, this section gives an introductory discussion into

how one would begin the model calibration process. It highlights the key hydrological

parameters that will likely need calibrating for each sub-component of the model. An

example of how one could begin calibrating the parameter is provided and what type of

data one may need. It also discusses how one can utilise metrics to ascertain the quality

of model calibration.
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Section (4.3.8.1) discusses the key hydrological parameter needing calibration within the

surface routing component of the model. Sections (4.3.8.2) and (4.3.8.3) outline the key

considerations one has to take into account of the infiltration component of the model,

namely the Green-Ampt model and SCS method respectively. Finally, the main parame-

ters associated with interception modelling are noted in Section (4.3.8.4).

4.3.8.1. Manning coefficient in the Shallow Water Equations

One key parameter within the surface routing component of the hydrological model that

will need calibrating is the roughness coefficient. Within this work the Shallow Water

Equations were utilised to govern this surface routing component (Section (4.3.1)). Within

this set of equations is the Manning parameter, an empirical formula to estimate the

average velocity of a fluid flowing within open channel flow. Section (4.3.4.1) outlined the

initial considerations one has to make when determining the roughness coefficient. The

values in the Normal column of Table (4.1; page 163) were used as estimates to the

roughness coefficient. These values were obtained from (Chow et al., 1988, pg. 113).

Data from reliable flow gauge apparatus of the hydrological system one is modelling, aerial

photography, topographic maps and real time satellite rainfall data would be extremely

useful in the calibration process of this parameter. Hydrographs are a plotting tool to

display how river discharge changes temporally in response to a storm event. They can

be used to visualise and observe the peak discharge and response of a watershed during

given storm events. These hydrographs could compare the observed event with an original

model simulation event without calibration and then with calibration.

One common way to measure the potential improvement of a calibrated parameter is

to use the root mean square error metric to compare the disparity between the model

(uncalibrated and calibrated) against the observed event to determine whether the model

prediction has been improved. A further discussion on calibration of the two-dimensional

Shallow Water Equations is presented in (Bathurst and O’Connell, 1992). Within this

paper it discusses the SHE hydrological modelling system which uses this surface routing

method. It notes that physically based hydrological models parametrise the underlying

physical meaning and hydrological characteristics of a watershed. Therefore calibration

using field measurements can give more confidence in a model output than compared to

a model without any physical process underpinning it. For the one-dimensional shallow

water equations, the roughness parameter has been calibrated using a Monte Carlo method

as well as gradient based optimisation methods (Lacasta et al., 2017).

4.3.8.2. Green-Ampt

Four parameters of the Green-Ampt model need to be considered for calibration. These

are Wetting Front Soil Suction Head, Hydraulic Conductivity, Porosity and

Initial Soil Moisture. Ideally, field survey data of the watershed one is interested

in would be acquired to attain the values of the parameters one is interested in through
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experimentation, similar to the experiments conducted in Horton (1919) to obtain realistic

parameter values. For a more general hydrological model this is impractical and so values

determined within the literature are used in this work by first understanding the soil

profile of the computational domain. The soil parameters related to the soil texture

“Sandy Loam” were chosen as the default values as noted in Table (3.1; page 120). These

values were originally obtained by Clapp and Hornberger (1978). The justification of this

is presented in Section (4.2.4)

To calibrate these values, one could conduct a model sensitivity analysis for each pa-

rameter. To do so, one could determine a suitable gauged location within their desired

watershed and run multiple simulations. Within each simulation, one would fix the value

of three out of the four key parameters and then vary the final key parameter with rep-

resentative low, middle (or mean) and high values. One could then compare the output

of cumulative infiltration and the performance of each parameter relative to one another

against the observed data to determine the importance of calibration for each parameter.

This type of analysis was conducted for the Green-Ampt component of the TUFLOW

hydrological model (TUFLOW, 2018). Here it found significant variations in runoff when

the hydraulic conductivity parameter was varied throughout the simulated event. It also

found the initial moisture content had influence on the runoff output at the beginning of

a simulation. This was found to be consistent with results from within the literature.

In order to quantify the performance of the model calibration, one may used the root mean

squared error (described in the previous section). Other quantitative methods include the

percentage bias value, which measures the mean propensity of simulated values to devi-

ate from the observation. Equally, one could use the Nash-Sutcliffe efficiency coefficient,

originally used to measure the predictive quality of a hydrological model, it has also been

found to be useful in measuring model accuracy.

4.3.8.3. SCS

The key parameter for the SCS method is its Initial abstraction parameter Ia. Within

its first conception was the proposal of the assumption that Ia = 0.2S as noted in Section

(3.6.2; page 129). The original field data used to determine the runoff estimation method

from the Soil Conservation Society (S.C.S, 1972) was never documented and subsequent

literature could not replicate the original analysis from the Soil Conservation Society.

Despite this, this method has become the de-facto approach for many software prod-

ucts, environmental impact estimation projects and engineering designs (Ling and Yusop,

2015). Many disagreements on this parameter value arose due to the reporting of many

inconsistent results using this methodology (Ragan and Jackson, 1980; Ling and Yusop,

2014). Model fitting experiments conducted by Woodward et al. (2003) suggested a value

of Ia = 0.05 would be more appropriate as the value Ia = 0.2 resulted output that was too

high compared to observations. It is this value that was used throughout the hydrological

model in this work.

Model calibration for this parameter is dependent on specific regional characteristics (Ling
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and Yusop, 2014). Ling and Yusop (2015) developed a regional specific correction equation

to amend the SCS method to be more suited to its three case study regions on the Universit

Teknologi Malaysia (UTM) Skudai campus in Malaysia. It assessed two null hypotheses

given by SCS originally: 1. Ia = 0.2S globally; and 2. Ia = 0.2 is constant. They adopted

a bootstrapping, bias corrected and accelerated procedure to asses these hypotheses and

help in utilising a numerical optimisation method to find the optimum initial abstraction

value. In their work they rejected their null hypothesis after careful considerations of all

the possible values of the initial abstraction parameter and found the hypothesis did not lie

within one standard deviation of the range of optimal median or mean values. Utilising an

optimal initial abstraction value, they constructed a modified runoff prediction model using

the SCS method as a framework. To measure the calibration performance a comparison

of the prediction of the SCS method against the non-inferential statistical approach was

done. It found the new model reduced the residual sum of squares by 79%.

In order to adopt this calibration approach, experimental data of the watershed outlined

in Section (4.2) would be required. However, the model in this work covers a large spatial

area compared to the small experimental sites used in Ling and Yusop (2015) and would

be impractical to implement. The application of the SCS method for this work is outlined

in Section (4.3.5.2; page 176).

4.3.8.4. Interception Parameter

Having an understanding of canopy interception and its effect on the water balance is

vital in determining the correct input needed to accurately reflect the total amount of

precipitation that reaches the ground surface. Total net rainfall (defined as the sum

of throughfall and stemflow , outlined in Section (2.2.1; page 52)), the amount of

precipitation that is not retained by vegetative surface, ultimately dictates the model input

for the remaining components of a hydrological model. The interception phenomena is

strongly correlated with rainfall intensity and timing, the structure of vegetation doing

the intercepting as well as the weather conditions which control the evaporation process

during and after a storm event (Rutter et al., 1975; Ward and Robinson, 1990; Dingman,

2002; Brutsaert, 2005; David et al., 2005). These correlates may account for up to 50%

of total precipitation (Llorens et al., 1997; Roth et al., 2007; Siegert et al., 2017; Sadeghi

et al., 2018).

The observations of interception events (as a percentage of rainfall) from specific studies

outlined in Section (4.3.7) are used as a proxy for the interception component to save

computational expense in the hydrological model within this work. One way in which

data could be collected for calibration of an interception parameter is via tipping-bucket

gauges. These devices are ubiquitous within interception literature and known to system-

atically underestimate gross rainfall and throughfall in forest areas. However, there are

studies which outline a dynamic calibration procedure to correct these observations (Lida

et al., 2018).

A study by Lida et al. (2018) outlines a dynamic calibration procedure to correct observa-
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tions from these gauges. Five of these devices were measured with five different constant

inflow intensities. The actual output was measured against the observations measured

from the gauges and a correction equation was determined. The rain gauge was then com-

pared against an Onset rain gauge and Ota rain gauge and correction applied to field data

of canopy interception loss in a temperature forest in Japan. This correction procedure

saw interception loss computed values change from -20% - +40%.

There exists many model types within the literature which simulate canopy interception.

Such models include simple regression models (Helvey and Patric, 1965), physically-based

models (Rutter et al., 1972; Gash, 1979) and stochastic models (Calder, 1996). Two

physically-based models that are commonly used are the Rutter-type and Gash-type mod-

els (Muzylo et al., 2009). These are outlined in Section (2.2.1). Models of these types

may be calibrated using a non-linear parameter estimator known as PEST (Parameter

Estimation and Uncertainty Analysis) (Doherty, 2005; PEST, 2023). This method ap-

plied the Gauss-Marquardt-Levenbert method to find an optimal parameter set which

minimises the sum of square errors between the measured and modelled data. PEST is

an independent, free and open-source software that has been referenced numerously in

the literature. One such study which employs this method is Linhoss and Siegert (2020)

that calibrates five interception models (Gash, Gash Sparse, Rutter, Rutter Sparse and

Liu models). Other advantages to this method is the fact that it is unbiased, it allows a

comparison of optimised results and optimised parameter sets and gives good insight into

a model’s functionality. Goal of model calibration is to ensure that an estimated class

probabailites are consistent with what would naturally occur.

4.3.9. Model limitations and Future work

Due to a lack of appropriate data, the hydrological model could not be calibrated. As

such one cannot be sure that the parameters used to demonstrate its function are a good

representation of the hydrological system being investigated. One can overcome this issue

by considering the points made in Section (4.3.8) noted above.

Since the model was not able to be calibrated due to a lack of real data there is little

value in comparing it with existing models within the literature. Without any confidence

that the hydrological model can represent a hydrological system robustly, it did not make

sense to utilise further resources and time to conduct this comparison exercise. Should

one wish this model to be used in flood management exercises, it would be necessary to

conduct such a comparison after the calibration work has been conducted. The absence of

comparisons of the model against models within the literature means that the confidence

in the validity of the hydrological tool is limited.

Physically-based hydrological models require a large number of parameters and work best

with a vast amount of data. Model calibration is required for each region and/or water-

shed one is interested in investigating. These data intensive models require a large amount

of computational power. The model outlined in this chapter was limited to my personal

computer. Thus the model was built pragmatically and not solely on need. High resolu-
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tion physically-based hydrological models are most useful when run in a high-performing

computer environment. High Performance Computing has enabled modellers the ability

to attain resolutions that are not possible on a personal machine (Avesani et al., 2021).

The hydrological model constructed in this work comprises of four components. Each

component in turn has underlying assumptions that one may wish to consider if trying

to expand this work. For the surface routing component, the governing shallow water

equations (Section 4.3.1), contains only one vertical component. As such, it is difficult

to include a parameter which varies with height. Within the Green-Ampt model (Sec-

tion 4.3.5.1), it assumes the soil to be isotropic and that the initial moisture content is

uniform within the soil. This can lead to inaccuracies of infiltration-excess surface runoff

calculations over a heterogeneous soil (Huo et al., 2020). To effectively use this model

disaggregated daily precipitation data is best to use. However, this is very difficult to

obtain (King et al., 1999).

When one applies the SCS method (discussed in Section 4.3.5.1), it requires the rainfall

volume amount. It does not accept rainfall intensity and/or duration. As such one must

determine an appropriate method to take into account this fact. Chapters 5 - 7 outline

how this was overcome in this work. Essentially the total output obtained from this

method was distributed according to rainfall intensity, as a percentage total input, at

each timestep. The SCS method is also sensitive to curve number (CN) values. Equally,

expert judgement is needed in ascertaining the appropriate initial abstraction value (Ia)

and utilising the correcting antecedent moisture classification values.

Section 4.3.7 outlines the final hydrological model component discussed in this work, the

infiltration parameter. In order to minimise computational expenditure, empirical val-

ues were used determined from field data highlighted in Section 4.3.7. As a result, the

component does not have any physical basis embedded within it like the remaining three

components. Finally, it is assumed that only one vegetation type will be present on specific

land-use pixels. Again, while convenient computationally, it will not be truly representa-

tive of the interception mechanism present within the watershed.
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4.4. Summary

Chapter 4 began by defining an orthogonal computational domain on which the hydrolog-

ical model is built (Section 4.2). Section 4.2.2 highlighted the Dudley stamp maps at 1km

resolution from the MAGIC platform. These maps defined the seven land-use categories

that will be used in the work. The data for these maps was not available, so an image

processing approach was justified and outlined in Section 4.2.3. Section 4.2.4 justified

the use of “Soilscape 7” as a parameter within the Green-Ampt model. A lack of data

availability and computational power meant that the hydrological model could not be run

in its 2m resolution variant as justified in Section 4.2.5. The section also ruled out any

model resolution variants at 100m and above as this would lose too much spatial variation

needed to conduct land-use based policy planning and flood modelling. This work will use

the 20m and 50m resolution variants and compare their outputs against each other.

Section 4.3 begins the explanation on the construction of the hydrological model. The

first component to be constructing is the surface routing component. It first considers the

governing equations themselves (Section 4.3.1) as well as how its integral form is applied to

a finite volume numerical stencil (Section 4.3.1.1). The HLLC numerical solver is applied

to numerically solve local Riemann problems (Section 4.3.2). The surface reconstruction

method from Xia et al. (2017) is applied (Section 4.3.2.3) to aid in the determination of

the Riemann states (Section 4.3.2.2). The source term discretisation is outlined in Section

4.3.3. The method constructed by Xia and Liang (2018) is utilised to explicitly calculated

the friction term of the routing component in Section 4.3.4.

A justification on the use of the Green-Ampt model (for non-urban land-use categories) and

SCS method (for urban land-use categories) begins Section 4.3.5. The implicit Newton-

Raphson numerical solver embedded in the Green-Ampt model made the runtime for a

single timestep of the model unfeasible. Thus Section 4.3.5.1 constructed a linear approx-

imation to the method which provided extremely good agreement when an exercise from

the literature was applied to compare the results of both methods for all parameter com-

binations outlined in Table 3.1 (page 120). To the best of my knowledge this approach has

never been applied in the literature before and so is a novel application of this method.

Section 4.3.5.2 outlines the application of the SCS Method for the sub-urban and urban

areas. The model’s boundary conditions are highlighted in Section 4.3.6.

The justification of the use of empirical values to represent the interception component of

the hydrological model begins Section 4.3.7. The values that determine this parameter for

each land-use type was determined from the literature. Arable land will abstract 36% of

water input. Rough grazing land-use categories, 15%. Grassland 20%. Finally, woodland

land-use pixels will abstract 25% water input. Due to a lack of real data, calibration

of the model could not be done. However, a discussion of how one may calibrate the

model is given in Section 4.3.8. The chapter concludes with an overview of the model

limitations and future work one can do to expand and improve this model in Section

4.3.9. This chapter outlined the modelling techniques that have been applied in the model

construction (RQ3), how the model can be validated and calibrated (RQ4) and the key
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considerations when deciding what model resolution is most suitable (RQ5).
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5. Modelling Performance Analysis

5.1. Introduction

Humankind’s need to equitably and sustainably use finite resources to meet its material,

cultural and fundamental needs is outlined in Chapter 1. The academic parallels between

the need for an “environmental management system”, as identified by Cornwall Council in

its Environmental Growth Strategy (Section 1.1.5), and concepts within “facilities man-

agement” has led to the proposal of a computational tool to help policy makers in their

longer term planning and to mitigate unintended adverse effects. One such computational

tool is a hydrological model, which can aid decision makers in assessing the potential flood

risks associated with local urbanisation projects. Chapter 2 considered the mathemat-

ical literature behind hydrological modelling. Chapter 3 presented the theory which is

fundamental to the hydrological model constructed in Chapter 4.

Chapter 5 gives an initial comparison analysis between the model’s (outlined in Chapter

4) 20m and 50m resolution model variants. The purpose of this chapter is to establish

whether a coarser resolution model may be admissible for analysis, or otherwise ascertain

possible differences between finer and coarser models. Section 5.2 begins by describing the

two sub-regions which have been selected for the model performance analysis (Sections 5.4

and 5.5). This section will also orientate the reader in their understanding of how pixels

within each model-resolution variant relate to a “patch” which in turn aids in the analysis

exercise. Section 5.3 will define the common model input parameters that will be applied

when conducting this comparison analysis. Sub-regions from the larger computational

domain discussed in Section 4.2 have been extracted to enable the analysis. Section 5.4

considers a north-eastern sub-region of the domain while Section 5.5 looks to a northern

part of the domain further west. Both of these sections are identical in their structure.

First the local topographical and land-use pixel definitions between model variants are

highlighted. The time taken to run multiple simulations for the 20m and 50m models are

considered. Finally, an overview of the overland flow distribution within the extracted

domain is reviewed before a more in depth analysis is given to selected patches within

each sub-region. Additional material related to this chapter may be found in Appendices

E, F, G, H and I. References to these sections are given throughout the chapter.
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Table 5.1.: A summary of the orthogonal grid mesh utilised within the computational
model.

Model Domain Structure
Value

Units
20m 50m

Domain area (Full) 5 5 [km2]
# Pixels/Patch 25 4 [pixels / patch]
Pixel Grid (Full) 125 × 100 50 × 40
Patch Grid (Full) 25 × 20 10 × 8

Domain area (Extract) 0.64 0.64 [km2]
Pixel Grid (Extract) 40 × 40 16 × 16
Patch Grid (Extract) 8 × 8 8 × 8

Spatial Interval: ∆x (W-E) 20 50 [m]
Spatial Interval: ∆y (N-S) 20 50 [m]

5.2. Sampled Computational Meshes

Section 4.2.5 (page 139) justifies why the 20m and 50m model resolutions were selected

for comparison in the context of flood risk management in Cornwall. From both model

resolutions processed in Section 4.2.3, two sub-regions comprising an area of 0.64km2 are

extracted. Section 5.4 looks at a north-eastern section of the full computational domain,

whilst Section 5.5 looks at north-central region of the domain. Two separate regions are

considered to ensure that every land-use defined in Section 4.2.3 are analysed in both

model variants. The first model analysis region does not include the “woodland” land-use

type whilst the second omits pixels defined as “water”.

Table 5.1 summarises the computational domain mesh structure utilised in its full con-

figuration as well as the model analysis regions which have been extracted. Only the

computational mesh which will be utilised in both the extracted regions used for model

performance analysis will be discussed here. An orthogonal grid structure with dimensions

40 × 40 pixels defines the computational mesh for the 20m resolution model as seen in

Figure 5.1a. Similarly, Figure 5.1b illustrates an orthogonal grid structure with dimensions

16 × 16 pixels defining the computational mesh for the 50m resolution model.

This domain is divided into further sub-regions of area 0.01km2 to allow for an even

comparison of model performance between the 20m and 50m resolutions. Each individual

sub-region is referred to as a patch , where each patch grid has dimensions of 100m ×
100m. Both model resolutions comprise of a computational domain with an 8 × 8 grid of

patches. Each individual patch grid is comprised either a 5 × 5 orthogonal pixel grid with

dimensions 20m × 20m, or a 2 × 2 pixel grid structure with dimensions of 50m × 50m.

Figures 5.1a and 5.1b show this patch structure which comprises of the 5 × 5 and 2 × 2

pixel structures resolutions respectively.

Each patch is numbered from 1 to 64 to allow for a consistent referencing throughout

this work. Patches 1 - 8 begin from the south to north in the furthest west column of

the computational domain. Patches 9-16 again go from south to north in the column

adjacent to the most western column. This numbering system continues until the most

eastern columns where patches 57-64 go from south to north. Figure 5.1c highlights the

numbering convention used. Patch #1 is shaded in grey in each sub-figure of figure 5.1 to
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show that an equal area of the domain is being referenced in both resolutions. Each model

is run at the pixel level and the outputs from each model simulation are then averaged

at the patch level, at each timestep, to allow for a fair comparison between resolution

outputs.
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model.
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Figure 5.1.: A depiction of the computational mesh for the 20m 5.1a and 50m 5.1b res-
olution variants. Pixel column indices are located to the top and bottom of
figure 5.1a and bottom of 5.1b. Pixel row indices are located to the left and
right of 5.1a and left of the computational grid in 5.1b. The patch indexing
convention used in this section is highlighted in figure 5.1c. Each patch is de-
fined by the thicker black grid which overlays each respective pixel grid seen
in grey. Patch #1, shaded in grey, is an example of a patch where the outputs
are averaged to ensure an even comparison between both model resolutions.
Patch dimensions and the area of the region are highlighted in each sub-figure.
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5.3. Common Model Parameters & Inputs

Table 5.2 lists the constant model parameter inputs applied to both the 20m and 50m

resolutions for both analyses discussed in Sections 5.4 and 5.5. A value of 9.81ms−2

replaces the gravitational constant g wherever it is present in the methodology Chapter

4. Each of the four model simulations are run for a total time of T = 24 hours and inputs

are given in 30 minute intervals, or ∆t = 0.5 [hours]. Outputs are presented through 48

timesteps, t(k). Specific times may be found via t(k) = k × ∆t [hours]. Each simulation

begins with “Dry” initial conditions and no-slip boundary conditions from Section 4.3.6

are applied.

Where pixels defined as “Arable” in each model resolution, only 64% of the precipitation

input reaches the surface at each timestep. As discussed in Section 4.3.7, rainfall inter-

ception processes in arable areas absorbed 36% of all input over a storm event. Similarly,

the empirical interception parameters of 20%, 15% and 25% are applied for the land-use

pixels defined as Grassland, Rough Grazing and Woodland respectively. Due to the com-

plex composition of sub-urban and urban areas, the empirical method known as the SCS

runoff curve number is applied to estimate the direct runoff from a specific rainfall

event. A uniform unsaturated zone is defined for each pixel in all four models consid-

ered, where the total depth for absorption is 50cm and limited by the specific hydraulic

conductivity of the sandy loam soil composition seen in Section 4.3.5.1.

Table 5.3.: Total precipitation input values for the entire simulation as well as a break
down of input by timestep and pixel-definition.

Precipitation Input Value Units

Pixel avg. depth (Total) 5 [cm]

Pixel avg. depth / ∆t 0.1042 [cm]

Arable avg. depth / ∆t 0.0667 [cm]

Grassland avg. depth / ∆t 0.0833 [cm]

Rough Grazing avg. depth / ∆t 0.0886 [cm]

Woodland avg. depth / ∆t 0.0782 [cm]

Sub-Urban avg. depth / ∆t 0.0560 [cm]

Urban avg. depth / ∆t 0.0735 [cm]

A total precipitation of 5cm is applied throughout the entire simulation. If no interception

and absorption processes were present and the terrain is completely flat, then by the end of

the simulation, an average water depth of 5cm would be recorded in each pixel and patch

of every 20m and 50m model. This is listed in Table 5.3. With no hydrological processes

intefering the total precipitation would equate to 0.1042cm of rainfall per timestep, or

every 30 minutes. The equivalent timestep inputs for each land-use pixel is also listed in

Table 5.3.
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Table 5.2.: Input arguments for both simulation runs.

Common Parameters Value Units

Gravitational Constant 9.81 [ms−2]

Simulation time 24 [hours]

# Timesteps 48

Time interval (∆t) 30 [mins]

Initial Conditions Dry

Boundary Conditions No-slip

Interception: Arable 36 [%]

Interception: Grassland 20 [%]

Interception: Rough Grazing 15 [%]

Interception: Woodland 25 [%]

Interception: Sub-Urban Runoff Curve Number

Interception: Urban Runoff Curve Number

Unsaturated Zone depth 50 [cm]

Soil Composition Sandy Loam

5.4. North-Eastern Sub Region

5.4.1. Spatial Distribution: Local Terrain

Plots within Figure 5.2 on page 194 display the topological structure through surface plots

5.2a, 5.2b, 5.2c and 5.2d and contour diagrams 5.2e, 5.2f, 5.2g and 5.2h. sub-figures 5.2a,

5.2c, 5.2e and 5.2g shows the topology present within the 20m model. Equally, sub-figures

5.2b, 5.2d, 5.2f and 5.2h shows 50m model. Black boxes in sub-figures 5.2a, 5.2b, 5.2e and

5.2f highlight the respective regions extracted in the surf and contour plots and sub-figures

5.2c, 5.2d, 5.2g and 5.2h are zoomed in representations of these boxes. The elevation of

each pixel is given in units of metres [m] above mean sea level (amsl). The colour map

used in each of the eight plots depict the range from 0m - 110m and remain consistent

throughout. Labels on the x− and y− axes in every sub-figure denote the column and

row indices for each pixel within their respective domains. Labelling on the z− axes in

the surface plots note the height above mean sea level of the terrain.

Focusing on the extracted computational domain, sub-figures 5.2c, 5.2d, 5.2g and 5.2h,

some key features of the terrain within the region are highlighted. Travelling from north

to south the height above mean sea level (amsl) decreases. The highest elevation in both

resolutions is above 90m. The majority of the southern and eastern areas of both domains

are below 1m. The coastline of the case-study region is evident via the depiction of the

tightly packed contour lines in 5.2g and 5.2h. A small valley can also be seen between index

columns 95 and 105 of sub-figure 5.2g as well as index columns 40 and 42 of sub-figure

5.2h.
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5.4.2. Spatial Distribution: Land-Use

Figure 5.3 on page 195 demonstrates the spatial distribution of land-use pixels within the

computational domain of the region being studied. Sub-figures 5.3a and 5.3b indicate

what land-use is defined for each pixel for the 20m and 50m resolutions respectively.

Each orange box in these sub-figures translate to zoomed in sub-figures 5.3c and 5.3d

respectively. Land-use abbreviations are annotated to each colour bar within each sub-

figure and are defined in Table 5.4. The proportion of land-use coverage is given as a

percentage for the zoomed in computational domain utilised in the model performance

analysis.

A plurality of pixels are categorised as water for both model resolutions at ∼47%. These

pixels reside in the southern and eastern halves of the model variants. Rough grazing

land-use categories constitutes the second most populous pixel type at ∼25% and ∼27%

for the 20m and 50m models respectively. These are all evenly distributed among the land-

based pixels within each model. Arable land-use is the next highest at ∼14% and ∼13%.

The main bulk of arable land-use pixels are located in the north-western and northern

areas of the computational domain. The fourth most ubiquitous land-utilisation pixel is

grassland at ∼12% and ∼11% for the 20m and 50m resolutions. These pixels reside in the

south-western/western areas as well as toward the east of both computational domains.

Table 5.4.: Land-use abbreviations, colour code, model parameter and spatial coverage of
the sampled computational domain given as a percentage.

Land-Use Abbreviation
Colour Model Proportion [%]

Code Parameter 20m 50m

Arable A Brown 1 13.56 12.89

Grassland G Lime Green 2 12.44 11.33

Rough Grazing RG Yellow 3 24.94 27.34

Sub-Urban SU Purple 4 1.69 0.78

Urban U Red 5 0.0625 0

Woodland Wo Forest Green 6 0 0

Water Wa Blue 7 47.31 47.66

Sub-urban areas account for ∼2% and ∼0.78% within their respective domains. In the 20m

resolution model, four pockets of sub-urban areas exist towards the western and northern

regions. Three pixels exist in the 50m domain, one in the south-west at (35, 25), one in

the west at (35, 35) and one in the north at (43, 40). Urban regions account for <1% of

the domain toward the south-western regions within both model variants. The sub-urban

and urban pixels to the south-west of both model resolutions are surrounded by water

pixels only. It will be difficult to ascertain any significant insight between these pixels and

as such, were re-defined as water pixels for this model performance analysis only. Zero

woodland pixels were recorded in either model version for this analysis.
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(a) Full domain surface elevation plot, 20m. (b) Full domain surface elevation plot, 50m.

(c) Region 1 surface elevation, 20m. (d) Region 1 surface elevation, 50m.
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(e) Full domain contour elevation, 20m.
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(f) Full domain contour elevation, 50m.
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(g) Region 1 contour elevation, 20m.
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(h) Region 1 contour elevation, 50m.

Figure 5.2.: A pictorial overview of the topological structure of the full computational
domain as well as the first study region used for model analysis.
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(a) Full domain, 20m.
(b) Full domain, 50m.

(c) Region 1 domain, 20m. (d) Region 1 domain, 50m

Figure 5.3.: The land-use spatial distributions used within each model variants. Labels
on the axes represent the row and column indices for each pixel within the
computational domain. Figure 5.3a shows the entire computational domain
at 20m resolution. 5.3c is a zoomed in picture of the orange square in 5.3a.
Similarly, figure 5.3b is the full computational domain at 50m resolution with
its orange square highlighted in 5.3d. The land-use categories are abbreviated
to the right of each figure. Table 5.4 defines each land-use category.
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Figure 5.4.: The total time in seconds it took for each of fifty simulation runs for both the
20m (blue) and 50m (red) model resolutions to complete.

5.4.3. Simulation Run Times

Fifty simulations were run for both model versions recorded within the north-eastern

domain discussed in Sections 5.4.1 and 5.4.2. The raw simulation times and the averages

for this region are presented in Table E.1 in supplementary Section E. Figure 5.4 plots

Table E.1, the total time taken for each model simulation to complete. The blue plot

represents the 20m model variant and the red plot shows the 50m model. On average the

20m model took 255.6s to complete a single simulation whereas the 50m model spent 43.6s.

From these simulation runs, the 50m model was 5.86 times faster than its 20m counterpart.

Both models showed consistent simulation run times. The 20m simulations fell within a

10s range with a minimum and maximum time of 251.8s and 261.8s respectively. The

50m resolution was much more consistent with every simulation occurring within a 2.6s

band between 42.3s and 44.9s. This distinct computational speed is not surprising given

that the 50m model had 1344 pixels fewer to compute for each simulation run. If the 50m

model’s output is comparable to the 20m model, then it would be more prudent to utilise

the 50m model to save on computational time for similar results.

5.4.4. Overland Flow Distribution

Figure 5.6 presents the temporal evolution and spatial distribution of overland flow through-

out a simulation. Figures 5.6a, 5.6c, 5.6e and 5.6g highlight the evolution of flow for the

20m model. Similarly for the 50m model figures 5.6b, 5.6d, 5.6e and 5.6h shows the over-

land flow outputs at the equivalent timesteps to the 20m model. Similar figures at time

periods 03:00, 09:00, 15:00 and 21:00 hours for both model resolutions have been included

in Appendix Section G on page 366.
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At every timestep within the simulation, overland flow is concentrated around urban and

sub-urban areas. Two overlapping sub-urban areas between the 20m and 50m model

versions occur in regions to the north and western part of both computational domains.

The finer resolution of the 20m model shows another two regions of sub-urban pixels. The

first region occurs from pixel columns (96-98) and pixel rows (95-97), surrounded by arable

land. A second region exists between pixel columns (114-117) and rows (99-100).

Table 5.5.: Pixel column and row boundaries which defined analysis regions to calculate
the minimum, maximum and average mean water depths at non-zero output
pixels in Figures 5.5 and F.1 for the north-eastern sub-region.

Model Resolution 20m 50m

Analysis Region
Columns Rows Columns Rows

86-125 61-100 34-50 24-40

Region 1 86-90 81-84 35-36 34-35

Region 2 94-99 92-97 38-40 37-40

Region 3 102-107 94-98 41-44 38-39

Region 4 113-119 96-100 46-48 38-40

Region 5 125 94-97 50 39-40

Figure 5.5 shows the minimum, maximum and mean averaged water depth at each pixel

within their respective models at every timestep. Throughout the entire simulation the

minimum values at each timestep fluctuated between 0.01 - 0.362cm for the 20m model and

0.01 - 0.567cm in the 50m model. Equally, the maximum values in both model resolutions

ranged between 0.72 - 2.204cm and 0.055 - 1.227 respectively. The raw data of Figure 5.5

may be seen in Table F.1 in appendix Section F.

At 06:00 hours, the minimum and maximum averaged pixel depths recorded were 0.01cm

and 0.798cm within the 20m model respectively. The mean value for average pixel water

depth was noted as 0.432cm, where all dry pixels were excluded. For the 50m the mini-

mum, maximum and mean data points were recorded at 0.537cm, 0.573cm and 0.555cm

respectively.

Six hours later at 12:00 hours, values ranged between 0.011cm and 1.388cm with an average

of 0.635cm within the 20m model. For the 50m model these data points were 0.096cm,

0.932cm and 0.322cm respectively.

After eighteen hours, the minimum value remained at 0.01cm with the maximum at

1.798cm with an average of 0.699cm for the 20m model. For its 50m counterpart the

minimum, maximum and mean averaged water depth was 0.106cm, 1.130cm and 0.406cm

respectively.

At the conclusion of the simulation, 24:00 hours, the minimum, maximum and mean values

for the 20m resolution had risen to 0.023cm, 2.204cm and 0.714cm respectively. Within

the 50m model these values were recorded at 0.063cm, 1.227cm and 0.413cm.

CHAPTER 5. MODELLING PERFORMANCE ANALYSIS 197



5.4. NORTH-EASTERN SUB REGION

5.4.5. Patch Analysis

Given the different resolutions it is expected that absolute output values will vary. Nor-

malising these results allows the comparison in how the behaviour may change between

simulations. Each patch in the 50m model will contain four pixels (as outlined in Section

5.2). However, the finer resolution of the 20m model will contain 25 pixels within its patch.

As a consequence of the model construction, when a flux transfer is estimated across a

boundary of adjacent pixels (Section 4.3.2.1), it is implicitly assumed that the distance

water can travel across a pixel is half of its resolution (e.g. 25m and 10m for the 50m

and 20m models respectively) within an equal time interval. This behaviour is reflected

in the patches with a similar proportion of pixels which are defined. For example, patch

#46 contains a majority of rough grazing pixels in the 20m model whilst the 50m model

is entirely made up of rough grazing pixels. Despite this, the output only shows non-zero

values for the 50m version.

A similar observation is made with patches #22, #30, #31, #38, #39, #46, #47, #54,

#55 and #63, where the pixels which compose each patch vary, but are similar between

model variations. Between these patches, values reach a maximum of 1.346cm at #31

towards the end of the 50m simulation highlighted in Figure 5.7. Patches #31, #39 and

#63 begin to show negligible amounts of output in the 20m model variation at the end of

the simulation.

Remaining patches #5, #15, #16, #23, #24, #32, #40, #56 and #64 all contain at least

one pixel that is sub-urban or urban in either, or both, resolutions. At some point in the

simulation, an output within these patches is non-zero for the 20m model. A maximum

value of 0.376cm and 2.104cm is reached by patches #32 and #56 for the 20m and 50m

models respectively. Despite this, patches #5, #15 and #16 all do not record overland

flow in their 50m variations. Patches #23 and #24 tend to have a larger output on average

compared to the 50m variants. The opposite can be seen for patches #31 and #32 where

the output is larger for the 50m version. Most interesting is patch #39. Despite varying

outputs, which is to be expected, its normalised output values are virtually identical. The

proportion of land-use pixels allocated at each model resolution is similar at ∼76% (∼75%)

arable and ∼24% (∼25%) grassland for 20m (50m). Similarly for patch #40, despite the

two pixels for sub-urban areas, the entirely of the patch is grassland. In the next section,

the effect of the sub-urban and urban pixels are isolated in these patches and how they

influence the overall output of the 20m version.

Figures 5.7 - 5.8 display the output of the average water depth per pixel in both the 20m

and 50m resolution variants. Figure 5.7 presents the output scaled by its maximum at

any point throughout the simulation. Table H.1 notes the land-utilisation pixels of each

patch for each model resolution.

In order to assess the impact of sub-urban and urban pixels within the patches noted in

the previous sections, the results from the original simulations will be compared against

an altered land-use composition of the patches. For each patch, the compositional changes
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are described and the normalised and absolute output values are listed through a table and

figures. A separate temporal figure is provided to show the percentage change between

model simulations to compare the impact of these pixel changes. For each patch that has

been adjusted, the simulation run only contains this altered patch. When a simulation

was run for an adjusted patch, the remaining patches and pixels stayed in their original

spatial composition. For example, when a simulation was run for patch #32 where pixel

Ω41,40 was altered from rough-grazing to arable, the remaining patches kept their original

composition. This same process was applied for each adjusted patch. These adjustments

to the 50m model were made to better represent the 20m land-use coverage and to see if

the output of the 50m is affected and more closely aligned with the 20m model.

5.4.5.1. Patch #05

Figure 5.9 on page 206 shows the original pixel composition for the 20m and 50m models

(sub-figures 5.9a and 5.9b respectively) assigned to patch #5. Sub-figure 5.9c presents

the adjusted 50m model pixel composition. Sub-figure 5.9d shows the absolute output

from each patch composition within each model. Finally, sub-figure 5.9e shows how the

outputs from the original 50m model, the adjusted 50m model and the factored 50m model

compare to the original 20m model output.

A blue triangle marker outlines the output from the 20m model. Overall, the average water

depth rises linearly throughout the entire simulation. It reached a maximum average water

depth of 0.3cm. The red dashed line shows the output from the original 50m model. Zero

output was recorded throughout the entire simulation.

The presence of the three sub-urban pixels within the original 20m model and absence of

them in the 50m model is the key reason for this gulf in output between the models. The

land-use defined in pixel Ω1,10 from the 50m model is changed from grassland to sub-urban.

A yellow line with cross markers shows the output from the adjusted 50m model. Similar

to the 20m model, the output from the adjusted 50m model has risen linearly. Yet, the

output clearly overestimates the 20m model by nearly double, or 100% as seen in Figure

5.9e.

5.4.5.2. Patch #15

Figure 5.10; page 207 shows the pixel composition within patch #15 for the 20m model

5.10a, the original 50m model 5.10b and the adjusted 50m model 5.10c. Sub-figure 5.10d

shows the average water depth in patch #15 increasing at a steady rate within the original

20m model. Towards the second half of the simulation, the rate at which this water depth

increases, begins to plateau. By the end of the simulation, a maximum average water

depth of 0.183cm was reached. With the absence of sub-urban pixels in the original 50m

model, there was no recorded presence of water within the patch. To include the sub-urban

pixel, the arable pixel Ω38,38 is replaced within the 50m model. This dramatically changes

the output of the 50m model, where at the end of the simulation, the average water depth
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is over double at 0.401cm.

5.4.5.3. Patch #32

Average water depth within the 20m model for this patch monotonically increases through-

out the simulation. The rate of increase in this average water depth slows towards the

end. By the completion of the simulation, the average water depth had risen to a value of

0.350cm. In the 50m model, the rate of increase of average water depth was slightly faster

in the first quarter of the simulation. This resulted in a small overestimation of output.

The rate at which the 50m model output increased was much slower than the 20m model.

As a result, the output of the 50m model recorded an average water depth of 0.306cm in

the patch, a 12.5% decrease compared to the 20m model at the same timestep.

Pixels which were defined as rough-grazing cover 36% and 50% of the patch for the 20m

and 50m model respectively. Similarly, the arable land-use pixels covered 44% and 25%

respectively. Pixel Ω41,40 is altered from rough-grazing to arable to better represent the

20m land-use coverage in the 50m model and to see if the output of the 50m is affected.

As seen from sub-figure 5.11e; page 208, the output is identical and had zero influence.

5.4.5.4. Patch #48

The land-use representation within the 50m model does not share the same proportionality

as the 20m model. The sub-urban pixel coverage in the 50m model is 25%, a 7% decrease

compared with the 32% present within the 20m model. These pixel compositions are

seen in Figure 5.12; page 209, sub-figures 5.12a and 5.12b. It is difficult to justify an

adjustment to the 50m model by including another sub-urban pixel. This is due to the

accurate coverage of pixels Ω45,39, Ω45,40 or Ω46,39 to the 20m grassland land-use. Again,

the 20m model average water depth behaviourally increases linearly, reaching a maximum

of 0.691cm, seen in Figure 5.12c. The rate at which the 50m model increases is much slower

than its 20m counterpart and flattens out towards the second half of the simulation. An

average water depth of 0.394cm was reached, underestimating the 20m model output by

43%.

5.4.5.5. Patch #64

Within the 20m model, the average water depth input increases slowly throughout the

simulation, reaching a maximum average water depth of 0.125cm in the patch. Given the

absence of an urban pixel in the patch of the original 50m model, no water presence is

recorded (sub-figure 5.13d; page 210). Pixel Ω50,39 has its land-use designation changed

from rough grazing to urban to reflect the singular urban pixel in the 20mmodel, illustrated

in sub-figures 5.13a; 5.13b; and 5.13c. This inclusion sees the average water depth of

the adjusted 50m model drastically overestimate its output compared to the 20m model,

200 CHAPTER 5. MODELLING PERFORMANCE ANALYSIS



5.4. NORTH-EASTERN SUB REGION

reaching a maximum value of 0.550cm by the end of the simulation run, a 339% increase

(sub-figure 5.13e).
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Figure 5.5.: The minimum, maximum and average mean water depths at non-zero output
pixels within the north-eastern sub-region outlined in Figure 5.3 for both
model resolutions. Sub-figures (a) and (b) show the values for two of the
five regions where water is present as seen in Figure 5.6 as well as the entire
domain (c).
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Figure 5.6.: An evolution of the average water depth overland flow throughout the 20m
resolution model simulation.
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(a) Original patch composition, 20m.
(b) Original patch composition, 50m.

(c) Adjusted patch composition, 50m.
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Figure 5.9.: Patch 5 - Original land composition within the 20m (5.9a) and 50m (5.9b)
resolution models along with an adjusted 50m resolution patch (5.9c) with
absolute water depth values for each model (5.9d) and relative 50m output
values compared with the 20m model (5.9e).
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(a) Original patch composition, 20m. (b) Original patch composition, 50m.

(c) Adjusted patch composition, 50m.
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Figure 5.10.: Patch 15 - Original land composition within the 20m (5.10a) and 50m (5.10b)
resolution models along with an adjusted 50m resolution patch (5.10c) with
absolute water depth values for each model (5.10d) and relative 50m output
values compared with the 20m model (5.10e).
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(a) Adjusted patch composition, 50m. (b) Original patch composition, 50m.

(c) Adjusted patch composition, 50m.
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(d) Absolute water depth values for each patch
composition.
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Figure 5.11.: Patch 32 - Original land composition within the 20m (sub-figure 5.11a) and
50m (5.11b) resolution models along with an adjusted 50m resolution patch
(5.11c) with absolute water depth values for each model (5.11d) and relative
50m output values compared with the 20m model (5.11e).
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(a) Original patch composition, 20m. (b) Original patch composition, 50m.
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Figure 5.12.: Patch 48 - Original land composition within the 20m (5.12a) and 50m (5.12b)
resolution models with absolute water depth values for each model (5.12c)
and relative 50m output values compared with the 20m model (5.12d).
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(a) Original patch composition, 20m. (b) Original patch composition, 50m.

(c) Adjusted patch composition, 50m.
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(d) 50m water depth values relative to 20m
model composition.
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(e) Original patch composition, 20m.

Figure 5.13.: Patch 64 - Original land composition within the 20m (5.13a) and 50m (5.13b)
resolution models along with an adjusted 50m resolution patch (5.13c) with
absolute water depth values for each model (5.13d) and relative 50m output
values compared with the 20m model (5.13e).
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5.5. Northern Sub Region

5.5.1. Spatial Distribution: Local Terrain

Sub-figures in Figure 5.14 show the topological composition of the second model analysis

region. The layout of this figure is identical to the layout of Figure 5.2 as described in

the opening paragraph of Section 5.4.1. Again the focus will be on the topography of the

concentrated computational domain shown in sub-figures 5.14c, 5.14d, 5.14g and 5.14h.

The highest elevation points in both computation domains are above 105m, located to

the north east of the computational domain. Elevation decrease predominately occurs

from north to south, with some gradient elevation changes from east to west. The lowest

elevation points in the domain are still above 70m. Unlike the first study area where

gradient changes were steep, here the elevation decreases much more gently, highlighted by

the spaced out contour lines in Figures 5.14g and 5.14h. There are no obvious topological

features within this region like the valley seen in the first model analysis region.

5.5.2. Spatial Distribution: Land-Use

Figure 5.15 highlights the spatial distribution of land-use pixels within the second compu-

tational domain being utilised for the model performance analysis. Once again, sub-figures

5.15a and 5.15b demonstrate the land-use distribution for the entire domain region. Each

black box in these sub-figures corresponds to sub-figures 5.15c and 5.15d respectively, the

sampled computational domains being used for the analyses. The land-use abbreviations

are labelled on the colour bars within each sub-figure where abbreviation definitions may

be found in Table 5.6 along with proportion of land-use pixels as a percentage.

Table 5.6.: Land-Use abbreviations, colour code, model parameter and spatial coverage of
the second sampled computational domain given as a percentage.

Land-Use Abbreviation
Colour Model Proportion [%]

Code Parameter 20m 50m

Arable A Brown 1 15.13 14.84

Grassland G Lime Green 2 19.63 20.70

Rough Grazing RG Yellow 3 56.75 57.03

Sub-Urban SU Purple 4 1.25 0.39

Urban U Red 5 3.63 3.91

Woodland Wo Forest Green 6 3.63 3.13

Water Wa Blue 7 0 0

Rough grazing constitute the majority of the land-use pixels within the second compu-

tational domain. The main bulk of these pixels cover span from west to east across the

domain. There also exists a sporadic distribution of rough grazing pixels along the bound-

ary edges to the south west, south east and north of both the 20m and 50m variants. At

∼20% for both model variations grassland is the second most common land-use pixel type.
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(a) Full domain surface elevation plot, 20m.
(b) Full domain surface elevation plot, 50m.

(c) Region 2 surface elevation, 20m. (d) Region 2 surface elevation, 50m.
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(e) Full domain contour elevation, 20m.
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(f) Full domain contour elevation, 50m.
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(g) Region 2 contour elevation, 20m.

80

80

80

80

90
90

90

100

100

6 8 10 12 14 16 18 20

26

28

30

32

34

36

38

40

0

10

20

30

40

50

60

70

80

90

100

110

H
eig

h
t (am

sl) [m
]

N

(h) Region 2 contour elevation, 50m.

Figure 5.14.: A pictorial overview of the topological structure of the full computational
domain as well as the second study region used for the model analysis.
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(a) Full domain, 20m. (b) Full domain, 50m.

(c) Study area domain, 20m. (d) Study area domain, 50m

Figure 5.15.: The land-use spatial distributions used within each model variants. Labels
on the axes represent the row and column indices for each pixel within the
computational domain.

These pixels predominately reside in the south west and north west corners of both model

resolutions. Thirdly is arable at ∼15% with the largest group of pixels to the south east

and various groupings dotted around the perimeter of the region. Urban land-utilisation

accounts for between ∼3-4% of both domains. A red band of pixels reach across north of

the domain which is a road in the sampled region. There are also a couple of urban pixels

to the south west in the 20m model. In the 50m model a similar, but disjointed, band is

present towards the north. This is down to the resolution reduction process described in

Section 4.2.3.1 on page 138. At ∼3% comes the woodland land-use type. A sole woodland

pocket of pixels reside in the north-eastern part of the computational domain. Finally, the

sub-urban pixels account for the final 1.25% and 0.39% respective to the 20m and 50m

models. Only one sub-urban pixel is present to the west of the computational domain in

the 50m model whereas more sub-urban pixels are distributed sporadically to the south,

south east and north in the 20m model. In this model analysis domain, no areas of water

pixels were noted.
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5.5.3. Simulation Run Times

Once again, fifty simulations were run for both model versions within the north compu-

tational domain discussed in Sections 5.5.1 and 5.5.2. The time taken to complete each

simulation was recorded and the raw data is provided in Table E.2 in supplementary Sec-

tion E on page 359. Figure 5.16 is a plot of Table E.2, the total time taken for each

model simulation to complete. The blue plot represents the 20m model variant and the

red plot shows the 50m model. The mean time taken for the 20m model to fully complete

a simulation was 228.2s and the 50m model took 37.4s. In this instance, the 50m model

was typically 6.11 times faster. Again, both models showed consistency in the time taken

to complete each simulation. The longest time the 20m model took was 232.5s and its

faster time was 227.5s, a 5s range. Once more, the 50m was more consistent with each

model simulation laying within 1.6s from one another. Its slowest run was 38.7s and its

fastest was 37.1s. As noted in Section ?? the speed differential in computational output is

unsurprising given the vastly fewer pixels the 50m model is required to calculate. Again

the outputs of both models will be compared and contrasted to see if their results agree

with one another.
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Figure 5.16.: The total time in seconds it took for each of fifty simulation runs for both
the 20m (blue) and 50m (red) model resolutions to complete.

5.5.4. Overland Flow Distribution

The distribution of overland flow throughout the second sampled region is shown in Figure

5.17. Overland flow for the 20m and 50m models are given at time 06:00 hours 5.17a, 5.17b,

12:00 hours 5.17c, 5.17d, 18:00 hours 5.17e, 5.17f and 24:00 hours 5.17g, 5.17h. Figure
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G.2 in Section G is identical in layout, presenting the evolution of water distribution at

times 03:00, 09:00, 15:00 and 21:00 hours.

Output within the second simulation follows similarly to the first as overland flow is

concentrated among urban and sub-urban areas. Within the 20m model, a large band of

output spans the northern part of the computational domain from west to east. From

Figure 5.15c (page 213), this output corresponds to the band of urban pixels which too

spans from west to east. These urban pixels map to the B3293, which leads to the B3294,

shown flooded in Figure 1.7a, on page 43 in Section 1.2. A coarser resolution from the

50m model separates this road into three discrete chunks with a total of ten discrete pixels

as seen in Figure 5.15d. These separate areas see the model output present overland flow

output as three disjoined regions. By the end of the simulation, two of these regions begin

to merge, but not to the extent seen in its 20m counterpart.

A further ten regions contain zones of urban and sub-urban pixels in the 20m model. Three

sets of sub-urban pixels are adjacent to the urban pixels which make up the B3293 and

their output is merged in with these pixels. One sub-urban region resides in the north-

eastern part of the domain at columns (40-41) and rows (99-100). The remaining six

are dotted about toward the southern part of the domain at pixel regions (15-17, 74-75),

(28-30, 61-62), (39-41, 61), (40-41, 68-69), (41-42, 63) and (47-48, 69). These seven areas

correlate with the remaining sporadic outputs from the model. Within the 50m model

only one sub-urban area filtered through from the 20m model at pixel (6, 30). This one

sub-urban area towards the southern area of the 50m model accounts for the remainder

of the 50m output.

Table 5.7.: Pixel column and row boundaries which defined analysis regions to calculate
the minimum, maximum and average mean water depths at non-zero output
pixels in Figures 5.17 and F.2 for the northern sub-region.

Model Resolution 20m 50m

Analysis Region
Columns Rows Columns Rows

11-50 61-100 6-20 24-40

Region 1 13-18 73-75 7-9 29-31

Region 2 26-28 61-63 12-13 25-26

Region 3 39-43 61-63 17-18 25

Region 4 37-42 65-69 16-18 27-28

Region 5 45-48 77-78 19-20 27-28

Region 6 37-40 98-100 16-17 40

Region 7 11-50 91-97 6-20 37-40

Figure 5.18 on page 218 shows the minimum, maximum and mean averaged water depth at

each pixel within their respective models at every timestep in this second model analysis.

For the 20m and 50m models, the maximum values ranged between 0.074-3.077cm and

0.074-1.774cm repsectively. The minimum values ranged between 0.010 - 0.314cm for both

variants. The raw data for Figure 5.18 is located in Table F.2 on page 363 in appendix

Section F.
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Figure 5.17.: An evolution of the average water depth overland flow throughout the 20m
resolution model simulation.

216 CHAPTER 5. MODELLING PERFORMANCE ANALYSIS



5.5. NORTHERN SUB REGION

At 06:00 hours, the minimum and maximum averaged pixel depths recorded were 0.01cm

and 0.992cm within the 20m model respectively. The mean value for average pixel water

depth was noted as 0.503cm. For the 50m the minimum, maximum and mean data points

were recorded at 0.022cm, 0.821cm and 0.350cm respectively.

By 12:00 hours, values ranged between 0.01cm and 1.929cm with an average of 0.699cm

within the 20m model. For the 50m model these data points were 0.031cm, 1.327cm and

0.538cm respectively.

Once eighteen hours had passed, the minimum value remained at 0.01cm whilst the max-

imum increased to 2.606cm with the average at 0.834cm for the 20m model. For its

50m counterpart the minimum, maximum and mean averaged water depth was 0.010cm,

1.592cm and 0.613cm respectively.

At the conclusion of the simulation, 24:00 hours, the minimum, maximum and mean

values for the 20m resolution were 0.01cm, 3.3077cm and 0.929 respectively. Within the

50m model these values were recorded at 0.022cm, 1.774cm and 0.698cm.

5.5.5. Patch Analysis

Following the argument presented in Section 5.4.5, an analysis on the effect of sub-urban

and urban patches is given below. Patches #3, #7, #11, #15, #23, #24, #25, #32,

#39, #40, #41, #42, #49 and #58 all contain a least one land-use category pixel that is

either sub-urban or urban in one of their model variants. Every patch except for #3 has

an adjusted 50m model variant to compare against the original simulations to see if the

output results between them can be closed.
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(b) Region 7
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Figure 5.18.: The minimum, maximum and average mean water depths at non-zero output
pixels within the northern sub-region outlined in Figure 5.14 for both model
resolutions. Sub-figures (a) and (b) show the values for two of the seven
regions where water is present as seen in Figure 5.17 as well as the entire
domain (c).
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5.5.5.1. Patch #03

The central location of the woodland pixels in Figure 5.21a; page 222 does not cover a

sufficient area in any one quadrant of the 20m model to justify adjusting the original 50m

patch composition 5.21b. Grassland pixels are proportionally equitable at 48% and 50%

respectively, as are the arable pixels at 28% to 25%. However, the sub-urban pixel in the

50m model variant does overestimate coverage at 25% compared with 8% of land-surface

area in the 20m model. The 20m model average water depth increases linearly, with

the rate of increase tailing off slightly after halfway through the simulation. It reaches

a maximum of 0.495cm at the end (sub-figure 5.21c). The output of the 50m model

overestimates water depth by over 200% initially. By the end of the simulation, it is still

overestimating, by 100% compared with its 20m model counterpart (sub-figure 5.21d).

5.5.5.2. Patch #07

Patch #07 within the 50m model is entirely grassland (sub-figure 5.22b; page 223). Within

the 20m model there exists five urban and arable pixels each with the remaining pixels

being grassland (sub-figure 5.22a). As urban land has less permeable hydrological charac-

teristics compared to arable land, a grassland pixel in sub-figure 5.22c was replaced by an

urban pixel in an attempt to better align the two model variants. Within the 20m model,

the average water depth input monotonically increased with each timestep, reaching a

maximum average water depth of 0.495cm. No water output was recorded in the original

patch composition but the adjusted variant did (sub-figure 5.22d). Initially it overesti-

mated the 20m model output by approximately 25%. This overestimation continued right

throughout but did begin to slowly converge towards latter timesteps (sub-figure 5.22e).

5.5.5.3. Patch #11

Patch #11 is also entirely grassland within the 50m model version (sub-figure 5.23b; page

224). However, two rough grazing and a single sub-urban pixel reside in the north-west

corner of the original 20m patch (sub-figure 5.23a). Adjusting the 50m model to include a

single sub-urban pixel (sub-figure 5.23c), a major overestimation in average water depth by

500% compared with the 20m model is observed (sub-figure 5.23e). However, the original

50m model does eventually catch up with the 20m model by the end of the simulation to

0.526cm (sub-figure 5.23d).

5.5.5.4. Patch #23

Rough grazing defines 100% of the pixels within the 50m model (sub-figure 5.24b; page

225). For the 20m model, pixels land-use consists of urban and rough grazing with a

20%, 80% respectively (sub-figure 5.24a). Pixel Ω(10,38) was adjusted to an urban pixel

within the 50m model to better reflect the 20m coverage (sub-figure 5.24c). Without the
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(a) Original patch composition, 20m. (b) Original patch composition, 50m.
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Figure 5.21.: Patch 3 - Original land composition within the 20m (5.21a) and 50m (5.21b)
resolution models with absolute water depth values for each model (5.21c)
and relative 50m output values compared with the 20m model (5.21d).

urban pixel, the 50m model underestimates the 20m resolution by 50% at the end of the

simulation finishing with an average water depth of 0.316cm compared with 0.718cm in

the 20m model (sub-figure 5.24e). However, for the 50m adjusted model, it overestimates

the 20m model throughout each timestep concluding with an average water depth value

of 0.966cm (sub-figure 5.24d).

5.5.5.5. Patch #40

Patch #40’s 20m model (sub-figure 5.25a; page 227) is made up of four land-use pixels:

rough grazing (40%); arable (32%); urban (20%) and grassland (8%). However, half of

the 50m model consists of urban pixels with an arable and rough grazing making up the

rest of the patch (sub-figure 5.25b). This 50m model is adjusted by replacing an urban

pixel Ω14,39 with a rough grazing pixel (sub-figure 5.25c). The original 50m model initially

overestimates the 20m model by 150% (sub-figure 5.25e). At the end of the simulation

the original 50m model’s average water depth is 0.879cm compared with the 20m model’s

output of 0.591cm, approximately a 50% increase. The adjusted 50m model matches the

20m model well for the first quarter of the simulation and only slightly overestimating it.

As the simulation progressed, the rate of increase in average water depth of the adjusted

variant does not keep pace with the 20m model. It finished with a value of 0.429cm, a
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(a) Original patch composition, 20m.
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(b) Original patch composition, 50m.

(c) Adjusted patch composition, 50m.
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Figure 5.22.: Patch 7 - Original land composition within the 20m (5.22a) and 50m (5.22b)
resolution models along with an adjusted 50m resolution patch (5.22c) with
absolute water depth values for each model (5.22d) and relative 50m output
values compared with the 20m model (5.22e).
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(a) Original patch composition, 20m. (b) Original patch composition, 50m.

(c) Adjusted patch composition, 50m.
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(d) Absolute water depth values for each patch
composition.
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Figure 5.23.: Patch 11 - Original land composition within the 20m (5.23a) and 50m (5.23b)
resolution models along with an adjusted 50m resolution patch (5.23c) with
absolute water depth values for each model (5.23d) and relative 50m output
values compared with the 20m model (5.23e).
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(a) Original patch composition, 20m. (b) Original patch composition, 50m.

(c) Adjusted patch composition, 50m.
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composition.
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Figure 5.24.: Patch 23 - Original land composition within the 20m (5.24a) and 50m (5.24b)
resolution models along with an adjusted 50m resolution patch (5.24c) with
absolute water depth values for each model (5.24d) and relative 50m output
values compared with the 20m model (5.24e).
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51% underestimation (sub-figure 5.25d).

5.5.5.6. Patch #41

Arable (92%), Grassland (4%) and Urban (4%) pixels make up the 20m model for patch

#41 (sub-figure 5.26a; page 228). Arable pixels represent the entirety of the 50m model

variant (sub-figure 5.26b). Arable land in pixel Ω16,25 is replaced with an urban land pixel

(sub-figure 5.26c). The original 50m model did not produce any output throughout the

simulation (sub-figure 5.26d). When adjusted, the 50m model closely mirrored the rate of

increase in average water depth from 06:00 onwards reaching an average water depth of

0.108cm at the end. Despite this, it did not catch up to the match the 20m model which

finished at 0.127cm (sub-figure 5.26e).

5.5.5.7. Patch #42

Arable, Grassland, Rough Grazing and Sub-Urban pixels of the 20m model cover 44%,

32%, 8% and 16% of patch #42 respectively (sub-figure 5.27a; page 229). In its 50m

version, arable and grassland cover half of the patch each (sub-figure 5.27b). Due to the

absorptive properties integrated into the model for arable and grassland, zero output was

noted for the original 50m model (sub-figure 5.27d). As such a sub-urban pixel at Ω(16,27)

replaces an arable pixel (sub-figure 5.27c). This replacement sees the output within the

adjusted 50m model overestimating the 20m model by greater than 50% initially. The

average water depth outputs between variants began to slowly converge as the simulation

continued (sub-figure 5.27e), finishing at 0.354cm compared with 0.327cm for the 20m

model.
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(a) Original patch composition, 20m. (b) Original patch composition, 50m.

(c) Adjusted patch composition, 50m.

00:00 06:00 12:00 18:00 24:00
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

20m
50m
Adj. 50m

(d) Absolute water depth values for each patch
composition.

00:00 06:00 12:00 18:00 24:00

Time
[hh:mm]

-1

-0.5

0

0.5

1

1.5

2

R
el

at
iv

e 
M

o
d

el
 O

u
tp

u
t

to
 2

0m
 m

o
d

el

20m
50m
Adj. 50m

(e) 50m water depth values relative to 20m
model composition.

Figure 5.25.: Patch 40 - Original land composition within the 20m (5.25a) and 50m (5.25b)
resolution models along with an adjusted 50m resolution patch (5.25c) with
absolute water depth values for each model (5.25d) and relative 50m output
values compared with the 20m model (5.25e).
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(a) Original patch composition, 20m. (b) Original patch composition, 50m.

(c) Adjusted patch composition, 50m.
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Figure 5.26.: Patch 41 - Original land composition within the 20m (5.26a) and 50m (5.26b)
resolution models along with an adjusted 50m resolution patch to match more
closely proportionally with the 20m model (5.26c) with absolute water depth
values for each model (5.26d) and relative 50m output values compared with
the 20m model (5.26e).
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(a) Original patch composition, 20m. (b) Original patch composition, 50m.

(c) Adjusted patch composition, 50m.
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Figure 5.27.: Patch 42 - Original land composition within the 20m (5.27a) and 50m (5.27b)
resolution models along with an adjusted 50m resolution patch to match more
closely proportionally with the 20m model (5.27c) with absolute water depth
values for each model (5.27d) and relative 50m output values compared with
the 20m model (5.27e).
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5.6. Summary

This chapter compared two resolution variants of the model described in Chapter 4. The

justification of selecting these resolutions is given in Section 4.2.5. A mesh structure was

defined in Section 5.2 where two sub-regions with area 0.64km2 were identified to conduct

this comparison. The north-eastern and northern sub-reginos covered all the land-use

types defined within this work. A common “patch” of 0.01km2 was defined to allow for an

easy comparison. These patches consisted of a 40 × 40 grid and 16 × 16 grid for the 20m

and 50m model resolutions respectively. The common model input parameters to conduct

these analyses were outlined in Section 5.3.

The first model analysis discussed the north-eastern sub-region in Section 5.4. A summary

of the local terrain and spatial variation of the land-use categories are given in Sections

5.4.1 and 5.4.2 respectively. A summary of the computation run time between both model

resolutions is given in Section 5.4.3. The temporal and spatial evolution of the analysis is

summarised in Section 5.4.4. The key behaviour noted in individual patches are highlighted

in Section 5.4.5. Patches #5 (Section 5.4.5.1), #15 (Section 5.4.5.2), #32 (Section 5.4.5.3),

#48 (Section 5.4.5.4) and #64 (Section 5.4.5.5) are reviewed. Additional patches with

similar results are given in Appendix I.1.

The exact same analysis template is used for the northern sub-region in Section 5.5.

Patches #3 (Section 5.5.5.1), #7 (Section 5.5.5.2), #11 (Section 5.5.5.3), #23 (Section

5.5.5.4), #40 (Section 5.5.5.5), #41 (Section 5.5.5.6), and #42 (Section 5.5.5.7) are re-

viewed. Additional patches with similar behaviour are provided in Appendix I.2. No

conclusive results were obtained in this chapter. Chapter 6 repeats these analyses, but for

a “storm-like” model input.

This chapter highlighted what the key considerations are when deciding what model res-

olution is most suitable (RQ5) and compared the model performance between the 20m

and 50m model resolution variants (RQ6).
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Table 5.8.: The minimum, maximum and average mean water depth value [cm] difference
of the 50m and 50m adjusted model resolutions against the 20m model resolu-
tion for each patch reviewed in Section 5.4.

Patch
50m Adjusted 50m

Min Max Average Min Max Average

#5 0.0066 0.2902 0.1488 0.0071 0.2764 0.1493

#15 0.0044 0.1833 0.0988 0.0093 0.2176 0.1473

#23 0.0066 0.3381 0.1661 0.0071 0.2189 0.1289

#32 3.7449×10−4 0.0439 0.0141 3.7449×10−4 0.0439 0.0141

#48 0.0038 0.2972 0.1370 - - -

#56 0.0044 0.1837 0.0933 0.0093 0.4428 0.2334

#64 0.0029 0.1250 0.0670 0.0151 0.4247 0.2588

Table 5.9.: The minimum, maximum and average mean water depth value [cm] difference
of the 50m and 50m adjusted model resolutions against the 20m model resolu-
tion for each patch reviewed in Section 5.5.

Patch
50m Adjusted 50m

Min Max Average Min Max Average

#3 0.0095 0.1732 0.1221 - - -

#7 0.0147 0.4945 0.2796 0.0037 0.0628 0.0451

#11 0.0022 0.0264 0.0184 0.0118 0.4299 0.2428

#15 0.0037 0.2412 0.1211 - - -

#23 0.0147 0.4019 0.2531 0.0037 0.2486 0.1342

#24 0.0067 0.3339 0.1635 0.0073 0.1349 0.0983

#25 0.0045 0.1945 0.1002 0.0095 0.2653 0.1604

#32 0.0140 0.4132 0.2455 0.0044 0.0991 0.0690

#39 0.0147 0.1670 0.1224 0.0037 0.4851 0.2524

#40 0.0221 0.3028 0.2482 0.0010 0.1619 0.0594

#41 0.0029 0.1266 0.0647 0.0029 0.0329 0.0208

#42 0.0090 0.3265 0.1821 0.0050 0.0466 0.0369

#49 0.0029 0.1313 0.0665 0.0154 0.5632 0.3278

#58 0.0045 0.1574 0.0897 0.0095 0.2829 0.1640
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6. Non-Uniform Model Input Analysis

6.1. Introduction

Chapter 1 discussed one of the challenges of our time, the need for humans to equitably

and sustainably use finite resources in order to meet their material, cultural and funda-

mental needs. The academic parallels between an “environmental management system”

identified by Cornwall Council’s “Environment Growth Strategy” (Section 1.1.5) and high

level concepts within the “facilities management” industry has led to the proposal of a

computational tool to aid policy makers in their longer term policy planning and assess

any potential adverse effects. This thesis has described the need for a hydrological model

to help decision makers in assessing the potential flooding risks associated with new urban

developments needed to build new housing. Chapter 2 reviewed the literature relating to

hydrological modelling. Chapter 3 described the fundamental mathematical theory which

underpins the model that has been constructed in Chapter 4. Chapter 5 presented an

initial performance analysis between the 20m and 50m variants of the model described in

Chapter 4.

The analysis conducted in Chapter 5 assumed a uniform rainfall input. However, in

reality such scenarios are not feasible. As such, Chapter 6 considers the model described

in Chapter 4 but with a non-uniform input. Section 6.2 describes the methodology behind

the input and how it was constructed to be more “storm like”. This new input will then be

applied to the model for each resolution and then analysed through two scenarios where a

‘static’ and ‘moving’ storm are compared to one another. Section 6.3 looks at the storm

as it falls across the centre of the domain. Finally, Section 6.4 compares the static and

movement scenarios where the storm falls on the south-eastern part of the computational

domain. An additional analysis was implemented where the where the fictitious storm

falls on the north-western part of the domain. This is given in Appendix J (page 384).

6.2. Non-Uniform Model Input

Chapter 5 investigated whether the 50m model variant was able to perform as well as the

20m model. To do this a total of 5cm of rainfall input was applied evenly throughout the

simulation per pixel i.e. each pixel received 0.1042cm input per timestep. If this model

was to be used in plausible real world scenarios, one should not expect rainfall to fall

in even increments. As such a fictitious storm was created to emulate what one could

expect normally. The same total input described in Chapter 5 is used here, however the
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temporal and spatial distribution has been altered to be more “storm-like”. Figure 6.1(a)

(page 235) shows the proportion of total input implemented into the model at the given

timesteps. The majority of the rainfall pours over Coverack within the first quarter of the

simulation. As its peak, 5% of the total input is applied at a given timestep.

To begin modelling the spatial distribution of the input, an m × n evenly spaced mesh

grid between -3 and 3 was developed. The cell values of this mesh grid were applied to

the two-dimensional Gaussian function

Z(x, y) =
1000√
2π

exp

{
−
(
x2

2

)
−
(
y2

2

)}
, (6.1)

to create the storm’s shape seen in Figure 6.1(b).

Consider the timestep where the proportion of total input is at its peak of 5% as described

above. For one pixel in either model this equates to 0.25cm. For all pixels in a 20m model

this equates to 3750cm. This value is then applied proportionally distributed according to

the two-dimensional Gaussian function in equation (6.1), to give the total input for that

timestep. In this chapter, three fictitious storm scenarios are presented. A ‘static’ storm

scenario is compared with a ‘moving’ storm scenario for both the 20m and 50m model

using the original land-use definitions from Section 4.2.2. Three scenarios are explored

where the location over the computational domain is changed.
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Figure 6.1.: Spatial and Temporal Inputs.
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6.3. Scenario 1 - Central Region

6.3.1. Movement 20m

Within this first scenario, the fictitious storm described in Section 6.1 travels from south-

west to the north-east across the central part of the computational domain. Figure 6.2

shows the first quarter of the simulation run in 1.5 hour increments when the model input

occurs. Its rainfall intensity is described by Figure 6.1(a) and the storm’s shape is given

by Figure 6.1(b). Sub-figures (a), (e) and (i) in the first column of Figure 6.2 and sub-

figures (a) and (e) of Figure 6.3 show this storm evolution. Lighter blue colours show

small rainfall inputs whilst deep purple and pink show heavy rainfall inputs at given time

intervals.

Column two of Figure 6.2 contain sub-figures (b), (f) and (j) and column two of Figure

6.3 shows sub-figures (b) and (f). These show the average water depth overland flow

experienced in the domain during this scenario. Due to the heavy initial input at the

beginning of the simulation, pixels between Ω(i, j) = Ω(1−10, 25−40) see an average water

depth of at least 6cm within the south-west corner of the domain. As the model evolves,

to timesteps ∆t = 04 : 30 and ∆t = 06 : 00 some overland flow is noticed along the

B3293 urban pixels in the northern part of the computational domain. However, by the

quarter-way stage of the simulation, the main bulk of overland flow is experienced in the

south-west corner of the domain.

The final two columns of Figures 6.2 and 6.3 show the average unit-width horizontal

velocity in the x− (sub-figures (c), (g) and (k) and sub-figures (c) and (g), respectively)

and y− directions (sub-figures (d), (h) and (l) and sub-figures (d) and (h), respectively).

Red shaded pixels depict the overland flow travelling eastwards. The deeper the shade

of red the faster the velocity. Similarly, yellow shaded pixels show velocities travelling

westwards. Shade intensity denotes the speed of the velocity. Within the final column of

the figure, deeper shades of purple show faster northward unit width horizontal velocities,

while deeper shades of green show faster southward unit width horizontal velocities. By

∆t = 04 : 30, the overland flow in the south-west corner of the domain is travelling

in a south-easterly direction and continues to do so throughout the first quarter of the

simulation. The flooding experienced in the northern part of the domain is stagnant

initially, but by ∆t = 07 : 30 it begins to move eastward and slowly southward.

The remainder of the simulation is illustrated through Figures 6.4 and 6.5. Sub-figures

(a), (e) and (i) of 6.4 and (a) and (e) of 6.5 show no further rainfall input. After twelve

hours, at ∆t = 24 : 00, overland flow has dispersed over a greater area within the south-

west region of the domain, while still predominately moving south eastwards (sub-figures

6.4(b), (c) and (d)). In the northern part of the domain, the overland flow unit width

horizontal velocity moving southward is much stronger (sub-figure 6.4(d)), moving towards

Coverack. By ∆t = 42 : 00 and six hours later at ∆t = 48 : 00, some overland flow begins

to dissipate in the northern part of the domain, but average water depth in the south-west

remains even. One must keep in mind of the no-slip boundary condition imposed in the
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simulation. Thus it is likely a factor in helping keep the presence of water in this region.
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6.3.2. Static 20m

Figures 6.6 and 6.7 have an identical format to Figures 6.2 and 6.3 respectively. The model

input is shown in the first column. The resulting output is shown on the second column.

The final two columns of the figure show the general unit-width velocity directions at the

given timesteps. In this given scenario, the temporal and spatial distribution described in

Section 6.1 is used. However, in this case the storm remains static.

As the bulk of the input did not fall in the south-west corner of the domain, there is

an absence of overland flow there in comparison to the moving storm scenario presented

in Section 6.3.1. Instead, overland flow is concentrated within the pixel region Ω(i, j) =

Ω(70−90, 50−75). This is where Coverack is located. As the storm continues at timestep

∆t = 06 : 00, average water depth rises to just below 4cm (sub-figure (j)). Generally, the

water flow moves in a south-easterly direction (sub-figures (g) and (k)). At the end of the

storm, ∆t = 12 : 00, average water depth in some regions has reached 6cm (sub-figure (r))

moving eastwards (sub-figure 6.7(g)). Figure 6.7(h) presents a region in Coverack where

dark green patches and dark purple patches are adjacent to one another. This suggests

that overland water is flowing through this valley region and which is acting as a funnel

to go into the sea.

At ∆t = 24 : 00 overland flow averages 6cm within Coverack and funneling through the

town (sub-figures 6.8(a) – (d)). In particular, there is a strong southward unit-width

horizontal velocity. This effect continues throughout and by the end of the simulation

(∆t = 48 : 00), overland flow is beginning to dissipate where most pixels are experiencing

a mean average water depth of below 2cm (Figure 6.9(e) – (h)).
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6.3.3. Movement 50m

Analysis of the output for the storm moving through the centre of the computational

domain and its static equivalent will follow the same format as Sections 6.3.1 and 6.3.2

respectively. Figures 6.10 and 6.11 presents the storm movement scenario for the 50m

model resolution variant. At ∆t = 01 : 30 initially begins with the bulk of the model input

in the south-west corner of the domain. Given that sub-figure 6.10(b) shows water presence

when it shouldn’t clearly identifies that there is something wrong with the parameters

when starting up this model variant. Due to various external factors, it was not possible

to investigate this further to understand why. As the storm progressed, by the quarter

stage of the simulation (∆t = 18 : 00), the overland flow was far reaching across the

domain. At the coastal regions of the south-west, average water depths were above 10cm

(sub-figure (r)). There were some signs of large overland flow of approximately 5cm in the

Coverack region too moving south easterly (sub-figures 6.11(f)-(h)). As the storm stopped,

the water continued to flow in a south-easterly direction around Coverack (Figure 6.12)

and by the end of the simulation, overland flow in the south-west part of the domain was

beginning to disperse (sub-figure 6.13(f)).
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6.3.4. Static 50m

When the storm is located centrally and remains static for the simulation, the overland

flow is concentrated on the region surrounding Coverack. Figures 6.14 and 6.15 show the

immediate response to the storm overhead. By ∆t = 06 : 00, sub-Figures 6.14(i) – (l)

show a large majority of the central domain flooded. Within urban and sub urban areas

average water depths are above 10cm, flowing eastwards and funnelling through Coverack

itself right throughout the storm event. The average water depth within the domain peaks

at ∆t = 24 : 00, travelling south-eastwards at greater than 20cm/30mins. This can be

seen in sub-Figures 6.16(a)–(d). By ∆t = 48 : 00, there exist some pixels still experiencing

average water depths above 10cm and still flowing south-eastwards. However, most pixels

have an average water depth of just above 0cm and are gently moving south-eastwards.
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6.4. Scenario 2 - South Eastern Region

6.4.1. Movement 20m

For the final scenario of this chapter, the fictitious storm outlined in Section 6.1 concen-

trates its input in the south-eastern corner of the computational domain. Once again the

movement simulations see the storm progress from south-west to north-east. The columns

for all the figures in this section follow the same format as Sections 6.3 and ??.

With the largest rainfall intensity occurring at ∆t = 01 : 30, very little overland flow is

noticed due to the absorptive qualities of the land-use pixels present in the southern part of

the domain (Figure 6.18). The storm reached Coverack by ∆t = 06 : 00 and some shallow

average water depth values were observed (sub-figure 6.18(f)), moving in a north-easterly

direction (sub-figures 6.18(g) and (h)). As the storm continued to travel north-eastwards,

by ∆t = 18 : 00 average water depths in Coverack were approximately 0.5cm (Figure 6.19).

This overland flow was being funnelled out to Coverack cove (sub-figure 6.19(h)). When

the storm had stopped, the average water depth nearing 1cm at ∆t = 24 : 00 (Figure

6.20(b)) dwindled down to below 0.5cm 24 hours later at ∆t = 48 : 00 (sub-figure 6.20(j)).

CHAPTER 6. NON-UNIFORM MODEL INPUT ANALYSIS 257



6.4. SCENARIO 2 - SOUTH EASTERN REGION

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2

Rainfall [cm]

(a)
∆
t
=

01
:
30

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2 2.5

3

Avg. water depth [cm]

(b
)
∆
t
=

0
1
:
3
0

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-1 -0.5

0 0.5

1

Unit width flux [cm/30mins]

(c)
∆
t
=

0
1
:
30

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-1 -0.5

0 0.5

1

Unit width flux [cm/30mins]

(d
)
∆
t
=

01
:
30

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2

Rainfall [cm]

(e)
∆
t
=

06
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2 2.5

3

Avg. water depth [cm]

(f)
∆
t
=

0
6
:
0
0

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-1 -0.5

0 0.5

1
Unit width flux [cm/30mins]

(g
)
∆
t
=

0
6
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-1 -0.5

0 0.5

1

Unit width flux [cm/30mins]

(h
)
∆
t
=

06
:
00

F
ig
u
re

6.18.:
S
cen

a
rio

3
-
S
ou

th
-ea

stern
m
ov

in
g
storm

-
20m

resolu
tion

m
o
d
el.

E
ach

row
p
resen

ts
in
d
iv
id
u
al

tim
estep

s
∆
t
=

01
:
30

an
d
∆
t
=

06
:
00.

S
u
b
-fi
g
u
res

(a
)
an

d
(e)

sh
ow

th
e
evolu

tion
of

th
e
fi
ctitiou

s
storm

d
u
rin

g
th
e
sim

u
lation

.
S
u
b
-fi
gu

res
(b
)
an

d
(f)

sh
ow

th
e
av
erage

w
ater

d
ep

th
at

th
eir

giv
en

tim
estep

s.
S
u
b
-fi
gu

res
(c)

an
d
(g)

d
ep

ict
th
e
m
ean

u
n
it-w

id
th

h
orizon

tal
fl
u
x
in

th
e
x−

d
irection

.
S
u
b
-fi
gu

res
(d
)
an

d
(h
)
d
ep

ict
th
e
m
ea
n
u
n
it-w

id
th

h
orizon

tal
fl
u
x
in

th
e
y−

d
irection

.

258 CHAPTER 6. NON-UNIFORM MODEL INPUT ANALYSIS



6.4. SCENARIO 2 - SOUTH EASTERN REGION

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2

Rainfall [cm]

(a)
∆
t
=

12
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2 2.5

3

Avg. water depth [cm]

(b
)
∆
t
=

1
2
:
0
0

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-1 -0.5

0 0.5

1

Unit width flux [cm/30mins]

(c)
∆
t
=

1
2
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-1 -0.5

0 0.5

1

Unit width flux [cm/30mins]

(d
)
∆
t
=

12
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2

Rainfall [cm]

(e)
∆
t
=

18
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2 2.5

3

Avg. water depth [cm]

(f)
∆
t
=

1
8
:
0
0

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-1 -0.5

0 0.5

1
Unit width flux [cm/30mins]

(g
)
∆
t
=

1
8
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-1 -0.5

0 0.5

1

Unit width flux [cm/30mins]

(h
)
∆
t
=

18
:
00

F
ig
u
re

6.19.:
S
cen

a
rio

3
-
S
ou

th
-ea

stern
m
ov

in
g
storm

-
20m

resolu
tion

m
o
d
el.

E
ach

row
p
resen

ts
in
d
iv
id
u
al

tim
estep

s
∆
t
=

12
:
00

an
d
∆
t
=

18
:
00.

S
u
b
-fi
g
u
res

(a
)
an

d
(e)

sh
ow

th
e
evolu

tion
of

th
e
fi
ctitiou

s
storm

d
u
rin

g
th
e
sim

u
lation

.
S
u
b
-fi
gu

res
(b
)
an

d
(f)

sh
ow

th
e
av
erage

w
ater

d
ep

th
at

th
eir

giv
en

tim
estep

s.
S
u
b
-fi
gu

res
(c)

an
d
(g)

d
ep

ict
th
e
m
ean

u
n
it-w

id
th

h
orizon

tal
fl
u
x
in

th
e
x−

d
irection

.
S
u
b
-fi
gu

res
(d
)
an

d
(h
)
d
ep

ict
th
e
m
ea
n
u
n
it-w

id
th

h
orizon

tal
fl
u
x
in

th
e
y−

d
irection

.

CHAPTER 6. NON-UNIFORM MODEL INPUT ANALYSIS 259



6.4. SCENARIO 2 - SOUTH EASTERN REGION

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2

Rainfall [cm]

(a)
∆
t
=

24
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2 2.5

3

Avg. water depth [cm]

(b
)
∆
t
=

2
4
:
0
0

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-1 -0.5

0 0.5

1

Unit width flux [cm/30mins]

(c)
∆
t
=

2
4
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-1 -0.5

0 0.5

1

Unit width flux [cm/30mins]

(d
)
∆
t
=

24
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2

Rainfall [cm]

(e)
∆
t
=

30
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2 2.5

3

Avg. water depth [cm]

(f)
∆
t
=

3
0
:
0
0

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-1 -0.5

0 0.5

1

Unit width flux [cm/30mins]

(g
)
∆
t
=

3
0
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-1 -0.5

0 0.5

1

Unit width flux [cm/30mins]

(h
)
∆
t
=

30
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2

Rainfall [cm]

(i)
∆
t
=

4
8
:
0
0

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2 2.5

3

Avg. water depth [cm]
(j)

∆
t
=

4
8
:
0
0

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-1 -0.5

0 0.5

1

Unit width flux [cm/30mins]

(k
)
∆
t
=

4
8
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-1 -0.5

0 0.5

1

Unit width flux [cm/30mins]

(l)
∆
t
=

48
:
00

F
igu

re
6
.2
0
.:
S
cen

ario
1
-
C
en
tra

l
m
ov
in
g
storm

-
20m

resolu
tion

m
o
d
el.

E
ach

row
p
resen

ts
in
d
iv
id
u
al

tim
estep

s
∆
t
=

24
:
00,

∆
t
=

30
:
00

an
d

∆
t
=

4
8
:
00.

S
u
b
-fi
gu

res
(a
),

(e)
an

d
(i)

sh
ow

th
e
evolu

tion
of

th
e
fi
ctitiou

s
storm

d
u
rin

g
th
e
sim

u
lation

.
S
u
b
-fi
gu

res
(b
),

(f)
an

d
(j)

sh
ow

th
e
avera

ge
w
a
ter

d
ep

th
at

th
eir

giv
en

tim
estep

s.
S
u
b
-fi
gu

res
(c),

(g)
an

d
(k
)
d
ep

ict
th
e
m
ean

u
n
it-w

id
th

h
orizon

tal
fl
u
x
in

th
e
x−

d
irection

.
S
u
b
-fi
g
u
res

(d
),
(h
)
an

d
(l)

d
ep

ict
th
e
m
ean

u
n
it-w

id
th

h
orizon

tal
fl
u
x
in

th
e
y−

d
irection

.

260 CHAPTER 6. NON-UNIFORM MODEL INPUT ANALYSIS



6.4. SCENARIO 2 - SOUTH EASTERN REGION

6.4.2. Static 20m

Sub-figures 6.21(a), 6.21(e), 6.22(a) and 6.22(e) highlight the static fictitious storm. The

centre of this storm is placed over the sea, however its periphery does reach the eastern

coast of the Lizard peninsula. During the most intense period of the storm, average water

depth values reach above 2cm in the Coverack region (Figure 6.21(f)). The overland flow

concentrates itself over the B3294 (sub-figure 6.22(b)), with a greater number of pixels

reaching average water depth values above 2.5cm.

As the storm stops, average water depth values reduce to approximately 2cm (Figure

6.23(b)). This reduction is predominately down to the funnelling of overland flow into

Coverack cove at ∆t = 24 : 00 (sub-figure 6.23(d)). At ∆t = 48 : 00, the end of the

simulation, water continues to flow into Coverack cove (sub-figure 6.23(l)). The majority

of pixels have very shallow water depth values, with a handful in Coverack having an

approximate mean water depth of 2cm (sub-figure 6.23(j)).

CHAPTER 6. NON-UNIFORM MODEL INPUT ANALYSIS 261



6.4. SCENARIO 2 - SOUTH EASTERN REGION

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2

Rainfall [cm]

(a)
∆
t
=

01
:
30

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2 2.5

3

Avg. water depth [cm]

(b
)
∆
t
=

0
1
:
3
0

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-15

-10

-5 0 5 10 15

Unit width flux [cm/30mins]

(c)
∆
t
=

0
1
:
30

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-15

-10

-5 0 5 10 15

Unit width flux [cm/30mins]

(d
)
∆
t
=

01
:
30

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2

Rainfall [cm]

(e)
∆
t
=

06
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2 2.5

3

Avg. water depth [cm]

(f)
∆
t
=

0
6
:
0
0

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-15

-10

-5 0 5 10 15
Unit width flux [cm/30mins]

(g
)
∆
t
=

0
6
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-15

-10

-5 0 5 10 15

Unit width flux [cm/30mins]

(h
)
∆
t
=

06
:
00

F
ig
u
re

6.21.:
S
cen

a
rio

3
-
S
ou

th
-eastern

sta
tic

storm
-
20m

resolu
tion

m
o
d
el.

E
ach

row
p
resen

ts
in
d
iv
id
u
al

tim
estep

s
∆
t
=

01
:
30

an
d
∆
t
=

06
:
00.

S
u
b
-fi
g
u
res

(a
)
an

d
(e)

sh
ow

th
e
evolu

tion
of

th
e
fi
ctitiou

s
storm

d
u
rin

g
th
e
sim

u
lation

.
S
u
b
-fi
gu

res
(b
)
an

d
(f)

sh
ow

th
e
av
erage

w
ater

d
ep

th
at

th
eir

giv
en

tim
estep

s.
S
u
b
-fi
gu

res
(c)

an
d
(g)

d
ep

ict
th
e
m
ean

u
n
it-w

id
th

h
orizon

tal
fl
u
x
in

th
e
x−

d
irection

.
S
u
b
-fi
gu

res
(d
)
an

d
(h
)
d
ep

ict
th
e
m
ea
n
u
n
it-w

id
th

h
orizon

tal
fl
u
x
in

th
e
y−

d
irection

.

262 CHAPTER 6. NON-UNIFORM MODEL INPUT ANALYSIS



6.4. SCENARIO 2 - SOUTH EASTERN REGION

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2

Rainfall [cm]

(a)
∆
t
=

12
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2 2.5

3

Avg. water depth [cm]

(b
)
∆
t
=

1
2
:
0
0

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-15

-10

-5 0 5 10 15

Unit width flux [cm/30mins]

(c)
∆
t
=

1
2
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-15

-10

-5 0 5 10 15

Unit width flux [cm/30mins]

(d
)
∆
t
=

12
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2

Rainfall [cm]

(e)
∆
t
=

18
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2 2.5

3

Avg. water depth [cm]

(f)
∆
t
=

1
8
:
0
0

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-15

-10

-5 0 5 10 15
Unit width flux [cm/30mins]

(g
)
∆
t
=

1
8
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-15

-10

-5 0 5 10 15

Unit width flux [cm/30mins]

(h
)
∆
t
=

18
:
00

F
ig
u
re

6.22.:
S
cen

a
rio

3
-
S
ou

th
-eastern

sta
tic

storm
-
20m

resolu
tion

m
o
d
el.

E
ach

row
p
resen

ts
in
d
iv
id
u
al

tim
estep

s
∆
t
=

12
:
00

an
d
∆
t
=

18
:
00.

S
u
b
-fi
g
u
res

(a
)
an

d
(e)

sh
ow

th
e
evolu

tion
of

th
e
fi
ctitiou

s
storm

d
u
rin

g
th
e
sim

u
lation

.
S
u
b
-fi
gu

res
(b
)
an

d
(f)

sh
ow

th
e
av
erage

w
ater

d
ep

th
at

th
eir

giv
en

tim
estep

s.
S
u
b
-fi
gu

res
(c)

an
d
(g)

d
ep

ict
th
e
m
ean

u
n
it-w

id
th

h
orizon

tal
fl
u
x
in

th
e
x−

d
irection

.
S
u
b
-fi
gu

res
(d
)
an

d
(h
)
d
ep

ict
th
e
m
ea
n
u
n
it-w

id
th

h
orizon

tal
fl
u
x
in

th
e
y−

d
irection

.

CHAPTER 6. NON-UNIFORM MODEL INPUT ANALYSIS 263



6.4. SCENARIO 2 - SOUTH EASTERN REGION

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2

Rainfall [cm]

(a)
∆
t
=

24
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2 2.5

3

Avg. water depth [cm]

(b
)
∆
t
=

2
4
:
0
0

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-15

-10

-5 0 5 10 15

Unit width flux [cm/30mins]

(c)
∆
t
=

2
4
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-15

-10

-5 0 5 10 15

Unit width flux [cm/30mins]

(d
)
∆
t
=

24
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2

Rainfall [cm]

(e)
∆
t
=

30
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2 2.5

3

Avg. water depth [cm]

(f)
∆
t
=

3
0
:
0
0

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-15

-10

-5 0 5 10 15

Unit width flux [cm/30mins]

(g
)
∆
t
=

3
0
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-15

-10

-5 0 5 10 15

Unit width flux [cm/30mins]

(h
)
∆
t
=

30
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2

Rainfall [cm]

(i)
∆
t
=

4
8
:
0
0

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

0 0.5

1 1.5

2 2.5

3

Avg. water depth [cm]
(j)

∆
t
=

4
8
:
0
0

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-15

-10

-5 0 5 10 15

Unit width flux [cm/30mins]

(k
)
∆
t
=

4
8
:
00

1
10

20
30

40
50

60
70

80
90

100
110

120
1

10 20 30 40 50 60 70 80 90

100

-15

-10

-5 0 5 10 15

Unit width flux [cm/30mins]

(l)
∆
t
=

48
:
00

F
igu

re
6
.2
3
.:
S
cen

ario
3
-
S
ou

th
-eastern

static
storm

-
20m

resolu
tion

m
o
d
el.

E
ach

row
p
resen

ts
in
d
iv
id
u
al

tim
estep

s
∆
t
=

24
:
00,

∆
t
=

30
:
00

an
d

∆
t
=

48
:
0
0
.
S
u
b
-fi
g
u
res

(a),
(e)

an
d
(i)

sh
ow

th
e
evolu

tion
of

th
e
fi
ctitiou

s
storm

d
u
rin

g
th
e
sim

u
lation

.
S
u
b
-fi
gu

res
(b
),

(f)
an

d
(j)

sh
ow

th
e
averag

e
w
ater

d
ep

th
a
t
th
eir

giv
en

tim
estep

s.
S
u
b
-fi
gu

res
(c),

(g)
an

d
(k
)
d
ep

ict
th
e
m
ean

u
n
it-w

id
th

h
orizon

tal
fl
u
x
in

th
e
x−

d
irection

.
S
u
b
-fi
g
u
res

(d
),
(h
)
an

d
(l)

d
ep

ict
th
e
m
ean

u
n
it-w

id
th

h
orizon

tal
fl
u
x
in

th
e
y−

d
irection

.

264 CHAPTER 6. NON-UNIFORM MODEL INPUT ANALYSIS



6.4. SCENARIO 2 - SOUTH EASTERN REGION

6.4.3. Movement 50m

For the 50m movement scenario, at ∆t = 06 : 00, a vast amount of pixels in the southern

part of the computational domain went above an average water depth of 10cm (Figure

6.24(f)). This is in contrast to the 20m movement scenario in Section 6.4.1, where very lit-

tle overland flow was recorded. Overland flow was observed to be moving north-eastwards

(sub-figures 6.24(g) and 6.24(h)). Some overland flow is also experienced within the Cov-

erack region. By ∆t = 13 : 30 (sub-figure 6.25(b)), overland flow peaked and continued to

travel north-eastwards (sub-figures 6.25(c) and (d)). Overland flow within the Coverack

region also peaked at this timestep. At ∆t = 24 : 00, average water depth values in the

north-east corner of the computational domain reached above 10cm (sub-figure 6.25(f)),

moving south-easterly (sub-figures 6.25(g) and (h)). During the period when the storm

event finished, the southern region overland flow reduced to below 5cm for the majority

of pixels at ∆t = 42 : 00 (Figure 6.26) and continued to move north-easterly. The aver-

age water depth in the north-eastern region of the computational domain also reduced to

below 5cm for most pixels.
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6.4.4. Static 50m

Sub-figures 6.27(a), 6.27(e), 6.27(i), and 6.28(a) show the static storm centred over the

sea to the east of the Lizard peninsula. By ∆t = 06 : 00 a large majority of pixels on

the east of the peninsula were experiencing some overland flow. Peak overland flow as

recorded in the Coverack region with values recorded above 10cm (sub-figure 6.27(f)).

Between ∆t = 13 : 30 and ∆t = 24 : 00, average water depth levels did decrease in some

pixels, but at a slow pace (Figure 6.28). Similarly, between ∆t = 30 : 00 (Figure 6.29)

and ∆t = 48 : 00 (Figure 6.30), overland values stayed at approximately 10cm within the

Coverack region with water drainage being slow.
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6.5. Summary

The analysis conducted in Chapter 5 assumed that a storm would evenly distribute its

precipitation across a river basin with an even intensity. In “real-world” scenarios, this

assumption is unreasonable. Chapter 6 began by discussing the methodology used to define

a fictitious storm in Section 6.2. Two storm scenarios were defined and analysed. Section

6.3 applied the fictitious storm centrally across the computational domain. Section 6.4

applied the fictitious storm to the south-east of the domain. Each storm scenario compared

the outputs of a “static” storm with a “moving” storm for both model resolution variants.

An additional analysis was implemented where the storm was placed in the north-west of

the computational domain. This is provided in Appendix J.

A summary of the minimum, maximum and average differences between the 20m and

50m model of mean water depth for each scenario is given in Table 6.1. In general, the

average difference between two resolutions within the first and third (Appendix J; page

384) static and moving scenarios are similar in magnitude. For the third scenario, the

average difference in the movement case is slightly higher compared with the static case.

Given the small differences in mean water depths between both model resolutions (as can

also be seen in Tables 5.8 and 5.9, page 231), there is no strong evidence to choose one

model variant over another. Patches with differing land-use compositions have produced

differing results. Equally, patches with similar land-use compositions have given similar

results on average.

It is up to the individual to determine which resolution of the model would be appropriate

to use depending on the context in which the model is being run. The computational

power needed run the 20m resolution model and produce the results outlined in Chap-

ters 5 and 6 was reasonable. The Green-Ampt model (Section 4.3.5.1) and SCS method

(Section 4.3.5.2) model small scale processes. As stated in Section 4.2.5, higher resolution

models are preferred when modelling such systems as to reduce the uncertainty in model

parameterisation. Thus the case study reviewed in Chapter 7 will be modelled using the

20m resolution model variant. This chapter highlighted what the key considerations are

when deciding what model resolution is most suitable (RQ5) and compared the model

performance between the 20m and 50m model resolution variants (RQ6).

As will be justified in Chapter 7, the storm scenario from Section 6.4.2 will be utilised as a

template due to its similarities to the Coverack flooding event which will be implemented

in the model next.

Table 6.1.: The minimum, maximum and average mean water depth output [cm] differ-
ences between the 20m and 50m model variants for different input and spatial
scenarios reviewed in Sections 6.3, 6.4 and J.

Scenarios
Static Movement

Min Max Average Min Max Average

S1 0.0250 0.2560 0.2284 0.0109 0.2584 0.2108

S2 0.0019 0.1014 0.0519 4.000×10−5 0.0865 0.0555

Appendix J 0.0189 0.1477 0.1289 0.0292 0.1904 0.1638
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7. Simulation Modelling: Coverack,

Cornwall

7.1. Introduction

The motivation of the need for humans to equitably, sustainably and efficiently utilise

finite resources to meet its material, cultural and fundamental needs was presented in

Chapter 1. This motivation led to Cornwall Council’s justification of its “Environmental

Growth Strategy” (Section 1.1.5). Parallels in high level management concepts between

natural asset portfolio management and “facilities management” gave rise to the proposal

of a computational tool, in the form of a hydrological model, to aid policy makers in

their strategic long term planning goals and impact assessments (Section 1.3). Chapter

2 highlighted the literature related to hydrological modelling. Chapter 3 reviewed the

fundamental mathematical knowledge that underpins the hydrological model which was

described in Chapter 4.

This chapter will begin by reviewing incidents that took place during the Coverack flood-

ing event on 18th July 2017 (Section 7.2). Section 7.3 re-defines the sub-regions from the

computational domain discussed in Section 4.2 for the subsequent analyses. Section 7.4

envisages how this computational tool is intended to be applied in a land-use management

context. This section justifies the potential policy proposals to mitigate another flooding

event of a similar magnitude to the one experienced in Coverack. Section 7.5 outlines

the seven scenarios that are analysed in Section 7.6 for each of the sub-regions. Specific

parameter justifications for this model simulation have come from the initial model perfor-

mance analysis (Chapter 5) and non-uniform model input analysis (Chapter 6) previously

conducted and are presented below.

Chapter 5 analysed the 20m and 50m model resolution variants using a uniform precipi-

tation input. The more coarse 50m model was less computationally expensive to execute.

If there existed a parity in model output between the resolutions, it would have made

sense to have used the 50m model in this case study simulation. Patches #3 and #7 in

the northern sub-region analysed (Sections 5.5.5.1 and 5.5.5.2 respectively) demonstrated

output parity when the land-use proportion of the 50m model matched the 20m model.

However, the majority of patches analysed in the north-eastern (Section 5.4) and northern

(Section 5.5) sub-regions did not. Given this, one cannot use the 50m model resolution

variant in favour of the 20m model in order to reduce the computational work needed.

Chapter 6 looked to compare the model response of the 20m and 50m model variants for

275
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differing non-uniform input scenarios. The spatial distribution of average water depth was

much greater in the 50m model compared to the 20m model. The construction of the 50m

model meant that the grid mesh was much more coarse. As a result, it would not be as

useful in providing meaningful information to policy makers in the potential consequences

of proposed policies. Sections 5 and 6 reviewed academic scenarios where there was little

agreement between the two model resolutions looked at.

For these reasons, it is appropriate to consider a real life event using the highest resolution

available. As such, this section will solely focus on simulating the Coverack flooding case

study (Section 1.2) using the 20m resolution model variant.

7.2. The Coverack Flooding Event: An Overview

On 18th July 2017, southern England experienced torrential rainfall from thunderstorms.

Coverack endured localised intense rainfall which led to a flash flooding event in the af-

ternoon. The sheer volume of rainfall meant the river catchment could not cope. This

resulted in river flooding, surface water and significant erosion. At least fifty properties

were noted to be affected by this flash flood. The Environment Agency commissioned JBA

Consulting, a leading water, environmental, urban design, engineering and risk manage-

ment consultancy company, to review the underlying causes of this event (Environment

Agency and Cornwall Council, 2018).

Initial findings from the review found that the flooding event began from:

“The most extreme storm event recorded in Cornwall and one of the most

extreme three hour rainfall events experienced in the UK.”

A Met Office investigation concluded that between 165 and 201mm of rain fell over Cov-

erack within three hours on the day. Figure 7.1 shows the Radar-gauged precipitation

accumulation difference. The centre of the storm, where the greatest precipitation differ-

ence is, lies to the south-east of Coverack. Only the western half of the storm lies over

land. It is most similar to the static storm scenarios in Section 6.4. From this informa-

tion, the 20m static storm scenario from Section 6.4.2 will be used as the template for the

spatial distribution of the storm input.

Figure 7.2 shows the hyteograph of the flooding event (blue) over Coverack between 13:30

and 16:30. It is compared with a 0.1% “Annual Exceedance Probability”, the probability

of a natural hazard event occurring annually, hyteograph. The value listed in Table 7.1

has been read from Figure 7.2. Alongside it is the percentage of total input it represents

as well as the lower bound, median and upper bound estimates from the Met Office’s

conclusion. Applying the method discussed in Section 6.1, the values in Table 7.1 from

Figure 7.2 will be distributed using the static storm scenario from Section 6.4.1.
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Figure 7.1.: A radar-gauge precipitation accumulation difference of the thunderstorm event
over Coverack (Harrison et al., 2017; Environment Agency and Cornwall Coun-
cil, 2018).

Figure 7.2.: Hyteographs for the Coverack storm event (blue) and the 0.1% Annual Ex-
ceedance Probability event (green) (Environment Agency and Cornwall Coun-
cil, 2018).
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Table 7.1.: Coverack Storm inputs estimated from Figure 7.2. Lower bound, upper bound
and median estimates using the Met Office’s investigation.

Time
[hh:mm]

RF Estimate
(Hyteograph)

[cm]

Percentage
of Total

Lower
Bound
[cm]

Median [cm] Upper
bound
[cm]

13:30 0.4 2.24 0.37 0.41 0.45

13:45 0.4 2.24 0.37 0.41 0.45

14:00 0.15 0.84 0.14 0.15 0.17

14:15 0.95 5.33 0.88 0.98 1.07

14:30 2.25 12.62 2.08 2.31 2.54

14:45 2.75 15.43 2.55 2.82 3.10

15:00 4.05 22.72 3.75 4.16 4.57

15:15 2.795 14.56 2.40 2.66 2.93

15:30 1.75 9.82 1.6203 1.80 1.97

15:45 1.15 6.45 1.06 1.18 1.30

16:00 1.125 6.31 1.04 1.15 1.27

16:15 0.25 1.40 0.23 0.26 0.28

Total 17.82 100 16.5 18.3 20.1

7.3. Sub-Region Domain Definitions

To obtain a better understand of the effect land-use categories have on the computational

domain, the 20m resolution pixel categories (Figure 7.3), have been further sub-divided

into five sub-regions (Figure 7.4). Any “undefined” pixels were defined as such because

they did not produce any model output in the simulated scenarios defined in Section 7.5

below.

Table 7.2 defines the pixel boundaries of these sub-regions. Any urban or sub-urban pixels

between Ω(79−82, 53−64) were included in the “Coverack” category. All other non-urban

pixels were included in the “West Coverack” region.

Table 7.2.: Sub-region pixel boundary definitions (inclusive) for the 20m resolution model.

Sub-Region Column Pixel Boundary Row Pixel Boundary
Name [Ω(i, j)] [Ω(i, j)]

Coverack 79–91 53–64

North Coverack 69–83 65–100

North-East Coverack 84–125 65–100

South Coverack 50–91 1–52

West Coverack 50–82 53–64
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Figure 7.3.: Original 20m resolution land-use map.

Figure 7.4.: Defined sub-regions for the 20m resolution computational domain.
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7.4. A Perspective from a Hypothetical Cornwall Council

Policy Planner

An in-depth understanding of how a hydrological model is structured and implemented

is needed to ensure model outputs are robust and sensible. This knowledge can only be

obtained through dedicated effort from individuals interested in applying themselves in

this domain. Cornwall Councillors will not have had the opportunity to apply themselves

deeply into the world of hydrological modelling.

Digital platforms are software-based infrastructures which can facilitate interactions and

transactions between a given user through a front-end dashboard (such as ‘myFM’ dis-

cussed in Section 1.1.6; page 38) and model back-end, where a computational tool would

reside (e.g. a hydrological model). When hydrological modelling tools are implemented

in the back-end of such systems, this enables the access to the latest modelling tech-

niques and knowledge. This will present policy makers with safe and secure access to the

tool while minimising the possibility of incorrectly applying the hydrological model and

misinterpreting its outputs.

The analysis of the modelling scenarios (Section 7.6; page 282) is done from the perspec-

tive of a Cornwall Council land-use policy planner. The planner reviews the Coverack

flooding event (Section 7.2; page 276) through a front-end dashboard application (akin to

the “myFM” dashboard seen in Figures 1.4 and 1.5; page 39). This is the control sim-

ulation (Section 7.5.1; page 281). Through the dashboard’s “plug-and-play” feature the

planner defines the five sub-regions outlined in Section 7.3 which is illustrated in Figure

7.4. Through the same feature the planner defines three flood management suggestions.

The first suggestion involves changing the watershed’s hydrological characteristics by al-

tering the underlying soil from Sandy Loam to a more absorptive Loamy Sand for

specific land-use pixels. This is detailed in Scenario I, Section 7.5.2. The planner’s second

suggestion involves altering the land-use of the watershed for a given region from Rough

Grazing to Arable . This is detailed in Scenario II, Section 7.5.3. The planner’s final

suggestion is the implementation of a sluice gate on the coast of Coverack to drain ex-

cess surface water at a faster rate. This is outlined in Scenario III, Section 7.5.4. As

well as being interested in how each intervention affects the Coverack flood risk, they are

also interested in the combination of these interventions to see if they minimise the flood

risk further. These are outlined in Sections 7.5.5, 7.5.6, 7.5.7 and 7.5.8. To begin their

analysis they first look at the mean average water depth of the land-use pixels within the

sub-regions of each watershed.
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7.5. Modelling Simulation Scenarios

The thunderstorm which occurred on 18th July 2017 is represented by the storm scenario

from Section 6.4.1 using the inputs outlined in the Environment Agency commissioned

report (Environment Agency and Cornwall Council, 2018). Seven modelling scenarios are

outlined here.

7.5.1. Control Simulation

The control simulation consists of the original 20m resolution model parameters defined

in Table 5.2 using the initial land-use definitions picture in Figure 7.3.

7.5.2. Scenario I: Soil parameter changes

This first scenario changes soil parameters used in the Green-Ampt model (Section 3.6.1)

from Sandy Loam to a more absorptive soil Loamy Sand listed in Table 3.1. These

changes will be applied to the domain region Ω(55−95,50−100). Only land-use pixels de-

fined as Arable , Grassland and Rough Grazing will have this soil parameter change

implemented.

7.5.3. Scenario II: Land-Use parameter change

For the second modelling scenario, any pixel defined as Rough Grazing within the

domain region Ω(55−95,50−100) is altered to Arable.

7.5.4. Scenario III: Open “Sluice” parameter

For the final individual scenario, any coastal urban pixel within the range Ω(81−91,46−100)

will have its hydrological properties altered so that it acts as an open infinite sluice

gate . Any urban parameters on the Coverack coast will immediately drain any excess

overland surface water.

7.5.5. Scenario IV: Soil and land-use parameter changes

Scenario IV is a combination of scenarios I (Section 7.5.2) and II (Section 7.5.3).

7.5.6. Scenario V: Soil parameter change with an open “Sluice”

Scenario V is a combination of scenarios I (Section 7.5.2) and III (Section 7.5.4).
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7.5.7. Scenario VI: Land-use parameter change with an open “Sluice”

Scenario VI combines scenarios II (Section 7.5.3) and III (Section 7.5.4).

7.5.8. Scenario VII: Soil and land-use parameter changes with an open

“Sluice”

Scenario VII is combines all the three individual scenarios; I (Section 7.5.2), II (Section

7.5.3) and III (Section 7.5.4).

7.6. Modelling Analysis

The thunderstorm which occurred on 18th July 2017 is represented by the storm scenario

from Section 6.4.1 using the inputs outlined in the Environment Agency commissioned

report (Environment Agency and Cornwall Council, 2018). The impact of the eight mod-

elling scenarios outlined above on the five sub-regions are considered here. These regions

are Coverack (Section 7.6.1), Northern Coverack (Section 7.6.2), North-Eastern Coverack

(Section 7.6.3), Southern Coverack (Section 7.6.4) and Western Coverack (Section 7.6.5).

7.6.1. Coverack

Figure 7.5(a) on page 284 shows the layout of the coastal Coverack sub-region that is

being analysed. The region is composed solely of sub-urban and urban land-use pixels.

No discernable difference in output can be seen between the control scenario (Section 7.5.1)

seen in Figure 7.5(b) and the first two scenarios (Sections 7.5.2 and 7.5.3) given in Figures

7.5(c) and 7.5(d) respectively. For each of these scenarios the mean average water depth

of urban pixels reaches to just below 14cm at ∆t = 09 : 00. The sub-urban value begins

at an average water depth of approximately 13cm and sharply declines to just above 6cm

at ∆t = 15 : 00 before plateauing throughout the remainder of the simulation. This sees

the complete domain monotonically decrease from approximately 13cm to 7cm at the end

of the simulation. Figure 7.5(e) demonstrates the third scenario which emulates a “sluice

gate” for urban pixels which are adjacent to the coastline. Immediately noticeable is the

starting mean average water depths of the domain. Sub-urban pixels begin just below 12cm

at ∆t = 16 : 30 compared to the approximate 13cm in the control scenario. Similarly,

urban pixels begin at just above 13cm in the control scenario at the same timestep but

begins at just below 1cm in the third scenario. Throughout the entire simulation the

mean average water depth of urban pixels remains at or below 1cm. When the first two

individual scenarios are combined to make up Scenario IV (Section 7.5.5) no big difference

can be found with the control scenario as seen in Figure 7.5(f). Figures 7.5(g), 7.5(h)

and 7.5(i) depict the remaining three scenarios, Scenario V (Section 7.5.6), Scenario VI

(Section 7.5.7) and Scenario VII (Section 7.5.8) respectively. These three scenarios contain
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the third scenario mimicking the sluice gate and behave identically to this third modelling

simulation.

7.6.2. Northern Coverack

The northern Coverack sub-region may be viewed in Figure 7.6(a) on page 285. The mean

average water depth for each land-use type in the control scenario (Figure 7.6 (b)) peaked

by ∆t = 18 : 00. The sub-urban pixel’s average was greatest at approximately 7cm, with

urban land-use pixels just above 6cm. The mean average water depth experienced on

Grassland pixels was approximately 4.7cm. Each of the aforementioned land-use types

saw a sharp decline in their averages at some point in the simulation. The Arable land-use

type reached to just below 3cm and remained steady throughout the simulation whilst

the Rough-Grazing average started approximately at 2.5cm and steadily reduced to just

above 1.5cm at the end. Each land-use type lay between a mean of 1.5cm and 3cm

average water depth. No significant change in behaviour or magnitude was noted for the

first scenario (Section 7.5.2). In scenario II (Section 7.5.3), the magnitudes of all the land-

use types were decreased slightly. The sub-urban pixel saw its peak hit just above 6.5cm,

less than the 7cm experienced in the control scenario. However its behaviour afterwards

was very similar. This pixel finished with an average water depth of just above 2cm.

The urban mean average water depth within this scenario peaked just above 6cm and

declined dramatically before recovering slightly to approximately 2.5cm as can be seen in

Figure 7.6(d). The Grassland pixel peaked at approximately 4.5cm before declining to just

below 2cm at the end of the simulation. The remaining land-use pixels peaked between

approximately 1.5cm and 3cm and remained within this range throughout the entirety of

the simulation. A slight decrease in magnitude is noted for the sub-urban pixel for the

third scenario (Section 7.5.4) with its maximum mean average water depth reaching just

below 7cm. A full centimetre reduction can be seen for the urban land-use pixel average

in Figure 7.6(e) compared with the control scenario. A similar magnitude reduction is

observed between the grassland land-use average the control scenario.

When combining scenarios I and II to give scenario IV (Section 7.5.5), its output behaves

similarly in magnitude to the second scenario for each land-use pixel as can be seen in

Figure 7.6(g). As scenarios I and II are combined for scenario V (Section 7.5.6), the output

of this scenario is most similar to the third individual scenario. This is equally the case

for scenario VI (Section 7.5.7) which combines scenarios I and II and can be seen with

Figure 7.6(h). When all three scenarios are combined to give scenario VII (Section 7.5.8)

the individual sluice scenario (Section 7.5.4) has the largest influence in the model output.

7.6.3. North-Eastern Coverack

Figure 7.7 on page 287 shows the north-eastern Coverack sub-region of the computational

domain. For the control scenario (Figure 7.7 (b)), the urban land-use pixels mean average
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water depth peaked just above 6cm and declined dramatically to below 0.25cm at ∆t =

15 : 00 and plateaued for the remainder of the simulation. Grassland, Rough Grazing and

Sub-urban land-use pixels peaked at just above 4cm and declined more gently throughout

the simulation reaching to just above 1cm, 1cm and approximately 0.75cm respectively.

The arable land-use pixel peaked a little above 2cm and declined slowly to just above 1cm

throughout the simulation. Looking at Figures 7.7(c)-(i), none of the modelling scenarios,

nor their combinations had any effect on the overall magnitude or general behaviour on

the mean average water depths of the land-use pixels within this region.

7.6.4. Southern Coverack

The south Coverack region is depicted in Figure 7.8(a) on page 288. The largest peak

average water depth occurred at ∆t = 16 : 30 at approximately 13.5cm for the urban land-

use type within the control scenario (Figure 7.8(b)). Over the next 12 hours water depth

for urban land-use dramatically declined to 2.5cm before stabilising at approximately 2cm

at the end of the simulation. The sub-urban, grassland and rough grazing land-use types

reached their maximum of approximately 8.5cm at the start of the simulation. Both the

sub-urban and rough grazing land-use depths steadily decreased in value to approximately

3.5cm at the end of the simulation. A lesser decline in average water depth occurred in

grassland pixels reaching 6cm at the end of the control scenario simulation. Finally the

arable pixel began with a mean average water depth of roughly 5cm before peaking to just

below 6cm at ∆t = 15 : 00 and reducing back to 5cm again by the end of the simulation.

The magnitudes and behaviours of the land-use pixels in scenarios I, II and IV did not differ

when compared to the control scenario as can be see in Figures 7.8(c), 7.8(d) and 7.8(f).

No significant change in the behaviour and average water depth values occurred within the

land-use pixels when scenario III was run except for in the urban land-use pixels (Figure

7.8(e)), which initially reached a peak of approximately 10cm. It then sharply declined

to below 2cm by ∆t = 04 : 30. The mean average water depth then slowly diminished to

1cm by the end of the simulation. This exact behaviour was also noted for scenarios V,

VI and VII (Figures 7.8(g), (h) and (i)) where the sluice gate scenario was the dominant

factor.

7.6.5. Western Coverack

Figure 7.9(a) on page 290 shows the map of the west Coverack region within the computa-

tional domain. Within the control scenario (Figure 7.9(b)), both the urban and grassland

begin with a mean average water depth of approximately 8.5cm. The urban pixel declines

in three phases, to 7cm, 4.5cm and finally 2.5cm at ∆t = 21 : 00, ∆t = 18 : 00 and

∆t = 12 : 00 (at the end of the simulation), respectively. The grassland pixel declines to a

value of roughly 6.5cm at ∆t = 18 : 00 but again rises to approximately 7.5cm at the end

of the simulation. The average water depth on sub-urban land begins at approximately

7.5cm before steadily declining to 2cm by ∆t = 18 : 00. It then begins increasing again to

roughly 2.25cm at the end of the simulation. The mean average water depth recorded for
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the arable pixels within the region began at approximately 4.5cm before rising to above

5.5cm and then declining to just above 5cm at the end of the simulation. No output was

recorded for the rough-grazing category. Figures 7.8(c) - 7.8(i) all show the exact same

magnitude and behaviour for each of the scenarios listed in Section 7.5, meaning that had

no direct impact on the overland flow within this sub-region of the computational domain.

CHAPTER 7. SIMULATION MODELLING: COVERACK, CORNWALL 289



7.6. MODELLING ANALYSIS

(a)
W
est

C
overa

ck
su
b
-region

m
a
p
.

12:00
15:00
18:00
21:00
00:00
03:00
06:00
09:00
12:00
15:00
18:00
21:00
00:00
03:00
06:00
09:00
12:00

T
im

e
[h

h
:m

m
]

0 1 2 3 4 5 6 7 8 9

Mean Avg. water depth
[cm]

A
rable

G
rassland

S
ub U

rban
U

rban

A
 +

 G
S

U
 +

 U
F

ull D
om

ain

(b
)
C
o
n
tro

l
S
cen

a
rio

.

12:00
15:00
18:00
21:00
00:00
03:00
06:00
09:00
12:00
15:00
18:00
21:00
00:00
03:00
06:00
09:00
12:00

T
im

e
[h

h
:m

m
]

0 1 2 3 4 5 6 7 8 9

Mean Avg. water depth
[cm]

A
rable

G
rassland

S
ub U

rban
U

rban

A
 +

 G
S

U
 +

 U
F

ull D
om

ain

(c)
S
cen

ario
I.

12:00
15:00
18:00
21:00
00:00
03:00
06:00
09:00
12:00
15:00
18:00
21:00
00:00
03:00
06:00
09:00
12:00

T
im

e
[h

h
:m

m
]

0 1 2 3 4 5 6 7 8 9

Mean Avg. water depth
[cm]

A
rable

G
rassland

S
ub U

rban
U

rban

A
 +

 G
S

U
 +

 U
F

ull D
om

ain

(d
)
S
cen

a
rio

II.

12:00
15:00
18:00
21:00
00:00
03:00
06:00
09:00
12:00
15:00
18:00
21:00
00:00
03:00
06:00
09:00
12:00

T
im

e
[h

h
:m

m
]

0 1 2 3 4 5 6 7 8 9

Mean Avg. water depth
[cm]

A
rable

G
rassland

S
ub U

rban
U

rban

A
 +

 G
S

U
 +

 U
F

ull D
om

ain

(e)
S
cen

a
rio

III.

12:00
15:00
18:00
21:00
00:00
03:00
06:00
09:00
12:00
15:00
18:00
21:00
00:00
03:00
06:00
09:00
12:00

T
im

e
[h

h
:m

m
]

0 1 2 3 4 5 6 7 8 9

Mean Avg. water depth
[cm]

A
rable

G
rassland

S
ub U

rban
U

rban

A
 +

 G
S

U
 +

 U
F

ull D
om

ain

(f)
S
cen

ario
IV

.

12:00
15:00
18:00
21:00
00:00
03:00
06:00
09:00
12:00
15:00
18:00
21:00
00:00
03:00
06:00
09:00
12:00

T
im

e
[h

h
:m

m
]

0 1 2 3 4 5 6 7 8 9

Mean Avg. water depth
[cm]

A
rable

G
rassland

S
ub U

rban
U

rban

A
 +

 G
S

U
 +

 U
F

ull D
om

ain

(g
)
S
cen

ario
V
.

12:00
15:00
18:00
21:00
00:00
03:00
06:00
09:00
12:00
15:00
18:00
21:00
00:00
03:00
06:00
09:00
12:00

T
im

e
[h

h
:m

m
]

0 1 2 3 4 5 6 7 8 9

Mean Avg. water depth
[cm]

A
rable

G
rassland

S
ub U

rban
U

rban

A
 +

 G
S

U
 +

 U
F

ull D
om

ain

(h
)
S
cen

a
rio

V
I.

12:00
15:00
18:00
21:00
00:00
03:00
06:00
09:00
12:00
15:00
18:00
21:00
00:00
03:00
06:00
09:00
12:00

T
im

e
[h

h
:m

m
]

0 1 2 3 4 5 6 7 8 9

Mean Avg. water depth
[cm]

A
rable

G
rassland

S
ub U

rban
U

rban

A
 +

 G
S

U
 +

 U
F

ull D
om

ain

(i)
S
cen

ario
V
II.

F
ig
u
re

7.9.:
M
ea
n
w
ater

d
ep

th
va
lu
es

averaged
across

each
lan

d
-u
se

for
each

m
o
d
ellin

g
scen

ario
w
ith

in
th
e
W
estern

C
overack

su
b
-region

.

290 CHAPTER 7. SIMULATION MODELLING: COVERACK, CORNWALL



7.7. DISCUSSION

7.7. Discussion

The model data input used for the scenario analysis in Sections 7.5 and 7.6 came from

a report written by JBA Consulting that was commissioned by the Environment Agency

(Environment Agency and Cornwall Council, 2018). The average mean water depths

reviewed in Section 7.6 are modest in nature. The data obtained from the JBA Consulting

report was from a 2m resolution model and their simulations focused on Coverack itself

(Environment Agency and Cornwall Council, 2018, Figure 7-2, page 58). The combination

of having applied the incorrectly resolved input data to a coarser resolution and a wider

area meant the average mean water depths per land-use reported were much smaller than

what hydrological modellers would expect. To rectify this, one may either apply the model

at 2m resolution and focus solely on the Coverack region outlined in Figure 7.4 (page 279),

or identify more appropriate input data to use for the 20m resolution model.

The incorrect implementation of input data for the modelling scenario means that one

cannot assume these outputs to be realistic. However, for three of the five regions anal-

ysed in Section 7.6 (Coverack (7.6.1), Northern Coverack (7.6.2), and Southern Coverack

(7.6.4)), Scenario III (and the other scenarios in which it was included) proved the most

effective at minimising the average mean water depth for the urban land-use category.

This behaviour is representative of what one would expect a land-use management policy

planner in the prospective management of a local watershed is looking for. The remaining

discussion within this section will assume that the model has been implemented correctly

and expand on how a platform outlined in Section 7.4 can be utilised for the management

of natural capital .

Typically flooding risk assessments use an economic metric known as the Expected An-

nual Damage (EAD). This metric defines a damage-probability curve from the associ-

ation between the damage estimated with the probability of flooding (Foudi et al., 2015;

Sayers et al., 2022). This metric determines EAD through a combination of direct, indirect

and intangible damage. Direct damage is calculated via the Weighted Annual Average

Damage method (Penning-Rowsell et al., 2013; Sayers et al., 2015). This method is

used to estimate the direct economic damage from a flood event. Indirect damage consid-

erations are determined from the accumulation of disruption to economic networks and

activities within the region due to the flood. Commonly they are assumed to be functions

of direct damages. It is estimated that indirect damages add an additional 70% to EAD

though this is debated within the literature (Sayers et al., 2015, 2022). Finally, intangible

damages relate to the broader losses humans endure due to flooding. This includes the

loss of treasured possessions, ill-health, loss of pets, trauma etc. Public Health England

(2019) highlighted the significance and importance of these damages and add an extra

20% to the EAD metric.

Through the analysis conducted in Section 7.6, the policy planner has a good initial

idea of how their suggested interventions would affect the wider watershed. With the

policy proposal of over 50,000 new homes required in Cornwall to meet housing demand

(Cornwall Council, 2016), Coverack and the wider region may be identified as a prime
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region to contribute to this total in order to fulfil their policy objective. The policy planner

could instruct the hydrological model of this proposal and conduct a similar analysis as

Section 7.6. One could implement the economic metric, EAD, on the front-end dashboard

and compare differing policy proposals to assess the optimal location for new housing

developments. There is also scope to construct interesting optimisation problems that

could seek to minimise the EAD and highlight the optimal locations for new housing

developments that will also meet the Council’s environmental targets. On the other hand,

if the location of new housing developments is restricted to a given area, the hydrological

model can contribute in further land-use management modelling that present an optimal

land-use composition which minimises the EAD metric which in turn minimises flood risk.

Flooding has an environmental impact as well as economic. Flooding events exacerbate

erosion and introduce more soil, organic matter and pollutants to the watershed. The

number of plant biomass, fish and other species have reduced significantly with a greater

number of extreme flood events (British Ecological Society, 2013). Population modelling

could be modelled from the output of the flooding simulations to estimate the effect of

suggested policy proposals, providing a more holistic understanding of the region.

From the perspective of Cornwall Council, the access to a hydrological model via a digital

platform would give policy planners safe and secure access to cutting edge modelling tech-

niques without the need for in-depth training on its application (assuming it is correctly

implemented). A digital platform would consist of a front-end dashboard and a back-end

where many potential natural capital management models could reside. This can empower

the Council to investigate prospective policies through such a tool. A management frame-

work could be adopted to ensure the tool is utilised effectively. For example, service level

agreements are used in the facilities management industry to set contractual expectations

between a service provider and the customer. A quasi-service level agreement framework

could be used as a measure of performance for private and/or public entities on their in-

tervention on the hydrological system (e.g. a farmer sewing a new crop which has greater

water retention properties or a company constructing a new wetland) to improve the area.

This could be facilitated through a front-end dashboard like “myFM”. Equally, this front-

end dashboard could be used as a public interaction tool. This same tool could be put into

the hands of the public to give them an insight of how policy decisions are made. They

could also be used to justify that a car park (for example) is one of the leading causes of

ecosystem degradation within the local community by pointing out the various assessment

metrics one could use (such as EAD).

292 CHAPTER 7. SIMULATION MODELLING: COVERACK, CORNWALL



7.8. SUMMARY

7.8. Summary

The model implemented for the case study presented in this chapter was developed using

the knowledge attained from the literature review (Chapter 2). This informed the ap-

proach that was taken in this work. The model constructed in Chapter 4 applied the key

mathematical concepts outlined in Chapter 3. Chapters 5 and 6 developed some initial

analyses that justified the use of the 20m resolution model in this chapter.

This chapter has presented a plausible scenario in how this tool may be applied to advance

the practices of holistically managing natural capital. This work can act as a template to

build additional computational tools from different environmental domains. These tools

can then be integrated into the “back-end” of a larger collection of devices that can aid

policy planners.

Section 7.2 outlined the flooding event which took place in Coverack, Cornwall and how

the fictitious storm discussed in Chapter 6 was implemented to emulate this. Section 7.3

defined five sub-regions within the computational domain to allow for a more purposeful

analysis. Section 7.4 highlights how the tool discussed in this work is envisaged to be

utilised to aid policy decision making. This sections justifies the seven modelling scenarios

defined in Section 7.5.

Section 7.6 discussed the average mean water depth outputs per land-use type for each

of the sub-regions. The most effective mitigation scenario in this section was Scenario III

the ‘Open “Sluice” parameter’ described in Section 7.5.4. It greatly reduced the average

mean water depth for the Urban and reduced slightly the values at sub-urban land-use

types in the Coverack region (Section 7.6.1). This parameter change also saw a significant

drop in output on Urban pixels in the northern (Section 7.6.2) and southern (Section

7.6.4) Coverack regions. Given that no discernable difference in output was noted in the

north-eastern (Section 7.6.3) and western (Section 7.6.5) Coverack regions, this parameter

change had the most impact on more local analysis regions. This chapter was used to

highlight how such a hydrological model could be utilised to aid policy decision makers to

manage natural capital whilst attending to the current and future needs of its population.

A discussion on how the hydrological model can be applied to support decision making

related to flood risk management is given in Section 7.7 and concludes this chapter. It

includes an overview of how metrics associated with “Expected Annual Damage” can be

used to aid better decision making.

Through the case study of the Coverack flooding event, this chapter reviewed how flooding

risk can be assessed via “Expected Annual Damage” (RQ7) and reviewed how mitigation

measure suggestions could affect flood management through the seven proposed scenarios

in Section 7.5 (RQ8).

Chapter 8 will summarise the work within this thesis, in context of the motivation and

provide some direction on where this work can be built on.
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8. Conclusion

8.1. Introduction

This thesis proposed a pilot computational tool which could enable and assist the planning

and assessment of policy decisions by public and private stakeholders. Its key benefit was

to aid officials in the strive toward the equitable and sustainable use of land to reach our

material, cultural and fundamental needs. Utilising the knowledge and understanding of

Ecosystem Services (Section 1.1.4), one could implement the policy proposals outlined

in Cornwall Council’s Environmental Growth Strategy (Section 1.1.5) by managing

its natural asset portfolio in a holistic manner. This work was divided in four constituent

parts. Part I laid out the motivational foundation on which this work is built. It re-

viewed the mathematical literature of hydrological modelling and the mathematics which

underpinned the model constructed here. Part II focused on the hydrological model con-

struction and an analysis of its performance over two variant resolutions. In Part III,

specific modelling scenarios were assessed in preparation for the implementation of the

Coverack flooding case study. Finally, Part IV, this chapter, summarises the work pre-

sented within this thesis. It outlines the research contribution and presents further avenues

of research to build upon this work.

8.2. Thesis Summary

An initial hydrological literature review was carried out and presented in Chapter 2.

Hydrological models consist of six key component parts (Section 2.2). An in-depth review

of the key modelling methodologies and tools for each of these component parts are given

in Sections 2.2.1 - 2.2.6. Section 2.3 gave a brief overview of the computational mesh

options that have been used in various hydrological models. Sections 2.4 and 2.5 discussed

the advantages and drawbacks of the most common hydrological model types, semi- and

fully-distributed models respectively. Section 2.6 identified the research gap this work was

attempting to fill. Finally, Section 2.7 utilised the knowledge attained from the literature

review and the context in which it is being built to justify the modelling approach taken

within this work.

Chapter 3 provided a summary of the mathematics which underpinned the hydrologi-

cal model constructed in Chapter 4. The necessary mathematical definitions needed to

build upon the theory within the chapter was given in Section 3.2. Key to understand-

ing the model construction was the linear and multivariate Riemann Problem outlined
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in Sections 3.2.2 and 3.2.3 respectively. Section 3.3 highlighted the value of conservation

laws in hydrological modelling. In particular, the solution characteristic behaviours of

the non-linear advection equation, wave-steepening, shockwaves and rarefraction waves.

Godunov’s numerical method is reviewed in Section 3.4 expanding on the theory of up-

wind methods. Key to understanding the implementation used for the surface routing

component of the model constructed in Chapter 4 is the Godunov Finite Volume Method

described in Section 3.4.6.1. Chapter 3 continued with Section 3.5, which introduced the

theory behind “Total Variation Diminishing Methodology” and how it is applied to flux

limiters. This chapter concluded with a review of the specific mathematical literature of

infiltration modelling in Section 3.6.

The computational domain mesh on which the hydrological model was constructed com-

menced Chapter 4 in Section 4.2. The model construction began in Section 4.3 by consider-

ing the modelling of the governing equations themselves in Section 4.3.1. For the overland

flow routing component of the model, the HLLC approximate Riemann solvers and its

implementation were outlined in Section 4.3.2. The unsaturated zone component of the

hydrological model focused on the infiltration methodology (Section 4.3.5). Specifically

the Green-Ampt approximation model in Section 4.3.5.1 and the implementation of the

SCS method in Section 4.3.5.2. The chapter continued with a description of the boundary

conditions applied (Section 4.3.6) and the application of empirical parameters to repre-

sent the interception component of the hydrological model (Section 4.3.7). This chapter

concluded with an overview of how calibration of the model should be conducted (Sec-

tion 4.3.8) alongside the model limitations and future work needed to improve it (Section

4.3.9).

Two model variants of the model constructed in Chapter 4 were compared with one an-

other, a 20m and 50m model, in Chapter 5. An analysis framework was described in

Section 5.2 with two sub-regions within the computational domain identified to perform

the analysis on. Section 5.3 outlined the common model inputs and parameters which

were applied for the analysis. Section 5.4 compared the model performance between the

two resolutions for the north-eastern sub-region. Similarly, Section 5.5 outlined the model

performance comparison within the northern sub-region of the computational domain.

Chapter 6 developed a fictitious storm as a hydrological input, instead of a uniform input

which was implemented in Chapter 5. The methodology in constructing the storm was

presented in Section 6.2. Two storm scenarios were analysed for both the 20m and 50m

hydrological model variants. For each scenario a “static” storm model input was compared

with a “moving” storm. Section 6.3 considered the scenario where the storm moved cen-

trally across the computational domain. Finally, Section 6.4 analysed the model outputs

for the storm at the south-east of the domain.

Chapter 7 implemented the model constructed in Chapter 4 to demonstrate how such

a hydrological model may be utilised to aid policy decision planners to manage natural

capital along with other competing priorities. Section 7.2 discussed the flooding event

of Coverack, Cornwall. The fictitious storm constructed in Section 6.4.2 was used as a

blueprint to represent the storm event which took place in Coverack on that day. Five
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sub-regions were defined in the computational domain for a more purposeful analysis in

Section 7.3. Seven modelling scenarios were outlined in Section 7.5 with the parameter

changes being implemented. The selection of these scenarios are highlighted in Section

7.4. Finally, the mean average water depth outputs per land-use type for each of the

sub-regions defined in Section 7.3 were analysed.

8.3. Research Contribution

The broadest aim of this thesis was to explore and highlight the opportunity in widening

computational tool access so that they may be utilised in the management of natural

capital. This access will remove the need for expert practitioners to implement complex

modelling techniques. A holistic computational tool to manage natural capital will aid in

the monitoring of the sustainability, economic and social impacts proposed policies could

have on a given region. A “front-end dashboard” templated on “MyFM” described in

Section 1.1.6 is one possible way to widen the access to these models. Through “plug-and-

play” features on the front facing UI, policy planners could test their proposed policies

and gain an understanding of their potential impact before they are implemented. On the

“back-end” of the computational tool the most up-to-date environmental models would

reside, ready to implement the calculations needed to test a planner’s proposals.

To realise this broader aim, this work identified Cornwall Council’s “Environmental Growth

Strategy” policy (Section 1.1.5). In essence this policy is focused on transitioning Corn-

wall’s economy to be less reliant on carbon based economic activity while promoting its

natural capital assets. This policy document highlighted the need for an “environmen-

tal management system” to help monitor and support environmental growth within the

county (Target outcome 4, Section 1.1.5.1).

A vast array of environmental models may have been applied to begin the construction

of this environmental management system. However, this work noted the need for over

50,000 new homes in Cornwall by 2030. This would severely inhibit the hydrological

properties of Cornish watersheds to adequately deal with potential flooding events. Due

to the well-established field of hydrological modelling, it was decided that this tool was

the natural choice in beginning the construction towards a computational tool for

the management of natural capital . The research objectives listed in Section 1.3.1

guided the structure of this thesis and the research questions identified were answered in

their respective chapters.

In striving to meet these aims and objectives, this work introduced the application and

implementation of hydrological models in wider natural capital system management con-

text. It highlighted the value of broadening access to current cutting-edge mathematical

models to aid current policy implementation efforts. Secondly, a novel approach to im-

plementing the Green-Ampt model was introduced. This effort saw a replacement of the

Newton-Raphson methodology used for scenarios where ponding occurs. This replace-

ment came in the form of a linear approximation where infiltration occurred at a constant
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rate provided there was enough infiltration capacity in the soil (Section 4.3.5.1). The

example used to justify this approach showed excellent agreement between the full model

which included the Newton-Raphson component and its approximation. To the best of

my knowledge, this method has not been implemented in the literature before.

8.4. Future Research Recommendations

There are three broad areas of research that may be pursued as a result of this work. The

first area consists of work not completed within this thesis that should have been done.

A comparison of the hydrological model constructed in this work should be compared

with the hydrological models in the literature. A lack of real data during this work

meant that the hydrological model was not calibrated. Calibration of this model with real

data alongside a comparison with existing methods in the literature would provide extra

confidence of the suitability of the model in it application to natural capital management.

The Green-Ampt model approximation in Section 4.3.5.1, utilised an example from the

literature to compare its performance against the full model. This model could be applied

for different examples than the one used in this work to ensure that this method works

in differing contexts. It would also benefit the research gap if the mathematical model

constructed in this thesis was redesigned. The hydrological model constructed in this thesis

produced an output with the unit of measurement in centimetres and not millimetres as is

most common in hydrological literature. A unit of measurement in millimetres is also more

physically intuitive. I faced many periods of interruptions which resulted in a disjointed

research period. A consequence of this was the fact that the output was an order of

magnitude out. In order to get the model to run successfully, the threshold described in

Equation (4.28) had to be increased to ϵh = 10−2.

The second area of work consists of research that can improve on the work completed in

this thesis. The model constructed utilised an empirical representation of the intercep-

tion component. One could implement a fully working interception model and add the

evapotranspiration component to provide a more complete hydrological model. Also, it

has been suggested by Khakbaz et al. (2012) that semi-distributed models can perform

at least as well, if not better than, fully-distributed hydrological models if built correctly.

Section 2.5 on page 85 noted that coarse grid models may only be considered a generali-

sation. For scales which are larger than a few metres resolution, runoff depth and velocity

have very little physical meaning. The small variations of those two parameters may not

be that important due to the spatial variability inherent when considering a large river

basin. Within this work a fully-distributed model was constructed. However, if a similar

semi-distributed model was to be built, this would reduce the amount of computational

effort and time needed to provide results for policy decision makers and limit the need

for parameters with little physical meaning when considering coarser resolutions. Equally,

if one is adamant on using a fully-distributed model, then running this model in a high

performance computing environment should be seriously considered.

The final area of work focuses on how the tool constructed in this thesis can be imple-

298 CHAPTER 8. CONCLUSION



8.4. FUTURE RESEARCH RECOMMENDATIONS

mented to ensure it has a wider impact on policy making. Section 1.1.6 motivated this

work by highlighting the parallels between the facilities management industry and natural

capital accounting. There was an intent to translate the analytical framework and termi-

nology from facilities management to natural capital management. Unfortunately midway

through, I had lost contact with the main collaborators of this work. As such, this avenue

was not pursued and there is an opportunity to develop this framework in future. There

is also space to work with the “back-end” computational tool to define natural capital

metrics which can be presented on the “front-end” dashboard. Having a pre-defined and

well-understood decision framework will allow for comparison of policy proposals to pro-

vide additional insight. Additionally, this computational modelling tool concept may also

be expanded to other ecological and natural phenomena. Other mathematical models may

be constructed on the backend with their results presented on a dashboard for policy deci-

sion makers. This would allow such stakeholders an insight into the complexities of their

local environment. The dynamic interaction and complexity of ecosystems can make it

difficult to accurately predict the future of plant, animal and micro-organism communities

due to their interdependence on one another. Such other models may include applying

robust set-point regulation problems to ecological models with multiple management goals

(Guiver et al., 2016), applying empirical models for effective conservation and population

management (Stott et al., 2011) or implementing an adaptive switching feedback control

scheme to ensure the persistence of managed resources (Franco et al., 2022). Finally, many

interesting optimisation problems do arise from ecosystem management. In the context

of this work, one can envisage a policy planner using the “front-end” of the dashboard to

restrict a parameter space (e.g. by insisting a housing development is located in a specific

region of a computational domain). Then an optimisation algorithm, using this restricted

parameter space, look to minimise metrics that is important to the policy planner (e.g. the

“Expected Annual Damage” for instance). Many variants of this optimisation and plan-

ning problem could be defined to inform a policy planner’s longer term strategic goals.
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Appendix

A. Modelling foundations

A.1. Fundamental properties of Hyperbolic Partial Differential

Equations

The fundamental properties associated with hyperbolic partial differential equations is

presented. Studying these properties will help to understand the underlying theory applied

in the modelling process discussed in Chapter 4.

A.1.1. Quasi-Linear Equations

A system of first-order partial differential equations may be written in the form

∂ui
∂t

+
m∑

j=1

aij (x, t, u1, · · · , um)
∂uj
∂x

+ bi (x, t, u1, · · · , um) = 0 (.1)

where i ∈ {1, · · · ,m}. Equation (.1) is a system of m equations with m unknown depen-

dent variables ui. These unknowns are expressed with the independent variables of space

and time, x, t as ui = ui(x, t); the partial derivatives of the unknown variable with respect

to time and space are ∂ui/∂t and ∂ui/∂x respectively. For brevity, these notations will be

interchangeably used with their subscript counterparts ut and ux. One may also re-write

(.1) in matrix form as

Ut +AUx +B = 0 (.2)

where

U =




u1

u2
...

um



, B =




b1

b2
...

bm



, A =




a11 · · · a1m

a21 · · · a2m
...

...
...

am1 · · · amm



. (.3)
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Provided that each entry of matrix A, aij , is constant, as well as every entry of vector

B, bi, then the system may be described as linear with constant coefficients. If the

entries of A and B are dependent on the independent variables x, t i.e. aij = aij (x, t)

and bi = (x, t) then the system is considered to be linear with variable coefficients.

If B is a function of vector U so that B = B (U) the system is still considered to be linear.

If B = 0 then we denote the system homogeneous. If A = A (U) then the system is

quasi-linear. Quasi-linear systems are typically thought of as a subset of general systems

of non-linear equations.

A.1.2. Fundamentals of Hyperbolic Systems

A partial differential equation in the form of Equations (.2) and (.3) is defined as hyper-

bolic at the point (x, t) providedA hasm real eigenvalues λ(1), · · · , λ(m) which correspond

to a set of m linearly independent right eigenvectors e(1), · · · , e(m). If all eigenvalues λ(i)

are distinct, then the system is strictly hyperbolic. Strict hyperbolicity ensures hyper-

bolicity as real, distinct eigenvalues are accompanied with a set of linearly independent

eigenvectors. If none of the eigenvalues of A are real at a point (x, t) then the system is

elliptic (Chow et al., 1988; Evans, 2010).

A.1.2.1. Characteristic and the General Solution structure One may define a

characteristic curve or characteristic as a set of curves x = x(t) located in the

t − x plane such that the initial PDE transforms into an ODE. As such the variable u is

considered solely dependent on the temporal variable as u = u(x(t), t).

du

dt
=
∂u

∂t
+

dx

dt

∂u

∂x
. (.4)

Assuming the characteristic curve x = x(t) satisfies the ODE

dx

dt
= a, (.5)

combining the PDE from (3.1) with (.4) and (.5) yields

du

dt
=
∂u

∂t
+ a

∂u

∂x
= 0. (.6)

Observing from (.6), u is constant as it traces the curve x = x(t), or that the rate of change

along the characteristic curve is zero. The wave propagation speed a is typically referred

to as the characteristic speed and is defined as the gradient of the curve x = x(t) as

stated in (.5). Figure A.1 shows a set of characteristic curves x = x(t) defined by the ODE

in (.5) where a > 0. Setting an initial condition
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t

x
0

x0

x = x0 + at

Figure A.1.: An illustration of the characteristics present for the linear advection equation
with characteristic speed a > 0. The initial position x0 is a fixed initial
condition at t = 0.

x(0) = x0, (.7)

a single characteristic curve is identified passing through the point (x0, 0) using (.5) as

x = x0 + at. (.8)

Hyperbolic PDEs with constant coefficients all have curves which are parallel to one an-

other. Using the result from (.6) that u is constant along characteristic curves a solution

to the PDE (3.1) may be defined as

u(x, t) = u0(x0) = u0(x− at). (.9)

The solution in (.9) comes from defining an initial value u(x, 0) = u0(x) at time t = 0.

Thus the whole characteristic curve is defined as x(t) = x0 + at which passes through x0

on the x-axis.

Hence, in context of the PDE in (3.1): given an initial value profile u0(x), this PDE will

translate with velocity a to the right (left) provided a > 0 (a < 0). This PDE system

contains the fundamental hallmarks associated with wave propagation behaviour which

will be utilised in the work below.

A.1.3. Linear Hyperbolic Systems

A.1.3.1. Diagonalisation and Characteristic Variables In order to analyse and

resolve a general initial value problem it is beneficial to transform the dependent vari-

ables U(x, t) to a new set of dependent variables W(x, t). A new definition known as a
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diagonalisable system is required.

A.1.3.2. A Diagonalisable System

The matrix A is diagonalisable if it can be expressed as

A = EΛE−1 or Λ = E−1AE, (.10)

in terms of a diagonal matrixΛ and matrixE. The diagonal entries ofΛ are the eigenvalues

λ(i) of A. The columns E(i) of E are the right eigenvectors of A which correspond to their

respective eigenvalues.

Λ =




λ(1) · · · 0

0 · · · 0
...

...
...

0 · · · λ(m)



, E =

[
E(1), · · · , E(m)

]
, AE(i) = λ(i)E(i). (.11)

Hence a system such as (3.4) is considered diagonalisable if its coefficient matrix A is diag-

onalisable. From this concept, typically hyperbolic systems are set up with real eigenvalues

and a diagonalisable matrix.

A.1.3.3. Characteristic Variables

Using the inverse matrix E−1, a new set of dependent variables W = (w1, w2, · · · , wm)T

is defined using the transformation

W = E−1U or U = EW. (.12)

When this transformation is applied, the linear system (3.4) becomes entirely decoupled.

These newly defined terms W are referred to as the characteristic variables.

To rewrite the governing equations in terms of the characteristic variables provided con-

sider writing Ut and Ux in terms of W. Since A is constant its eigenvectors are also

constant and so

Ut = EWt, Ux = EWx. (.13)

By direct substitution the system may be expressed in terms of the characteristic variables

as

Appendix 303



A. MODELLING FOUNDATIONS

EWt +AEWx = 0. (.14)

Ascertaining the characteristic or canonical form of (3.4) by multiplying from the

left E−1 yields

Wt +ΛWx = 0. (.15)

Written fully the canonical form (.15) looks like




w1

w2

...

wm



t

+




λ(1) · · · 0

0 · · · 0
...

...
...

0 · · · λ(m)







w1

w2

...

wm



x

= 0. (.16)

Thus the i-th PDE of the system is

∂wi
∂t

+ λ(i)
∂wi
∂x

= 0, where i ∈ {1, · · · ,m}. (.17)

Equation (.17) contains a single unknown wi(x, t) and hence is decoupled and identical to

the linear advection equation discussed in (3.1) and Section A.1.2.1. As such there exists

m characteristic curves which satisfy m ODEs each with characteristic speed λ(m) i.e.

dx

dt
= λ(m), for i ∈ {1, · · · ,m}. (.18)

To illustrate the theory that is presented in Section 3.2.3.1 consider a general 2× 2 linear

hyperbolic system. Figure 3.4 shows two waves emerging from the origin (0, 0) in the (x, t)

plane with speeds equal to λ(1) and λ(2).

Table A.1.: A comparison between the structures of the linear hyperbolic systems in Sec-
tions 3.2.1 and A.1.3.1.

Equation PDE ODE

Linear Advection (.6): ut + aux = 0 (.5): xt = a

Characteristic Variable (.17): (wi)t + λ(i)(wi)x = 0 (.18): xt = λ(i)

Table A.1 compares the structures of the linear hyperbolic systems discussed in Sections

3.2.1 and A.1.3.1.

To the left of dx/dt = λ(1) is the initial state Ul = a1E
(1) + a2E

(2). Similarly, the initial

state Ur = b1E
(1) + b2E

(2) is the solution to the right of the ODE dx/dt = λ(2). The
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section to the right of the left wave and left of the right wave is most commonly referred to

as the star region with the solution denoted U∗. Its value is determined by considering

the pathway of the two waves which emanate from the origin of the initial discontinuity.

Starting from a point P∗(x, t) within the star region we trace along the characteristic

curves with speeds λ(1) and λ(2). These characteristics are represented by the dashed lines

in Figure 3.4 and are parallel to the characteristics which pass through the origin. The

characteristic curves which pass through P∗ also pass through the initial points x
(1)
0 =

x− λ(1)t and x
(2)
0 = x− λ(2)t.

The solution may be expressed in the form of (3.11) and now one must select the correct

corresponding coefficients which satisfy these characteristic curves. A time t∗ and point xl

to the left of the slowest wave is chosen so that U(xl, t
∗) = Ul. Highlighted in Figure 3.5

is the starting point (xl, t
∗). Since this is to the left of the λ(1)-wave every coefficient is

ai. As we trace the horizontal line t = t∗ we eventually pass the wave dx/dt = λ(1), where

x − λ(1)t changes sign (as expressed in (3.10). As such the constant coefficient changes

from a1 to b1. Hence, the solution within the entire star region between the two waves is

U∗(x, t) = b1E
(1) + a2E

(2). (.19)

Continuing to move rightward one eventually crosses the λ(2) wave where x−λ(2)t changes
from negative to positive. Again, utilising the result in (3.10) the right initial state i.e.

the solution to the right of the fastest wave speed is obtained,

Ur(x, t) = b1E
(1) + b2E

(2). (.20)

A.1.4. The Riemann Problem in Linearised Gas Dynamics

To solidify an understanding of the methodology presented in Sections A.1.3 - 3.2.3 con-

sider the 2×2 system present in the linearised Equations of Gas Dynamics. These equations

are expressed as

∂ρ

∂t
+ ρ0

∂u

∂x
= 0

∂u

∂t
+
α2

ρ0

∂ρ

∂x
= 0

. (.21)

In this system the unknowns are u1 = ρ(x, t) and speed u2 = u(x, t); α is the speed of

sound, a positive constant. ρ0 is a constant reference density.

Rewriting this system in matrix form as
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Ut +AUx = 0, (.22)

where

U =

[
u1

u2

]
=

[
ρ

u

]
, A =

[
0 ρ0

α2/ρ0 0

]
, (.23)

with initial data

U(x, 0) =





Ul =
[
ρl ul

]T
, if x < 0

Ur =
[
ρr ur

]T
, if x > 0.

(.24)

Matrix A has two distinct and real eigenvalues

λ(1) = −α, λ(2) = +α, (.25)

with corresponding right eigenvectors

E(1) =

[
ρ0

−α

]
, E(2) =

[
ρ0

α

]
. (.26)

Deconstructing the left Riemann state Ul from (.24) into terms of constant coefficients a1

and a2 and the eigenvectors in (.26) gives

Ul =

[
ρl

ul

]
= a1

[
ρ0

−α

]
+ a2

[
ρ0

α

]
. (.27)

Solving for the unknown constant coefficients

a1 =
αρl − ρ0ul

2αρ0
, a2 =

αρl + ρ0ul
2αρ0

. (.28)

Through analogous analysis the right Riemann state is expanded Ur =
[
ρr ur

]T
to obtain

the coefficients

b1 =
αρr − ρ0ur

2αρ0
, b2 =

αρr + ρ0ur
2αρ0

. (.29)

306 Appendix



A. MODELLING FOUNDATIONS

x0−1 1

1

0.5

ρ (x, 1)

u (x, 1)

Figure A.2.: A diagrammatic version of the solution to the linearised gas dynamics Rie-
mann problem. Here the density ρ(x, t) and velocity u(x, t) profiles at t = 1
are shown. Initial parameter values are p0 = 1, α = 1 with (ρl, ul) = (1, 0)
and (ρr, ur) = (0.5, 0).

Applying the analysis from Section 3.2.3.2 and using the solution structure (.19) the

solution for the star region is

U∗ =

[
ρ∗

u∗

]
= b1

[
ρ0

−α

]
+ a2

[
ρ0

α

]
, (.30)

which yields after some algebraic manipulation

ρ∗ =
1

2
(ρl + ρr)−

ρ0
2α

(ur − ul)

u∗ =
1

2
(ul + ur)−

α

2ρ0
(ρr − ρl) .

(.31)

Hence in this example, for the entire domain where t > 0 the piecewise constant solution

is

U(x, t) =

[
ρ(x, t)

u(x, t)

]
=





Ul, if 0 < t ≤ −x/α
U∗, if 0 ≤ |x|/α
Ur, if 0 < t < x/α.

(.32)

Figure A.2 shows a solution for ρ(x, t) and u(x, t) at time t = 1.

A.2. Numerical Modelling and the Upwind Scheme

A.2.1. Numerical Modelling and Discretisation

Challenges and opportunities in the real world often turn to mathematics to gain a better

appreciation of a problem and potential solutions. Oftentimes these problems require

an abstract mathematical representation, known as a model which, with clearly stated
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assumptions, limitations and simplifications, can approximate the behaviours of real world

phenomena. For example, the advection equation introduced in Section 3.2.1, equation

(3.1) is an example of an abstract mathematical model describing the transportation of a

given substance by bulk motion of a fluid.

It is often the case that these mathematical models cannot be solved in all generality.

Numerical modelling is the process by which computational power is utilised to locate

some of these solutions. Numerical methods are mathematical tools which are applied

to find approximate solutions to models which cannot be solved analytically.

Discretisation is the process of translating continuous functions, models, variables and

equations into distinct segments. Numerical methods utilise a set of finite discrete values in

place of the continuous problem set by the mathematical model, for example the advection

PDE equation on page 99.

The mathematical domain of the model one is interested in is discretised into a finite set of

points or volumes known as a mesh or grid . Many discretisation approaches exist in the

literature. Here the finite difference approach to introduce numerical method concepts

will be discussed. Building on these concepts we then look at finite volume approaches.

A.2.2. Derivative Approximations

A central component to finite difference methods are difference quotients, more commonly

referred to as approximations to derivatives. Consider an illustrative example displayed

in Figure A.3. Assuming a function f(x) is sufficiently smooth, define a derivative ap-

proximation about a defined point x0 and its neighbouring points x0 ± ∆x which are all

equally spaced. Three basic mathematical expression of finite difference exist:

1. Forward difference takes the expression of the form

f (1)(x0) =
f(x0 + ∆x)− f(x0)

∆x
+O(∆x). (.33)

2. Backward difference uses the points x0 and x0 −∆x to yield

f (1)(x0) =
f(x0)− f(x0 − ∆x)

∆x
+ O(∆x). (.34)

3. Central difference utilises both points which neighbour x0 as follows

f (1)(x0) =
f(x0 + ∆x) − f(x0 − ∆x)

2∆x
+ O(∆x2). (.35)

The forward (.33) and backward (.34) difference equations are a first-order approximation

to the derivative of f(x). These are one-sided approximations to the derivative, since

the derivative is approximated by values to the right and left hand side of x0 respectively.
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Backward
Central

Forward

True

x0 − ∆x

f(x0 − ∆x)

x0

f(x0)

x0 + ∆x

f(x0 + ∆x)

f(x)

x

∆x ∆x

Figure A.3.: An illustration of all three finite difference approximations to the first deriva-
tive of function f(x) about the point x0; backward (orange), central (purple)
and forward (blue). The true derivative is the line tangent to the curve at
f(x0) in black.

The central difference equation (.35) is second-order accurate, using the points x0 ±∆x

simultaneously to estimate a derivative.

A.2.3. A finite difference approximation to the advection equation

Consider again the linear advection equation (3.1) but now in the context of an initial

boundary value problem





PDE: ut + aux = 0,

IC: u(x, 0) = u0(x),

BCs: u(0, t) = ul(t), u(N, t) = ur(t).

(.36)

To solve (.36) one begins by evolving a solution u(x, t) from the initial condition u0(x) at

t = 0 subject to boundary conditions. One potential finite difference mesh where we may

discretise the domain is shown in Figure A.4. Each grid has the dimension of (∆x, ∆t)

regularly spaced in the spatial (x-direction) and time, t, dimensions. If the spatial direction

is discretised by n equally spaced points the spatial width of the grid would be

∆x =
N

n− 1
. (.37)

Each mesh point is located at u
(
xi, t

(k)
)

≡ (i∆x, k∆t) where i ∈ {1, · · · , N} and

k ∈ {1, · · · , T}. Subscript i and superscript k denote the discrete spatial dimension

and time-level respectively. The symbol u
(k)
i is defined as an approximation to the exact
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∆t

∆x

x

t

t(0)

...

t(k−1)

t(k)

t(k+1)

t(k+2)

...

t(T )

x0
· · · xi−2 xi−1 xi xi+1 xi+2 · · · xN

Figure A.4.: Discretisation of a finite difference approximation in the x − t domain, with
a regular mesh of intervals ∆x × ∆t.

mesh value u(xi t
(k)) where

u
(k)
i ≡ u(i∆x, k∆t) ≡ u

(
xi, t

(k)
)
. (.38)

To solve (.36) the solution at the next time level k + 1 is required. Boundary values u
(k)
0

and u
(k)
N are defined before hand and applied at the appropriate time-level. For simplicity,

we assume that these boundary conditions are constant at all time levels.

Applying the first-order forward finite difference approximation to ut in (.36)

ut ≈ u
(k+1)
i − u

(k)
i

∆t
(.39)

One can either substitute a first-order backward or forward finite difference approximation

depending on the propagation speed a

ux =





u
(k)
i − u

(k)
i−1

∆x
, if a > 0

u
(k)
i+1 − u

(k)
i

∆x
, if a < 0.

(.40)

Substituting the forward finite difference approximations for ut and backward approxima-

tion for ux into the PDE in (.36) gives
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u
(k+1)
i − u

(k)
i

∆t
+ a

u
(k)
i − u

(k)
i−1

∆x
= 0. (.41)

Equation (.41) is often referred to as an upwind scheme or first-order upwind method .

The discretisation of the spatial derivative is dependant on the sign of the wave speed a.

This is the key distinguishing feature of the upwind scheme (Courant et al., 1928). Up-

wind refers to the process by which the spatial differencing within the finite difference

approximation is calculated on the mesh from which the information (a.k.a wind) flows.

Hyperbolic problems, such as the advection equation, has information which exists as

waves along the characteristic of the partial differential equation. Using the knowledge

of the solution structure a numerical flux function may be constructed. Upwind meth-

ods look to obtain this information on each characteristic variable by looking along the

direction the information is coming from.

A.2.4. The CFL Condition

Equation (.41) is an example of an explicit time integration scheme . Numerical

solutions are often able to compute cheaply because the solution required only depends on

values from previous timesteps. Despite this computational ease, the choice of timestep

is restricted. Consider the computational blueprint in Figure A.5. Here, a > 0, where

the three points on the mesh (xi−1, t
(k)), (xi, t

(k)) and (xi, t
(k+1)) are vertices on a right

angled triangle. The base of the triangle at t = k spans the numerical domain of

dependence of the scheme we wish to use.

Consider now the characteristic speed a through the point (xi, t
(k+1)) from Equation (.5),

dx

dt
= a > 0, (.42)

and that the true solution at this point takes the form

u
(k+1)
i = u

(
xi, t

(k+1)
)
= u

(
xp − a∆t, t(k)

)
, (.43)

where xp ∈ (xi−1, xi). As the only data points which are available lie on the compu-

tational grid, we look to utilise the data at these points to estimate the information at

xp. Here, a linear interpolation function of the solution û using the points
(
x
(k)
i−1, u

(k)
i−1

)

and
(
x
(k)
i , u

(k)
i

)
is developed. The distance between xi and the point where the true so-

lution resides is equal to the time taken for the solution to travel to the point (xi, t
(k+1))

multiplied by the characteristic speed i.e.
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t(k+1)

t(k)

x
(k)
i−1 x

(k)
i

x
(k+1)
i

xp

(1 − C)∆x C∆x

∆t

∆x

True domain of dependency

Numerical domain of dependency

dx

dt
=

∆x

∆t

dx

dt
= a > 0

Figure A.5.: Grid mesh blueprint of the first-order upwind scheme with positive propaga-
tion speed a. Upwind direction is to the left.

xi − xp = a∆t

= a
∆t

∆x
∆x

= C∆x. (.44)

Here C is known as the CFL or Courant number named after one of the authors who

published this discovery (Courant et al., 1928).

As such the point xp is at

xp = (i− 1)∆x + (1− C)∆x, (.45)

and so the linearly interpolated solution takes the form

û(x, t) = u
(k)
i−1 +

u
(k)
i − u

(k)
i−1

∆x
(x − xi−1) . (.46)

Substituting the definition of xp into (.46), the solution function û(x, t) gives
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û(xp, t) = u
(k)
i−1 +

u
(k)
i − u

(k)
i−1

∆x
([(i− 1)∆x + (1− C)∆x] − (i− 1)∆x)

= u
(k)
i−1 + u

(k)
i − u

(k)
i−1 − C

(
u
(k)
i − u

(k)
(i−1)

)
(.47)

= u
(k)
i − C

(
u
(k)
i − u

(k)
(i−1)

)
.

The derivation outlined in (.47) is exactly the backward difference approximation in (.40).

At the outset, a is already prescribed and one determines ∆x according to the level of

accuracy one wishes to have. The choice of timestep ∆t is restricted to the requirement

that

0 ≤ C =
a∆t

∆x
≤ 1. (.48)

In other words, the grid speed ∆x/∆t must be faster than the propagating information

speed a. Simply, the numerical domain of dependence must contain the true domain of

dependence of the PDE within it, the single point xp in this instance. This is a necessary,

but not sufficient, condition for a stable numerical scheme. If we decided to implement a

fine mesh in the spatial dimension, larger timesteps would not be permissible and a larger

computational effort would be required to reach any desired simulation time level.

A.2.5. A Truncation Analysis

When one applies a finite difference approximation to a partial differential equation a

disconnect develops between the analytical solution of the PDE and the approximate

solution from the numerical integration. This disconnect is referred to as the truncation

error . This error is down to the approximating mathematical process. Consider again the

advection equation using the backward finite difference approximation (.41) and replace

the values u
(k+1)
i and u

(k)
i−1 with its Taylor series expansion about the point

(
xi, t

(k)
)
:

u
(k+1)
i ≈ u

(k)
i + ∆t

∂u
(k)
i

∂t
+

(∆t)2

2!

∂2u
(k)
i

∂t2
+ O(∆t3), (.49)

u
(k)
i−1 ≈ u

(k)
i + ∆x

∂u
(k)
i

∂x
+

(∆x)2

2!

∂2u
(k)
i

∂x2
+ O(∆x3). (.50)

Substituting (.49) and (.50) into (.41) yields
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∂u
(k)
i

∂t
+

∆t

2

∂2u
(k)
i

∂t2
+ a

∂u
(k)
i

∂x
− a

∆x

2

∂2u
(k)
i

∂x2
+ O(∆t2) + O(∆x2) = 0. (.51)

Equation (.51) above is the Taylor series expansion for the backward finite difference

approximation to the advection equation. Subtracting the analytical solution of the PDE

∂u
(k)
i

∂t
+ a

∂u
(k)
i

∂x
= 0, (.52)

to this approximation to find the local truncation error

τ :=
∆t

2

∂2u
(k)
i

∂t2
+

∆x

2

∂2u
(k)
i

∂x2
. (.53)

The order of a numerical scheme is defined by the lowest powers of ∆t and ∆x in τ .

In this truncation analysis the upwind method is defined as first order in time and

space. If, as the limits ∆t → 0 and ∆x → 0 are taken, the truncation error τ → 0,

then the numerical scheme is referred to as consistent . In other words, as we refine the

spatial mesh and decrease the timesteps, the truncation error between the approximate

and analytical solution decreases.

A.2.6. Alternative Numerical Schemes

The upwind differencing method is not the only numerical scheme available to calculate

an approximate solution. Three alternatives are listed here, however this list is by no

means exhaustive. One alternative is a first-order scheme named after Peter Lax and

Kurt O. Friedrichs is the Lax-Friedrichs method (Lax, 1954). A key difference between

the upwind and this scheme is that the differencing calculation does not depend on the

upwind direction the information is coming from. It is seen as a way of stabilising the

central scheme, Equation (.35). An approximation for the partial time derivative is written

as the mean value of the two points neighbouring u
(k)
i at t = k

∂u
(k)
i

∂t
≈ 1

2∆t

(
u
(k)
i−1 + u

(k)
i+1

)
. (.54)

Substituting the partial derivative approximation (.54) with the central spatial differencing

approximation into the advection equation yields, when simplified

u
(k+1)
i ≈ 1

2
(1 + C)u

(k)
i−1 +

1

2
(1 − C)u

(k)
i+1. (.55)

A von Neumann stability analysis shows that the scheme is stable provided the restriction
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(.48) holds. One may apply a truncation analysis to confirm it is first-order accurate in

both space and time. It is also known to have a second-order dissipation and third-order

dispersion behaviours (Chu, 1979, pg. 304).

Peter Lax and Burton Wendroff developed the Lax-Wendroff method , which is second-

order accurate in space and time (Lax and Wendroff, 1960). One uses a forward difference

approximation for the time derivative

∂u
(k)
i

∂t
≈ u

(k+1)
i − u

(k)
i

∆t
. (.56)

A weighted average between the upwind formula (.33), stable when a > 0 and downwind

(.34) unstable when a > 0, is used to estimate the spatial partial derivative

∂u
(k)
i

∂t
≈ β1

(
u
(k)
i − u

(k)
i−1

∆x

)
+ β2

(
u
(k)
i+1 − u

(k)
i

∆x

)
. (.57)

When the coefficients are defined as

β1 =
1

2
(1 + C)

β2 =
1

2
(1 − C) ,

(.58)

when simplified gives the Lax-Wendroff scheme

u
(k+1)
i ≈ 1

2
C (1 + C)u

(k)
i−1 +

(
1 − C2

)
u
(k)
i − 1

2
C (1 − C)u

(k)
i+1. (.59)

An interesting takeaway from this scheme is that despite every finite difference approx-

imation being first-order accurate, the scheme itself is second-order accurate. As such,

the accuracy of the approximations cannot be used to infer the accuracy of the scheme

outright. Also, even with an unstable backward space approximation used in the spatial

derivative approximation, the scheme itself is stable with the condition written in (.48) A

more thorough overview of the Lax-Wendroff scheme is presented in Hirsch (1990).

Another upwind method for speed a > 0 is the Warming and Beam scheme (Warming

and Beam, 1976). This method is entirely one sided, meaning that every mesh point used

in the calculation occurs to the left of the spatial point one is interested in, except for the

central point. It is another example of a second-order accurate scheme which takes the

form
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u
(k+1)
i ≈ 1

2
C(C − 1)u

(k)
i−1 + C(2− C)u

(k)
i−1 +

1

2
(C − 1)(C − 2)u

(k)
i . (.60)

The restriction boundary to ensure stability is doubled for this scheme

0 ≤ |C| ≤ 2. (.61)

An enlarged stability region can result in more efficient schemes as one may advance times

with larger timesteps. There exists an equivalent scheme for a < 0.

A.3. Conservation Laws

Within this section a compact description of the basic properties of hyperbolic conservation

laws are provided. The material considered is thought to be essential when discussing the

application and development of numerical methods for conservation laws.

A system of m conservation laws may be written as a set of partial differential equations

Ut + F (U)x = 0 (.62)

with

U =




u1

u2
...

um



, F (U) =




f1

f2
...

fm



. (.63)

Here U is described as a the vector of conserved variables. F = F (U) is a vector of

fluxes with each component fi a function of uj , the components of U. System (.63) is

considered hyperbolic given the Jacobian matrix,

A (U) =
∂F

∂U
, (.64)

has real eigenvalues λ(i) (U) and a full set of eigenvectors E(i) (U), i ∈ {1, · · · ,m} which

are fully dependent on U. Without loss of generality assume

λ(1) (U) < λ(2) (U) < · · · < λ(m) (U)

E(1) (U) < E(2) (U) < · · · < E(m) (U) .
(.65)
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t(2)

t(1)

xl xr

t(k)

x

Figure A.6.: A control volume in the x-t plane, V = [xl, xr] × [t(1), t(2)].

A.3.1. Integral Form of Conservation Laws

Systems of conservation may be expressed in a differential or integral form. The advection

equation, first introduced in (3.1), is an example of a conservation law in differential

form. Two reasons exists as to why it may be beneficial to consider the conservation

law in its integral form: 1. The governing equations are derived from physical principles

of conservation which are expressed as integral relations on control volumes, 2. Integral

forms expands the span of admissible solutions to include discontinuous solutions as the

assumption of smoothness is less critical.

Equation (.66) is a one-dimensional time dependent Euler equation system over a control

volume V = [xl, xr] × [t(1), t(2)] shown in Figure A.6 where f = ρu is the flux and

d

dt

ˆ xr

xl

ρ(x, t) dx = f(xl, t) − f(xr, t). (.66)

A complete system may be written as (.67) where F (U) is a flux vector

d

dt

ˆ xr

xl

U (x, t) dx = F (U (xl, t)) − F (U (xr, t)) . (.67)

A second integral form exists by integrating (.62) between the time values t1 and t2 where

t1 ≤ t2 which can be seen in (Toro, 1999, pg. 63, Eqn. 2.67). The derivation of the

integral form may also be approached by integrating (.62) in any control volume V in

x − t space and use Green’s theorem (Riemann, 1851; Riley et al., 2010) to derive the

result

˛
[Udx − F (U) dt] = 0. (.68)
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Scalar conservation laws (where m = 1) in differential form reads

∂u

∂t
+
∂f(u)

∂x
= 0, (.69)

where f(u) is a flux function. To have the ability to solve the conserved variable u(x, t)

in its entirety, the flux function is required to be an algebraic function of the conserved

variable, along with extra parameters which define a specific problem. In Section 3.2.1, the

simplest example of a scalar conservation law, the advection equation (3.1) was introduced.

Here the flux function is defined as a linear function of the conserved variable u, f(u) = au.

A.3.2. Non-linear hyperbolic conservation laws: Common Properties

Non-linear hyperbolic conservation laws exhibit key features known as wave steepening

and shock formation . The scalar conservation law in (.69) assumes that f is a function

of the solution u only. Typically this representation is insufficient in modelling the physical

phenomena. Shock waves have viscous dissipation and heat conduction behaviours as well

as the advective properties. A better flux function approximation requires a dependence

on the spatial derivative of u so that (.69) would convert to

ut + f(u)x = αuxx, (.70)

where α is a positive coefficient of viscosity. Re-writing (.70) in the form of (.69) as

ut + λ(u)ux = 0, (.71)

where the characteristic speed is defined as

λ(u) =
df

du
= f ′(u). (.72)

For the linear advection equation, considered in previous sections, λ(u) = a − constant.

How the flux function f(u) behaves majorly influences the behaviour of the solution it-

self. One key property of the characteristic speed is its monotonicity . Three possible

outcomes of monotonicity exist as

1. A convex flux, where λ(u) is a monotone increasing function of u

dλ(u)
du

= λ′(u) = f ′′(u) > 0

2. A concave flux, where λ(u) is a monotone decreasing function of u
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dλ(u)
du

= λ′(u) = f ′′(u) < 0

3. λ(u) contains extrema which are non-convex and non-concave

dλ(u)
du

= λ′(u) = f ′′(u) = 0

The equation of state within the non-linear systems of conservation laws define the charac-

teristic of the flux function. Menikoff and Plohr (1989) presents a more thorough overview

of these properties.

A.3.3. Constructing Solutions on the Characteristic

An extension to the definition of the linear advection equation from Section A.1.2, Equa-

tion (3.1), to a non-linear advection equation (.73) is presented below. Consider an in-

viscid initial value problems for initial smooth data u0(x) = u(x, 0)





ut + λ(u)ux = 0,

λ(u) = f ′(u),

u(x, 0) = u0(x).

(.73)

t(k)

x0 x

t(k)

x

Figure A.7.: Standard characteristic curves for a non-linear hyperbolic conservation sys-
tem.

The characteristic speed in this system is λ(u) = a = constant. To develop solutions

for this system, the blueprint outlined in Section A.1.2.1 is followed. First consider the

characteristic curves x = x(t) which satisfy the Initial Value Problem (.74)

dx

dt
= λ(u), x(0) = x0. (.74)
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Now consider the variables u and x to be functions of t and locate the total derivative of

u along the curve x(t)

du

dt
= ut + λ(u)ux = 0. (.75)

u is constant along the characteristic curve satisfying (.74) and as such the gradient λ(u)

is also constant along the characteristic. Thus, the characteristic curves are straight lines.

The solution along each curve is the value of u at the initial point x0

u(x, t) = u0 (x0) . (.76)

A standard characteristic curve is presented in Figure A.7. The slope of the characteristic

are evaluated at the initial point to determine the solution characteristic curves of the

initial value problem (.74) which are

x = x0 + λ(u0(x0))t. (.77)

(.76) and (.77) are considered the analytical solution to the initial value problem. The

point x0 depends on what point (x, t) is given. So the initial point is also a function of

space and time x0 = x0(x, t). Substituting (.77) into (.76) reveals that the solution is

implicit.

u(x, t) = u0 [x − λ(u0(x0(x, t)))t ] . (.78)

The format of the solution (.78) is identical to the format of the solution to the linear

advection Equation (.9) in Section A.1.2.1.

To verify the constructed solutions (.76) and (.77), first calculate the spatial and time

derivative of the solution u(x, t) in (.76) which is





ut = u′0(x0)
∂x0
∂t

ux = u′0(x0)
∂x0
∂x

.
(.79)

Then calculate the time derivative of (.77),

320 Appendix



A. MODELLING FOUNDATIONS

∂x

∂t
= 0 =

∂x0
∂t

+
∂λ(u0(x0))

∂t
t + λ(u0(x0))

∂t

∂t

=
∂x0
∂t

+ λ′(u0(x0))
∂u0(x0)

∂t
t + λ(u0(x0))

=
∂x0
∂t

+ λ′(u0(x0))u
′
0(x0)t

∂x0
∂t

+ λ(u0(x0))

=⇒ ∂x0
∂t

= − λ(u0(x0))

1 + λ′(u0(x0))u′0(x0)t
. (.80)

Calculating the spatial derivative of (.78)

∂x

∂x
= 1 =

∂x0
∂x

+
∂λ(u0(x0)t)

∂x

=
∂x0
∂x

+ λ′(u0(x0))
∂u0(x0)

∂x
t

=
∂x0
∂x

+ λ′(u0(x0))u
′
0(x0)t

∂x0
∂x

=⇒ ∂x0
∂x

=
1

1 + λ′(u0(x0))u′0(x0)t
. (.81)

By substituting (.80) and (.81) into (.79) yields





ut = − λ(u0(x0))u
′
0(x0)

1 + λ′(u0(x0))u′0(x0)t

ux =
u′0(x0)

1 + λ′(u0(x0))u′0(x0)t
.

(.82)

Applying the values in (.82) to (.73) show that partial derivatives of the solution in time

and space satisfy the initial value problem.

A.3.4. Wave Steepening Behaviour

When the characteristic speed λ(u) = a = constant, initial data u0(x) translates with

speed a without distortion as illustrated in Figure A.1 on page 302. In a non-linear

case, the characteristic speed is a function of the solution itself. As such, distortions are

produced which is a key feature of non-linear conservative partial differential equation

problems.

To understand this phenomena, consider the initial data u0(x) with smooth problem in

Figure A.8. Five initial points x
(0)
i are highlighted with their respective initial data values

u
(0)
i . Without loss of generality, assume the flux function f(u) is convex so that λ′(u) =
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u0(x)

t(k)

x

x

(a)

(b)

x
(0)
1 x

(0)
2 x

(0)
3 x

(0)
4 x

(0)
5

u
(0)
1 u

(0)
2

u
(0)
3

u
(0)
4

u
(0)
5

Figure A.8.: Wave steepening distortion phenomena in a non-linear hyperbolic conserva-
tion system. Part (a) shows the initial solution profile. Part (b) displays the
corresponding characteristics of the initial solutions.

f ′′(u) > 0. As a result the characteristic speed is an increasing function of the solution

u.

The characteristic x
(k)
i evolve from initial points x

(0)
i carrying the constant values u

(0)
i .

Since the flux function is assumed convex, larger magnitudes of u0(x) will travel faster than

initial solutions of lower magnitudes. Two regions of distortion are most evident in Figure

A.8. The first region lies between the points
[
x
(0)
1 , x

(0)
3

]
. Here, u

(0)
3 > u

(0)
2 > u

(0)
1 . This

relation is clearly reflected in the characteristics in part (b) of Figure A.8. As time evolves,

this smooth profile will broaden and flatten out. The regions is considered expansive if

the characteristic speed λi > 0 increases as the spatial index points increase.

A second distortion region in Figure A.8 exists between the points
[
x
(0)
3 , x

(0)
5

]
. In contrast

this region is compressive. The characteristic speeds decrease as the spatial indices increase

λi < 0. Within this section the propagation speeds decrease as the spatial direction is

traced, u
(0)
3 > u

(0)
4 > u

(0)
5 . As time evolves, this region’s profile will become more

steep and narrow. This steepening behaviour will eventually see individual characteristics

intersect one another and the solution will “fold over”. It is also worth noting that in the

case of a concave flux where λ′(u) = f ′′(u) < 0 the expansive and compressive behaviours

are reversed for both regions described above.

Where two characteristics first intersect defined the wave break . The derivative ux

becomes infinite at the breaking time tb

tb = − 1

λi(x0)
. (.83)

One may derive this equation from equations in (.82).

Equation (.70) shows that the rate of change of solution u is dependent on the balance

between both the advection term f(u)x and diffusion term αuxx. Highlighted in Figure

322 Appendix



A. MODELLING FOUNDATIONS

A.8(a) is the wave steeping effect within the region
[
x
(0)
3 , x

(0)
4

]
due to the advective term

is balanced by the wave easing of αuxx which is negative. These behaviours are reversed in

the region
[
x
(0)
4 , x

(0)
5

]
. A more comprehensive model of the physical process does not allow

this folding behaviour, but would require a more complex viscous model. Despite this,

the inviscid model in (.70) may be used by allowing the formation of discontinuities by

the process of increasing compression, more commonly known as shock waves. A more

complete presentation of this information may be found in Lax (1990), Smoller (1994) and

Whitham (1999).

A.3.5. Shockwaves

Extremely rapid changes of physical phenomena such as pressure, temperature and density

in the air within compact transition regions are known as shock waves. An overview

of the physical characteristics which make up shock waves may be found in (Landau and

Lifshitz, 1987, pg. 337–341) and Whitham (1999). It is common place to use mathematical

discontinuities as a reasonable approximation for shock wave behaviour.

Consider an integral form of the conservation law, such as Equation (.67) in one dimension.

It has a solution u(x, t) where the flux f(u) and their derivatives are continuous within

the entire domain except for the line s = s(t) where on the x − t plane u(x, t) has

a jump discontinuity. Let xl and xr be fixed existing in the x spatial domain so that

xl < s(t) < xr. Applying the conservation law on the control region [xl, xr] gives

f(u(xl, t))− f(u(xr, t)) =
d

dt

ˆ s(t)

xl

u(x, t) dx +
d

dt

ˆ xr

s(t)

u(x, t) dx (.84)

Rewriting (.84) as (Chow et al., 1988)

f(u(xl, t))− f(u(xr, t)) = [u(sl, t) − u(sr, t)]S

+

ˆ s(t)

xl

∂u(x, t)

∂t
dx +

ˆ xr

s(t)

∂u(x, t)

∂t
dx,

(.85)

where S is the speed of the discontinuity and

u(sl, t) = lim
x→s(t)−

u(s(t), t), u(sr, t) = lim
x→s(t)+

u(s(t), t), S =
ds
dt
.

Since ut(x, t) is constrained by the integrals as the discontinuity line s is approached from

both sides, these cancel out identically so that
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f(u(xl, t))− f(u(xr, t)) = [u(sl, t) − u(sr, t)]S (.86)

∆f = S∆u. (.87)

The change in flux, ∆f at the discontinuity is equal to the speed of the discontinuity S

multiplied by the change in solution either side of the discontinuity ∆u. This is known

as the Rankine-Hugoniot condition typically expressed as (.87). One may use this

equation to determine the speed of the discontinuity S by finding the quotient between

the change in flux and solution disparity. Thus discontinuous solutions may be resolved

by formulating conservation problems by PDEs in smooth solution regions and utilise

Rankine-Hugoniot conditions through discontinuities.

A.3.5.1. Examples of Discontinuous Solutions To gain a better intuition of the

theory presented in Section A.3.5, consider the initial-value problem for the inviscid Burg-

ers equation





ut + f(u)x = 0, f(u) = 1
2
u2

u(x, 0) = u0(x) =




ul, ifx < 0

ur, ifx > 0.

(.88)

Assuming first that ul > ur so that the flux is convex and that λ′(u) = f ′′(u) > 0. As

such the characteristic speeds to the left of the discontinuity are faster than those on the

right. λl ≡ λul > λur ≡ λr. Section A.3.4 highlighted the difference between expansive

and compressive regional behaviours. Based on this discussion, the initial data in (.88)

can be immediately identified as compressive discontinuous data. This is highlighted in

Figure A.9. Characteristics intersect immediately. From this information the solution to

the initial-value problem may be written as

u(x, t) =




ul if x − St < 0

ur if x − St > 0,
(.89)

where applying (.86) to find the discontinuity speed

S =
1

2
(ul + ur) . (.90)

This solution defines the shock wave which is compressive in nature. As such it adheres

to the entropy condition λul > S > λur . A more thorough analysis and details on the

entropy condition may be found in Chorin and Marsden (1990), Smoller (1994), Whitham
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(c)

(b)

(a)

t(k)

t(k)

t(k)

x

x

x

0

ul

ur

ul ur

Shock of speed S

Figure A.9.: The initial discontinuous data (a), system characteristics (b) and solution on
the x− t plane for the inviscid Burgers equation (c).

(1999) and LeVeque (2002).

Assuming ul < ur represents the case of an expansive region for convex flux function

f(u). One might expect an identical solution of the form given in (.89) and (.90) however

this is physically impossible.

A.3.6. Rarefaction Waves

The discontinuity shown in Figure A.10 has not resulted from the right hand characteristics

intersecting with the left hand characteristics. Instead the characteristics are seen to be

diverging away from the discontinuity.

This solution type is known as a rarefaction shock . As the entropy condition is not

satisfied, it is known as an entropy-violating shock . Hence it must be rejected as

a possible physical solution, even if it is mathematical solution. Given the expansive

behaviour of the initial data, it would be a better assumption to think that the solution

profile would flatten over time.

Consider initial-value problem (.88) again for a general convex flux function f(u) and

expansive initial data where ul < ur. Instead of initial data listed in (.88), consider a

linear dependence of u0(x) between the two fixed points xl < 0 and xr > 0
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u0(x) =





ul if x ≤ xl

ul +
ur − ul
xr − xl

(x − xl) if xl < x < xr

ur if x ≥ St > 0.

(.91)

This initial data is presented in Figure A.11(a) with corresponding characteristics in Figure

A.11(b). Once again the solution, u(x, t), is written in terms of the two constant states

ul and ur, but an area of smooth transition exists in between them. This area is known

as the rarefaction wave .

Characteristics emanating from the right hand edge of the wave, xr defines the head of

the rarefaction, carrying the initial solution u0(xr) = ur

x = xr + λ(ur)t. (.92)

Similarly, the left edge of the wave is defined via characteristics sourced from xl known as

the tail of the rarefaction containing the solution u0(xl) = ul

x = xr + λ(ul)t. (.93)

The wave spreads and the profile flattens as time evolves due to the assumption of con-

vexity, λ′(u) = f ′′(u) > 0. This assumption implies that larger values of initial solution

u0(x) propagate faster than smaller values.

From this information, the initial-value problem (.88), for general convex flux function

f(u) and initial data (.91) has solution of the form





u(x, t) = ul if
x − xl

t
≤ λl

λ(u) =
x − xl

t
if λl <

x − xl
t

< λr

u(x, t) = ur if
x − xl

t
≥ λr.

(.94)

The rarefaction shock solution presented in (.89) with general discontinuity speed S =

∆f/∆u is unstable for small distance ∆x. Small perturbations of initial data would lead to

large changes in solution due to the structure of the solution in the initial-value problem.

However, the discontinuous data in the initial value problem (.91) takes into account the

interval size between fixed points. Thus, the solution in (.94) is stable and as the limits

xl → 0− and xr → 0+ are taken to account, the initial value problem (.88) for general

convex flux function f(u) converges.

In the limiting case, u0(x) takes on all solution values between ul and ur at x = 0. As a

326 Appendix



A. MODELLING FOUNDATIONS

(c)
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t(k)

x
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x

0

ul
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ul
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Rarefraction Shock

Figure A.10.: The initial expansive discontinuous data (a), system characteristics (b) and
rarefaction shock solution on the x−t plane for the inviscid Burgers equation
(c).

consequence, λ(u0(x)) takes all values between λl and λr. Since the flux function is convex,

higher characteristic speeds propagate faster than lower values and initial data quickly

settles highlighting a rarefaction solution. In this limiting case where all characteristics

stem from a single point is known as a centred rarefaction wave with solution





u(x, t) = ul if
x

t
≤ λl

λ(u) =
x

t
if λl <

x

t
< λr

u(x, t) = ur if
x

t
≥ λr.

(.95)

This is illustrated by Figure A.12.

A.3.7. A Riemann Problem for the Burgers Equation

To tie up the theory discussed from Sections A.3.5 - A.3.6, consider a solution to the

Riemann problem where the flux function is f(u) = 1
2u

2. This transforms the general

initial value problem highlighted in Equation (.73) into the advective form of the inviscid

Burgers’ Equation
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(b)

(a)
t(k)

t(k)

x

x

xl xr

ul

ur

Tail Head

Figure A.11.: A non-centred rarefaction wave with expansive smooth initial data (a) and
characteristics picture in x− t plane (b).

(c)

(b)

(a)

t(k)

t(k)

t(k)

x

x

x

0

ul

ur

ul

ur

HeadTail

Figure A.12.: A centred rarefaction wave with expansive discontinuous initial data (a),
characteristic picture (b) and the rarefaction solution on the x − t plane
which satisfies the entropy condition (c).
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(a)

t(k)

x
(b)

t(k)

x
(c)

t(k)

x

Figure A.13.: A typical solution for the inviscid Burgers equation where; (a) general solu-
tion structure (single wave, shock/rarefaction); (b) shock wave solution; (c)
rarefaction wave solution.





ut +

(
u2

2

)

x

= 0,

u(x, 0) =




ul, x < 0

ur, x > 0.

(.96)

Figure A.13 shows a single wave projecting from the origin, which is the exact solution

as discussed in Section A.3.5.1. Applying the entropy condition, the wave is a shockwave

when ul > ur or a rarefaction wave when ul ≤ ur. Using this information, a complete

solution may be engineered.

Solution (.97) is depicted in Figure A.13 with a general solution and single wave (a), the

shockwave case (b) and the rarefaction case (c).

if ul > ur





u(x, t) =




ul if x − St < 0

ur if x − St > 0

S =
1

2
(ul + ur) ,

else ul ≤ ur u(x, t) =





ul if x
t
≤ ul

x
t

if ul < x/t < ur

ur if x
t
≥ ur.

(.97)

A.3.7.1. The Riemann Problem in Linearised Gas Dynamics: Part II Consider

again constructing a solution to the Riemann problem in linearised gas dynamics, but this

time look to apply the Rankine-Hugoniot conditions. We look to solve for the unknowns

ρ∗ and u∗ which lie in the star region, shown in Figure 3.4 on page 104.
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Recall that the vector of conserved variables U and coefficient matrix A are given by

U =

[
u1

u2

]
=

[
ρ

u

]
, A =

[
0 ρ0

α2/ρ0 0

]
. (.98)

The eigenvalues of matrix A are

λ1 = −α, λ2 = +α. (.99)

With this information, apply the Rankine-Hugoniot conditions, shown in Equation (3.16),

across the λ1-wave of speed S1 = λ1, giving

[
0 ρ0
α2

ρ0
0

][
p∗ − ρl

u∗ − ul

]
= −α

[
p∗ − ρl

u∗ − ul

]
. (.100)

Expanding (.100) and resolving for u∗ yields

u∗ = ul −
α

ρ0
(ρ∗ − ρl) . (.101)

Apply the Rankine-Hugoniot conditions again, but across the λ2-wave of speed S2 = λ2

to attain

u∗ = ur +
α

ρ0
(ρ∗ + ρr) . (.102)

Solving the two algebraic equations (.101) and (.102) for the two unknowns in the star

region gives

ρ∗ =
1

2
(ρl + ρr) − ρ0

2α
(ur − ul)

u∗ =
1

2
(ul + ur) − α

2ρ0
(ρr − ρl)

(.103)

which is precisely the solution in (.31) on page 307. This technique which expands the ini-

tial data through its eigenvectors utilising the Rankine-Hugoniot conditions is more direct

that the derived result in Section A.1.4. Within the literature the Rankine-Hugoniot con-

ditions are typically referred to as Riemann states owing to the fact that the conditions

are specifically solving a Riemann problem at a jump discontinuity. This terminology will

be used from here on out.

330 Appendix



A. MODELLING FOUNDATIONS

A.3.8. Generalised Riemann Invariants

Given this construction, Generalised Riemann Invariants define relations which hold

true for given waves across the entire wave structure. The waves lead to the following

(m− 1) ordinary differential equations

dω1

k
(i)
1

=
dω2

k
(i)
2

= · · · = dωm

k
(i)
m

. (.104)

These relations are ratios between changes in dωs to its associated component of the right

eigenvector k
(i)
s (from Equation (.105)) for a given λi-wave group.

The behaviour of a wave linked with the i-characteristic field with eigenvalue λi and

corresponding right eigenvector

K(i) =
[
k
(i)
1 , k

(i)
2 , · · · , k(i)m

]T
(.105)

along with a more detailed description and analysis may be accessed from Jeffrey (1976).

A.3.8.1. Shock Wave Solution A single jump discontinuity in a non-linear field i

connecting two constant Riemann states Ul, Ur results in a shock wave provided the

following conditions are satisfied

� the Rankine-Hugoniot conditions are

F (Ur) − F (Ul) = Si (Ur − Ul) ; (.106)

� the entropy condition

λi (Ul) > Si > λi (Ur) . (.107)

A shock wave with speed Si is shown in Figure A.14(a). The compressive shock behaviour

is illustrated by the characteristic dx/dt = λi on either side of the wave.

A.3.8.2. Rarefaction Wave Solution A smooth transition in a non-linear field i con-

necting two constant Riemann states Ul, Ur results in a rarefaction wave provided the

following conditions are satisfied

� the parallel characteristic condition

λi (Ul) < λi (Ur) ; (.108)
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(a)

t(k)

x

Si

Ul

Ur

(b)

t(k)

x

Ul

Ur

Figure A.14.: Two elementary wave solutions of the Riemann problem: (a) a shock wave
characteristic with speed Si and (b) a rarefaction wave.

� constancy of the general Riemann Invariants across the wave i.e.

dω1

k
(i)
1

=
dω2

k
(i)
2

= · · · = dωm

k
(i)
m

. (.109)

A rarefaction wave is shown in Figure A.14(b). Characteristics to the right and left of the

wave diverge as well as the characteristics within the wave.

These elementary wave solutions of the Riemann problem are not exhaustive. Another

solution that exists is known as the contact wave solution. However, this solution is not

relevant to the numerical modelling work that has been embarked on and so is omitted from

this thesis. Further information of this academic work may be followed through Whitham

(1999); Smoller (1994); Chorin and Marsden (1990); Lax (1990); Lax and Wendroff (1960)

and references therein.

A.4. Godunov’s Numerical Method

A.4.1. One-dimensional finite volume method

Throughout the chapter so far a finite discretisation of the computational domain has

been assumed, as discussed in section A.2.3, to determine a solution at an assigned point.

This work may be extended by considering cell averages defined over a finite control

volume .

Figure A.15 shows a discretisation of the computation domain of [0,N] × [0,T]. The

spatial dimension is divided into n finite volumes, often referred to as cells or pixels.

The entire spatial domain may be expressed via the inequality
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T

Figure A.15.: A discretisation illustration for the computational domain [0, N] × [0, T]
into n finite volumes. xi− 1

2
and xi+ 1

2
denote the intercell boundaries of pixel

xi.

xi− 1
2
= (i− 1)∆x ≤ x ≤ i∆x = xi+ 1

2
. (.110)

A given pixel i has boundary values xi− 1
2
and xi+ 1

2
where intercell numerical fluxes are

needed. The size of each pixel is defined as

∆x = xi+ 1
2
− xi− 1

2
=

N

n
. (.111)

One can define the average value of u(x, t) in pixel i, the cell average, at a fixed time

t(k) = k∆t as

u
(k)
i =

1

∆x

ˆ x
i+ 1

2

x
i− 1

2

u(x, t(k)) dx. (.112)

The integral average value u
(k)
i defined in (.112) is a constant value. However one must

remember that spatial variations of u(x, t) may exist within pixel i. This average value is

assigned to the centre of the cell leading to its known terminology as a cell-centred con-

servative method . Computationally it is much more simple to deal with approximations

to the pixel averages u
(k)
i . A set of pixel averages at a given time result in a piece-wise

constant distribution of the solution as illustrated in Figure A.16.

In this section, pixels have been evenly discretised throughout the domain. One can split

the domain into irregular sizes, but for simplicity, the modelling theory is applied solely

within a rectangular domain.
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u
(k)
i

x0 x1 · · · xi−1 xi xi+1 · · · xn N

Figure A.16.: A representation of piece-wise constant distribution of information at time
step t(k).

A.4.2. Godunov’s Method: Interpretation 1

Godunov’s proposed scheme begins by defining two local Riemann problems RP
(
u
(k)
i−1, u

(k)
i

)

at xi− 1
2
and RP

(
u
(k)
i , u

(k)
i+1

)
at xi+ 1

2
using the conservation law in (3.27). Compute the

two solutions of the local Riemann problems and take the integral average in pixel i of

these solutions and assign it to u
(k+1)
i .

Figure A.17 illustrates the first Godunov method using the linear advection Equation

3.2.1. For positive a the exact solution to RP
(
u
(k)
i−1, u

(k)
i

)
is

ui− 1
2
(x/t) =




u
(k)
i−1 if x/t < a,

u
(k)
i if x/t > a,

(.113)

assuming the local origin of the problem is at (0, 0). Similarly, the solution to RP
(
u
(k)
i , u

(k)
i+1

)

is

ui+ 1
2
(x/t) =




u
(k)
i if x/t < a,

u
(k)
i+1 if x/t > a.

(.114)

One then applies the two solutions to the separate local Riemann problems to update

Godunov’s method with

u
(k+1)
i =

1

∆x

[ˆ ∆x
2

0

ui− 1
2
(x/∆t) dx +

ˆ 0

−∆x
2

ui+ 1
2
(x/∆t) dx

]
. (.115)
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i− 1
i− 1

2

i
i + 1

2

i + 1

A B C D

dx
dt = a

RP

u

(k)
i−1, u

(k)
i


 RP


u

(k)
i , u

(k)
i+1




Figure A.17.: A stencil of Godunov’s method for the linear advection equation where speed
a > 0. Solutions to the Riemann problem are averaged within cell Ii.

(.115) is computed at time ∆t between the intercell boundaries xi− 1
2
and xi+ 1

2
. As il-

lustrated in Figure A.17, only the right half of ui− 1
2
and left half of ui+ 1

2
is applied. To

compute the integral properly, restrictions are imposed on the timestep size ∆t with

c =
a∆t

∆x
≤ 1

2
. (.116)

Defining the interval lengths AB and BC as

lAB = c∆x, lBC =

(
1

2
− c

)
∆x, (.117)

and using (.113) and (.114), re-write (.115) as

u
(k+1)
i = u

(k)
i + c

(
u
(k)
i−1 − u

(k)
i

)
. (.118)

This is precisely the form to the CIR first order upwind method for positive speed a as

seen in (.41) in Section A.2.3.

A.4.3. Godunov’s Method: Interpretation 2

A second interpretation of Godunov’s method can be developed by considering the solution

of the Riemann problems RP
(
u
(k)
i−1, u

(k)
i

)
and RP

(
u
(k)
i , u

(k)
i+1

)
written as
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u
(k+1)
i =

1

∆x

ˆ x
i+1

2

x
i− 1

2

ũ (x, ∆t) dx. (.119)

ũ (x, t) defines the combined solution between the two local Riemann problems. Since ũ

is an exact solution to the fundamental conservation law (3.20), one may apply Equation

(3.21) for the control volume
[
xi− 1

2
, xi+ 1

2

]
× [0,∆t]

ˆ x
i+1

2

x
i− 1

2

ũ(x, ∆t)dx =

ˆ x
i+1

2

x
i− 1

2

ũ(x, 0)dx +

ˆ ∆t

0
f(ũ(xi− 1

2
, t)) dt (.120)

−
ˆ ∆t

0
f(u(xi+ 1

2
, t)) dt.

Applying the definition for a cell average (.112) into (.120) and dividing by ∆x yields

Equation (3.25) (page 108)

u
(k+1)
i = u

(k)
i +

∆t

∆x

[
fi− 1

2
− fi+ 1

2

]
, (.121)

where

fi− 1
2
=

1

∆t

ˆ ∆t

0

f
(
ũ
(
xi− 1

2
, t
))

dt, fi+ 1
2
=

1

∆t

ˆ ∆t

0

f
(
ũ
(
xi+ 1

2
, t
))

dt (.122)

are the intercell fluxes defined as time integral averages. Through utilising the integral

form of the conservations laws on the finite volume
[
xi− 1

2
, xi+ 1

2

]
× [0, ∆t] in x− t space

the conservation law (.120) is derived with intercell fluxes (3.25).

f (ũ (x, t)) is an integrand where each cell interface depends on the exact solution ũ(x, t)

of the local Riemann problem as time evolves,

ũ
(
xi− 1

2
, t
)

= ui− 1
2
(0), ũ

(
xi+ 1

2
, t
)

= ui+ 1
2
(0), (.123)

with fluxes

fi− 1
2
= f

(
ui− 1

2
(0)
)
, fi+ 1

2
= f

(
ui+ 1

2
(0)
)
. (.124)

For flux f(u) = au and a > 0 the intercell fluxes are defined as

fi− 1
2
= au

(k)
i−1, fi+ 1

2
= au

(k)
i (.125)
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which when substituted into (3.25) reproduces the CIR scheme. This second interpretation

of Godunov’s method is more widely applied since it is easier to implement in practice

and avoids the restrictive CFL condition (.116).

A.5. Total Variation Diminishing Methodology

The fundamental consideration one has when analysing numerical methods is that of

the convergence problem. Modelling non-linear systems requires proofs which rely on

non-linear stability theory. Total Variation Stable methods which are defined as mesh-

dependent approximations within compact sets may be shown as convergent. Further

details may be located in Harten (1983) and LeVeque (1992).

Ami Harten introduced the Total Variation Diminishing (TVD) concept (Harten, 1983), a

subset of total variation stable methods. Mathematically, such approaches result in meth-

ods which do not increase in time. Consider once again the partial differential advection

equation (3.1).

For u
(k)
j = u

(
xj , t

(k)
)
its total variation (TV) is defined as

TV (u(·, t)) =

ˆ ∣∣∣∣∂u∂x
∣∣∣∣ dx, (.126)

or in the discrete case

TV
(
u(k)
)
= TV

(
u(·, t(k)

)
=
∑

j

∣∣∣u(k)j+1 − u
(k)
j

∣∣∣ . (.127)

A numerical method is considered to be total variation diminishing (TVD) provided

TV
(
u(k+1)

)
≤ TV

(
u(k)
)
. (.128)

Given u(k) is monotonically increasing/decreasing in space, so is u(k+1). Harten (1983)

showed that a monotone scheme is TVD and TVD methods are monotonicity preserving.

Within computational fluid dynamics applications, very fine computational grids are pre-

ferred to avoid any spurious oscillations in the solution which can result in a non-convergent

numerical method. However, such fine resolutions are typically computationally cumber-

some and inefficient time-wise. To combat this one may use more coarse grids utilising the

upwind method (discussed in Section A.2) and other schemes. However, there is a high

possibility of false shock predictions. A TVD method on a course mesh enables a more

accurate prediction as it preserves monotonicity and so avoids spurious oscillations within

the solution and saves computational expenditure. A summary of second order TVD

limiters are highlighted in Table A.2 are second order TVD limiters. with its admissible
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regions highlighted in Figure A.18.
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Figure A.18.: Graphical representation outputs (blue) along with the admissible second-
order TVD region (grey). Obtained from Wikipedia (2022).

B. Infiltration Modelling

The forces of gravity and capillarity which controls the movement of water into ground

soil is a process known as infiltration . Viscous forces involved in the infiltration process

limit the flow into soil pores. This infiltration rate , f , is a flow measured via hydraulic

conductivity and/or permeability . This rate is dependent on soil characteristics, its

amount and soil moisture distribution and total water availability at the ground surface.

Infiltration capacity , fc, is the maximum rate at which a given soil can absorb water in

a given circumstance. If the infiltration capacity is greater than the surface water input

over a period of time, then the infiltration rate will be equal to the surface water input

rate w. If a soil’s ability to absorb water is less than the rainfall intensity at a given time

period then the infiltration at the surface occurs at the infiltration capacity rate. Hence,

actual infiltration rate at a given time is

f = min (fc, w) . (.129)

Non-infiltrated water accumulates on the ground surface and adds to surface runoff pro-

cesses B.19. Surface overland flow runoff rate, R, known as precipitation excess is

defined as
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Precipitation rate

2.5 cm/hr

Infiltration rate
2 cm/hr

Surface runoff rate

0.5 cm/hr

Figure B.19.: Surface runoff pictorial representation when water input is greater than infil-
tration capacity. Adapted from Dunne and Leopold (1978); Tarboton (2003).

R = w − f. (.130)

Infiltration capacity is a dynamic characteristic. Surface runoff accumulation is directly af-

fected by the decrease of infiltration capacity. Point infiltration modelling attempts to

calculate surface runoff at given timesteps accounting for a changing infiltration capacity

over a storm event. Using F as an independent variable known as accumulated infil-

tration depth , the infiltration capacity may be defined as a decreasing function fc(F ).

As F increases, fc decreases over time.

Important factors in determining how much water may be stored before a soil is saturated

include the soil’s profile and initial moisture content. Well-drained, coarse and deep soils

with large organic matter facilitate higher infiltration capacities compared to shallow soil

profiles in clayey type soils which only accept low volumes of infiltration. Further details

on physical phenomena which affect infiltration capacity may be seen in (Tarboton, 2003,

pg. Chapter 5: 2) and references therein.

B.1. From First Principles - Richards Equation

To begin calculating infiltration at a point, the physical conservation of mass principle

through the continuity equation is combined with Darcy’s equation which quantifies un-

saturated flow through soils.

Consider the control volume in Figure B.20. The total volume of water in the control

volume is the moisture content (∆θ) multiplied by its total volume V = ∆x∆y∆z. The

change in storage may be written as the specific discharge across the bottom surface q

multiplied by its surface area minus the specific outflow discharge across the top surface

q + ∆q multiplied by the surface area during a given time interval.
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z

x

y

∆x

∆y

∆z

q

q + ∆q

Figure B.20.: A control unsaturated soil volume considered when constructing the conti-
nuity equation. Adapted from Chow et al. (1988); Tarboton (2003).

∆θ∆x∆y∆z = (q∆x∆y − (q + ∆q) ∆x∆y) ∆t. (.131)

Dividing (.131) by its volume at the time interval and letting ∆z → 0 and ∆t→ 0 yields

the continuity equation in the vertical direction

∂θ

∂t
= −∂q

∂z
. (.132)

Substituting Darcy’s equation (.133) into (.132) gives Richards equation (.134) where

ψ = h − z and hydraulic conductivity K

∂θ

∂t
=

∂

∂z
K
∂h

∂z
(.133)

∂θ

∂t
=

∂

∂z

(
K
∂ψ

∂z
+ K

)
. (.134)

Richards equation describes the vertical movement of water through unsaturated soil. Its

complications arise from the necessity to model the characteristic relationships between

moisture content and pressure head (θ(ψ)) as well as Hydraulic conductivity with pressure

head (K(ψ)) and/or moisture content (K(θ)).

Taking moisture content as an independent variable, Equation (.134) becomes
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∂θ

∂t
=

∂

∂z

(
D(θ)

∂θ

∂z
+ K(θ)

)
, (.135)

where D(θ) = K(θ)
dψ

dθ
is the soil water diffusivity due to its similarity with the

diffusion term in the diffusion equation. Similarly, one may write Richards equation in

terms of pressure head as

C(ψ)
∂ψ

∂t
=

∂

∂z

(
K(ψ)

∂ψ

∂z
+ K(ψ)

)
, (.136)

where C(ψ)
dθ

dψ
is known as the specific moisture capacity .

Philip (1969); Parlange et al. (1999); and Smith (2002) highlight analytical solutions for

Richard’s equation given specific parametrisations of K(θ), D(θ), K(ψ), andC(ψ). Nu-

merical solutions based on moisture content are better at conserving moisture and dealing

with dryer soil conditions. However, numerical computational methods using pressure

head as an independent variable handle the change between saturated and unsaturated

flow better close to the water table, but it is not as good at conserving mass. Celia

and Bouloutas (1990) outlines methods which combines the representations for moisture

content and pressure head.

B.2. Richards Equation - A qualitative analysis

Accurate numerical results to Richards equation require complex and detailed soils data

which are often scarce in practise. However, one may analyse the relationship between soil

moisture and depth profiles qualitatively to construct an empirical model to determine

soil infiltration.

Consider a soil block homogeneous with initial hydrostatic conditions (q = 0,dh/dz = 0

and h = constant). Let ψ = −z where z is the height from the ground surface to the water

table. Thus the initial moisture content at each depth z is

θ(z) = θ(ψ = −z). (.137)

Initially, water reaches the ground surface at an input rate w which goes straight into the

storage layer, increasing its moisture content. This in turn increases hydraulic conductivity

and reduces the absolute value of negative pressure head. Thus a flux out of the surface

layer into the layer below occurs. This process repeats at each timestep successively

increasing moisture content as water input occurs, resulting in the water content profiles

shown in Figure 3.11.

Capillary surface tension forces and gravitational forces, quantified by the pressure and
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Figure B.21.: Saturation excess runoff generation illustration. (a) shows the moisture con-
tent vs. depth profile. (b) A time series of runoff generation when a soil is
saturated. Adapted from Bras (1990); Tarboton (2003).

elevation head respectively, determines the downward hydraulic gradient which induces

the infiltration. If water input rate is greater than saturated hydraulic conductivity (w >

Ksat), at some point in the process water content at the surface will reach saturation.

This reduces infiltration capacity below the surface water input rate generating surface

runoff. Shown in Figure 3.11, t(3) is known as the ponding time . After this occurs, water

continues to infiltrate and a zone of saturation propagates downward into the soil as seen

at t(4). The wave of soil moisture from t(1) to t(4) is the wetting front . As the process

increases the zone of saturation, there is a reduction in the contribution of suction head to

gradient induced infiltration and in turn a reduction of infiltration capacity. Figure 3.11

(b)) shows the relationship between water input, infiltration and surface runoff during

ponding. In other words, the necessary conditions for runoff to occur are that the water

input rate is greater than the saturated hydraulic conductivity of the soil (w > Ksat) and

that the surface water input duration is longer than the required ponding time for a given

initial soil moisture profile and water input rate.

Provided that initial conditions are hydrostatic, at each depth z, soil moisture deficit below

saturation is n − θ(z). The total soil moisture deficit may be found by integrating from

the water table to the surface i.e.

D =

ˆ 0

z

(n − θ(z)) dz. (.138)

This is the total amount of water which can infiltrate into a soil profile. Inputting surface

water in this scenario results in a soil profile such as B.21. Yet, even if w < Ksat the

accumulated surface water input reaches the soil moisture deficit and so the soil becomes

completely saturated and infiltration capacity is zero. Any surface water input at this

point generates runoff. The time series between surface water input, surface runoff and

infiltration is illustrated in Figure B.21(b).
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B.3. The SCS Method: Terminology

B.3.1. Hydrological Soil Group

Hydrological soil groups (HSGs) reflect the runoff potential of the soils as determined by

the NRCS. They have been defined as follows:

1. A: High infiltration (low runoff potential) when thoroughly wetted. High rate of

water transmission through soils. Typically consisting of well-drained sands and

gravels.

2. B: Moderate infiltration when thoroughly wetted. Chiefly make up soils which are

moderately well-drained with moderately fine to coarse textures. Typically have

water rate transmission between 3.8-7.6 mm / hr.

3. C: Slow infiltration rates when thoroughly wetted. Consists of soils with a layer

which impedes vertical transfer of water downward. Soils have moderately fine to

fine textures. Water transmission rates between 1.3-3.8 mm/hr.

4. D: Low infiltration (high runoff potential) when thoroughly wetted. Typically clay

soils with high swelling potential. Very slow water transmission rate (< 1.3 mm

/hr).

Tables 2-2a - 2-2d from the Natural Resources Conservation Service (Natural Resources

Conservation Service, 1986, Chapt. 2 pgs. 5-8) summarise the average moisture condition

(antecedant moisture condition II) in Table 3.5. These values can be adjusted to reflect

the below average and above average moisture conditions of which is discussed in the next

section.

B.3.2. Antecedent Moisture Conditions

Soil moisture content before a precipitation event majorly influences the runoff experienced

within a region. This phenomena is known as the antecedent moisture condition

(AMC). The curve numbers for dry, average and moist soil moisture conditions are denoted

CNI (AMC I), CNII (AMC II) and CNIII (AMC III) respectively. The dry soil moisture

condition is calculated as a factor multiple of the average condition (AMC II), where this

factor is less than one. This will have the effect of reducing the curve runoff number and

decrease potential runoff. Similarly, the moist soil condition will be a factor greater than

one and increase the curve number, increasing potential runoff. These factor adjustments

are presented below in Table B.3 obtained from Ward and Trimble (2003).
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B. INFILTRATION MODELLING

Table B.3.: Adjustment scaling parameters for varying soil moisture conditions. Adapted
from Ward and Trimble (2003).

CNII

Curve Number scaling parameters from CNII

CNI (dry) CNIII (wet)

10 0.40 2.22

20 0.45 1.85

30 0.50 1.67

40 0.55 1.50

50 0.62 1.40

60 0.67 1.30

70 0.73 1.21

80 0.79 1.14

90 0.87 1.07

100 1.00 1.00
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C. LAND-USE IMAGE PROCESSING

C. Land-Use Image Processing

C.1. 20m Resolution

(a) Arable. (b) Grassland.

(c) Rough Grazing. (d) Sub-Urban.

(e) Urban. (f) Water.

(g) Woodland.

Figure C.22.: Locations of where RGB pixel samples were taken for image processing using
the Dudley Stamp Map from Department for Environment, Food & Rural
Affairs (2002c).
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C. LAND-USE IMAGE PROCESSING

(a) Arable. (b) Grassland.

(c) Rough Grazing.

(d) Sub-Urban. (e) Urban.

(f) Water. (g) Woodland.

Figure C.23.: Binary outputs after image processing for each land use definition.
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C. 50m Resolution Land-Use Image Processing

C.2. 50m Resolution

(a) Arable. (b) Grassland.

(c) Rough Grazing. (d) Sub-Urban.

(e) Urban. (f) Water.

(g) Woodland.

Figure C.1.: Locations of where RGB pixel samples were taken for image processing using
the Dudley Stamp Map from Department for Environment, Food & Rural
Affairs (2002c).
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C. 50m Resolution Land-Use Image Processing

(a) Arable. (b) Grassland.

(c) Rough Grazing.

(d) Sub-Urban. (e) Urban.

(f) Water. (g) Woodland.

Figure C.2.: Binary outputs after image processing for each land use definition.
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D. Green-Ampt approximation Tabulated Data

D. Green-Ampt approximation Tabulated Data
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D. Green-Ampt approximation Tabulated Data
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D. Green-Ampt approximation Tabulated Data
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D. Green-Ampt approximation Tabulated Data
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D. Green-Ampt approximation Tabulated Data
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E. Simulation Run Time Raw Data

E. Simulation Run Time Raw Data

Table E.1.: Model simulation times for each individual run for 20m and 50m resolutions
in seconds with a scaling factor calculation for the north-eastern region.

Simulation No.
Resolution

Factor

20m 50m

1 253.7 43.4 5.85

2 252.2 44.4 5.68

3 252.0 44.0 5.73

4 252.7 43.5 5.81

5 252.6 43.3 5.83

6 253.7 43.7 5.81

7 252.0 44.4 5.68

8 253.9 44.1 5.76

9 253.3 43.4 5.84

10 257.6 43.4 5.94

11 255.1 42.9 5.95

12 261.2 44.2 5.91

13 257.4 44.5 5.78

14 259.2 43.5 5.96

15 261.8 43.8 5.98

16 259.0 43.0 6.02

17 255.7 43.0 5.95

18 258.2 43.8 5.89

19 257.5 44.6 5.77

20 255.8 44.2 5.79

21 256.3 43.6 5.88

22 257.6 43.0 5.99

23 255.7 42.8 5.97

24 256.8 43.9 5.85

25 255.4 44.4 5.75

26 255.4 44.0 5.80

Simulation No.
Resolution

Factor

20m 50m

27 256.2 43.1 5.94

28 254.8 42.3 6.02

29 255.8 42.7 5.99

30 253.8 44.5 5.70

31 253.8 44.0 5.77

32 251.8 43.8 5.75

33 254.2 43.7 5.82

34 254.9 43.0 5.93

35 254.9 43.7 5.83

36 255.0 44.7 5.70

37 254.5 44.1 5.77

38 255.0 43.3 5.89

39 255.2 43.1 5.92

40 256.8 43.4 5.92

41 252.6 43.8 5.77

42 256.4 43.9 5.84

43 258.0 43.2 5.97

44 255.6 43.3 5.90

45 256.9 43.1 5.96

46 256.0 44.2 5.79

47 257.3 44.9 5.73

48 255.9 43.8 5.84

49 255.9 43.5 5.88

50 254.6 42.4 6.00

Average 255.6 43.6 5.86
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E. Simulation Run Time Raw Data

Table E.2.: Model simulation times for each individual run for 20m and 50m resolutions
in seconds with a scaling factor calculation for the northern region.

Simulation No.
Resolution

Factor

20m 50m

1 232.5 38.7 6.00

2 228.1 37.8 6.03

3 227.5 37.3 6.10

4 227.8 37.3 6.10

5 227.8 37.4 6.09

6 227.6 37.3 6.11

7 227.9 37.2 6.12

8 228.0 37.4 6.10

9 228.1 37.4 6.10

10 228.2 37.3 6.12

11 228.3 37.3 6.12

12 228.1 37.4 6.09

13 228.1 37.3 6.12

14 228.1 37.3 6.11

15 228.2 37.3 6.12

16 228.4 37.3 6.13

17 228.1 37.2 6.13

18 228.1 37.3 6.12

19 228.2 37.2 6.13

20 228.0 37.6 6.07

21 228.7 37.8 6.04

22 228.3 37.3 6.12

23 228.0 37.2 6.13

24 228.0 37.3 6.11

25 228.3 37.5 6.09

26 228.3 37.3 6.12

Simulation No.
Resolution

Factor

20m 50m

27 228.1 37.3 6.11

28 228.0 37.3 6.11

29 228.2 37.3 6.12

30 227.9 37.3 6.10

31 228.0 37.3 6.11

32 228.1 37.2 6.12

33 228.1 37.4 6.10

34 228.2 37.3 6.11

35 228.2 37.3 6.12

36 228.1 37.1 6.15

37 227.9 37.3 6.11

38 228.1 37.4 6.10

39 228.0 37.3 6.11

40 227.8 37.3 6.11

41 228.0 37.3 6.12

42 228.8 37.3 6.14

43 227.9 37.2 6.12

44 227.9 37.4 6.09

45 227.7 37.4 6.10

46 228.3 37.2 6.13

47 228.8 37.3 6.14

48 228.2 37.4 6.10

49 227.8 37.3 6.10

50 227.8 37.3 6.11

Average 228.2 37.4 6.11
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F. Simulation Run Time Raw Data

F. Min, Max and Average Raw Data

Table F.1.: Min, Max and Average of mean water depths at non-zero pixels for north-
eastern region.

Timestep
Time

Resolution

∆t
20m 50m

Min Max Average Min Max Average

I.C. 00:00 0.000 0.000 0.000 0.000 0.000 0.000

1 00:30 0.055 0.072 0.056 0.055 0.055 0.055

2 01:00 0.109 0.144 0.111 0.109 0.109 0.109

3 01:30 0.163 0.215 0.166 0.162 0.163 0.162

4 02:00 0.215 0.284 0.220 0.212 0.215 0.214

5 02:30 0.265 0.353 0.273 0.261 0.265 0.263

6 03:00 0.314 0.421 0.326 0.308 0.315 0.311

7 03:30 0.362 0.487 0.377 0.352 0.362 0.357

8 04:00 0.011 0.552 0.398 0.394 0.408 0.401

9 04:30 0.011 0.616 0.430 0.433 0.452 0.442

10 05:00 0.010 0.678 0.459 0.470 0.494 0.482

11 05:30 0.010 0.739 0.471 0.505 0.535 0.520

12 06:00 0.010 0.798 0.432 0.537 0.573 0.555

13 06:30 0.010 0.855 0.424 0.567 0.610 0.589

14 07:00 0.010 0.911 0.401 0.010 0.646 0.417

15 07:30 0.021 0.965 0.430 0.011 0.680 0.333

16 08:00 0.032 1.018 0.460 0.010 0.714 0.206

17 08:30 0.045 1.070 0.489 0.021 0.746 0.221

18 09:00 0.057 1.119 0.518 0.032 0.776 0.237

19 09:30 0.071 1.168 0.547 0.043 0.806 0.252

20 10:00 0.010 1.215 0.552 0.054 0.833 0.266

21 10:30 0.022 1.260 0.580 0.065 0.860 0.281

22 11:00 0.011 1.304 0.595 0.075 0.885 0.295

23 11:30 0.021 1.347 0.622 0.086 0.910 0.309

24 12:00 0.011 1.388 0.635 0.096 0.932 0.322

...
...

...
...

...
...

...
...
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F. Min, Max and Average Raw Data

Timestep
Time

Resolution

∆t
20m 50m

Min Max Average Min Max Average

...
...

...
...

...
...

...
...

25 12:30 0.011 1.428 0.649 0.107 0.954 0.335

26 13:00 0.011 1.467 0.649 0.117 0.975 0.347

27 13:30 0.011 1.505 0.662 0.126 0.995 0.359

28 14:00 0.023 1.541 0.685 0.135 1.013 0.371

29 14:30 0.010 1.577 0.673 0.011 1.031 0.336

30 15:00 0.010 1.611 0.684 0.022 1.048 0.347

31 15:30 0.010 1.644 0.694 0.035 1.063 0.357

32 16:00 0.011 1.677 0.693 0.048 1.078 0.368

33 16:30 0.010 1.708 0.681 0.062 1.093 0.378

34 17:00 0.010 1.739 0.681 0.076 1.106 0.387

35 17:30 0.010 1.769 0.690 0.091 1.118 0.397

36 18:00 0.010 1.798 0.699 0.106 1.130 0.406

37 18:30 0.010 1.827 0.689 0.122 1.141 0.415

38 19:00 0.011 1.866 0.697 0.138 1.152 0.423

39 19:30 0.010 1.904 0.696 0.010 1.162 0.385

40 20:00 0.010 1.943 0.705 0.021 1.171 0.393

41 20:30 0.010 1.980 0.713 0.033 1.180 0.401

42 21:00 0.010 2.016 0.686 0.044 1.188 0.409

43 21:30 0.020 2.051 0.702 0.010 1.196 0.376

44 22:00 0.011 2.085 0.710 0.020 1.203 0.384

45 22:30 0.010 2.117 0.693 0.031 1.210 0.392

46 23:00 0.010 2.149 0.700 0.041 1.216 0.399

47 23:30 0.011 2.177 0.700 0.052 1.222 0.406

48 00:00 0.023 2.204 0.714 0.063 1.227 0.413
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F. Min, Max and Average Raw Data
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Figure F.1.: The minimum, maximum and average mean water depths at non-zero output
pixels within the north-eastern sub-region outlined in Figure 5.3 for both
model resolutions for the remaining three of the five regions not depicted in
Figure 5.5.
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F. Min, Max and Average Raw Data

Table F.2.: Min, Max and Average of mean water depths at non-zero pixels for northern
region.

Timestep
Time

Resolution

∆t
20m 50m

Min Max Average Min Max Average

I.C. 00:00 0.000 0.000 0.000 0.000 0.000 0.000

1 00:30 0.056 0.074 0.069 0.056 0.074 0.072

2 01:00 0.111 0.148 0.138 0.111 0.147 0.143

3 01:30 0.165 0.224 0.206 0.165 0.219 0.213

4 02:00 0.217 0.302 0.274 0.217 0.290 0.282

5 02:30 0.267 0.382 0.340 0.266 0.361 0.349

6 03:00 0.314 0.465 0.406 0.314 0.431 0.413

7 03:30 0.010 0.550 0.464 0.011 0.500 0.437

8 04:00 0.012 0.637 0.520 0.024 0.569 0.493

9 04:30 0.010 0.726 0.559 0.040 0.636 0.547

10 05:00 0.010 0.815 0.504 0.010 0.702 0.364

11 05:30 0.010 0.903 0.490 0.010 0.763 0.321

12 06:00 0.010 0.992 0.503 0.022 0.821 0.350

13 06:30 0.010 1.079 0.486 0.011 0.876 0.365

14 07:00 0.010 1.168 0.475 0.011 0.928 0.379

15 07:30 0.010 1.254 0.497 0.021 0.977 0.407

16 08:00 0.011 1.337 0.514 0.010 1.023 0.391

17 08:30 0.010 1.418 0.537 0.021 1.067 0.417

18 09:00 0.010 1.497 0.559 0.010 1.111 0.428

19 09:30 0.010 1.574 0.583 0.011 1.153 0.438

20 10:00 0.010 1.649 0.607 0.020 1.192 0.462

21 10:30 0.011 1.722 0.630 0.031 1.229 0.485

22 11:00 0.011 1.793 0.656 0.011 1.263 0.493

23 11:30 0.011 1.862 0.682 0.021 1.296 0.516

24 12:00 0.010 1.929 0.699 0.031 1.327 0.538

25 12:30 0.011 1.995 0.720 0.041 1.356 0.560

26 13:00 0.011 2.059 0.744 0.011 1.383 0.565

...
...

...
...

...
...

...
...
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F. Min, Max and Average Raw Data

Timestep
Time

Resolution

∆t
20m 50m

Min Max Average Min Max Average

...
...

...
...

...
...

...
...

27 13:30 0.010 2.121 0.759 0.022 1.409 0.587

28 14:00 0.010 2.181 0.770 0.011 1.433 0.590

29 14:30 0.010 2.240 0.784 0.022 1.457 0.611

30 15:00 0.010 2.297 0.786 0.035 1.478 0.631

31 15:30 0.010 2.352 0.795 0.049 1.499 0.651

32 16:00 0.010 2.406 0.816 0.010 1.519 0.652

33 16:30 0.010 2.458 0.817 0.010 1.537 0.636

34 17:00 0.010 2.509 0.829 0.010 1.555 0.607

35 17:30 0.010 2.558 0.826 0.019 1.574 0.625

36 18:00 0.010 2.606 0.834 0.010 1.592 0.613

37 18:30 0.010 2.652 0.845 0.010 1.609 0.615

38 19:00 0.010 2.697 0.860 0.021 1.626 0.632

39 19:30 0.010 2.740 0.870 0.032 1.643 0.648

40 20:00 0.010 2.783 0.877 0.011 1.659 0.650

41 20:30 0.010 2.823 0.891 0.021 1.674 0.666

42 21:00 0.020 2.863 0.912 0.032 1.690 0.681

43 21:30 0.011 2.901 0.929 0.010 1.705 0.682

44 22:00 0.010 2.939 0.938 0.010 1.719 0.682

45 22:30 0.010 2.975 0.939 0.011 1.733 0.683

46 23:00 0.010 3.010 0.937 0.010 1.747 0.684

47 23:30 0.010 3.044 0.938 0.011 1.761 0.684

48 00:00 0.010 3.077 0.929 0.022 1.774 0.698
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F. Min, Max and Average Raw Data
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Figure F.2.: The minimum, maximum and average mean water depths at non-zero output
pixels within the northern sub-region outlined in Figure 5.14 for both model
resolutions for the remaining five of the seven regions not depicted in Figure
5.18.
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G. Min, Max and Average Raw Data

G. Contour Overland Flow II
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Figure G.1.: An evolution of the average water depth overland flow throughout the 50m
resolution model simulation.
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G. Contour Overland Flow II
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Figure G.2.: An evolution of the average water depth overland flow throughout the 50m
resolution model simulation.
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H. Contour Overland Flow II

H. Patch-Pixel Composition Raw Data

Table H.1.: Patch pixel composition split by land-use type for the north-eastern region.

Patch #
5 15 16 23 24

20m 50m 20m 50m 20m 50m 20m 50m 20m 50m

Arable 4 - 19 3 7 1 18 3 12 3

Grassland 6 2 - - - - - - - -

Rough Grazing 12 2 4 1 17 3 4 1 12 1

Sub-Urban 3 - 2 - 1 - 3 - 1 -

Urban - - - - - - - - - -

Patch #
31 32 39 40 47

20m 50m 20m 50m 20m 50m 20m 50m 20m 50m

Arable 15 2 11 1 19 3 - - 11 1

Grassland - - - - 6 1 23 4 6 1

Rough Grazing 10 2 9 2 - - - - 8 2

Sub-Urban - - 5 1 - - 2 - - -

Urban - - - - - - - - - -

Patch #
48 56 63 64

20m 50m 20m 50m 20m 50m 20m 50m

Arable - - 2 - 1 - 6 1

Grassland 17 3 13 2 - - - -

Rough Grazing - - 8 2 24 4 18 3

Sub-Urban 8 1 2 - - - - -

Urban - - - - - - 1 -
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H. Patch-Pixel Composition Raw Data

Table H.2.: Patch pixel composition split by land-use type for the northern region.

Patch #
3 4 7 8 11

20m 50m 20m 50m 20m 50m 20m 50m 20m 50m

Arable 7 1 6 1 5 - 5 1 - -

Grassland 12 2 - - 15 4 20 3 22 4

Rough Grazing - - 19 3 - - - - 2 -

Sub-Urban 2 1 - - - - - - 1 -

Urban - - - - 5 - - - - -

Woodland 4 - - - - - - - - -

Patch #
14 15 16 23 24

20m 50m 20m 50m 20m 50m 20m 50m 20m 50m

Arable - - - - 4 - - - 13 3

Grassland 5 1 12 2 21 4 - - 4 1

Rough Grazing 20 3 8 1 - - 20 4 5 -

Sub-Urban - - - - - - - - 3 -

Urban - - 5 1 - - 5 - - -

Woodland - - - - - - - - - -

Patch #
25 30 31 32 38

20m 50m 20m 50m 20m 50m 20m 50m 20m 50m

Arable 3 1 - - 3 - 20 4 - -

Grassland - - - - - - - - - -

Rough Grazing 20 3 25 4 13 2 - - 25 4

Sub-Urban 2 - - - 2 - 1 - - -

Urban - - - - 7 2 4 - - -

Woodland - - - - - - - - - -

Continued on next page
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I. Patch-Pixel Composition Raw Data

Table H.2 – Continued from previous page

Patch #
39 40 41 42 47

20m 50m 20m 50m 20m 50m 20m 50m 20m 50m

Arable - - 8 1 23 4 11 2 - -

Grassland - - 2 - 1 - 8 2 - -

Rough Grazing 20 4 10 1 - - 2 - 15 2

Sub-Urban - - - - - - 4 - - -

Urban 5 - 5 2 1 - - - - -

Woodland - - - - - - - - 10 2

Patch #
48 49 50 55 56

20m 50m 20m 50m 20m 50m 20m 50m 20m 50m

Arable - - 17 3 21 3 - - - -

Grassland 1 - - - - - - - 3 -

Rough Grazing 15 3 7 1 4 1 10 2 - -

Sub-Urban 3 - - - - - - - - -

Urban 5 1 1 - - - - - 8 2

Woodland 1 - - - - - 15 2 14 2

Patch #
58 63 64

20m 50m 20m 50m 20m 50m

Arable 11 1 3 - - -

Grassland - - - - 2 -

Rough Grazing 12 3 21 4 3 -

Sub-Urban 2 - - - - -

Urban - - - - 7 2

Woodland - - 1 - 13 2

I. Model Performance Analysis

I.1. North Eastern Patch Analysis

I.1.1. Patch #23

A maximum water average depth of 0.338cm was reached in the original 20m model for

patch #23. A steady linear increase of average water depth occurred as illustrated in

sub-figure I.3d; page 375. Zero average water depth was recorded in the original 50m

model. The absence of a sub-urban pixel within the original 50m model compared to the

20m model was the key difference in pixel patch composition which contributed to vastly
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I. Patch-Pixel Composition Raw Data

different outputs. This is seen in sub-figures I.3b and I.3a. Pixel Ω39,38 was originally

designated as arable. This was replaced with sub-urban pixel properties. With this ad-

justed 50m model, the average water depth was drastically overestimated compared with

the original 20m model reaching a maximum of 0.557cm. This overestimation by 64.7% is

illustrated in sub-figures I.3d and I.3e.

I.1.2. Patch #56

Initially, the 20m model average water depth slowly increases linearly and from the start,

reaching a maximum average water depth of 0.324cm, as seen in Figure I.4d; page 376.

With the 50m model represented by two grassland and rough-grazing land-use pixels each

(sub-figure I.4b), the average water depth of the patch does not begin to rise until 08:00

hours. This late increase in average water depth sees a noticeable underestimation of

output compared to the 20m model. A peak average water depth of 0.141cm was reached

in the 50m model, underestimating the 20m model by 56.7% (sub-figure I.4e). Pixel

Ω47,40 with grassland in the 50m model was replaced with a sub-urban category to better

represent the 20m model. This alteration drastically overestimated the overall output

compared to the 20m model by 137% with a value of 0.767cm.

I.2. Northern Patch Analysis

I.2.1. Patch #15

Land coverage within the 20m model comprises of 20% urban, 48% grassland and 32%

rough grazing (sub-figure I.5a; page 377), whilst for the 50m model the respective percent-

ages are 25%, 50% and 25% (sub-figure I.5b). As proportions are similar, no adjustments

were made to the 50m model for this patch. Both model variant outputs monotonically

increase throughout the simulation. The increase rate for the 50m model stays consistent

compared to the 20m model (sub-figure I.5c). By the end the 50m model overestimated

the 20m model output by almost 50% at a value of 0.784cm compared with 0.543cm

(sub-figure I.5d).
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I.2.2. Patch #24

For patch #24, there is no sub-urban nor rough-grazing pixels within the original 50m

resolution (sub-figure I.6b; page 378) compared with its 20m model counterpart (sub-figure

I.6a). The pixel Ω10,39 is adjusted to include a sub-urban category instead of the arable

pixel to reflect the limited absorptive properties within sub-urban areas (sub-figure I.6c)

. Due to the absorptive qualities of grassland and arable pixels, zero output was recorded

within the original 50m model (sub-figure I.6d). However when a sub-urban pixel was

included in the 50m model it overestimated the output by over double, with an average

water depth of 0.448cm, compared to the 20m version which finished at 0.334cm. As the

simulation ended the difference in output between models began to converge (sub-figure

I.6e).

I.2.3. Patch #25

Within the 20m model, patch #25 contains three land-use categories. The majority is

rough grazing (80%) with arable (12%) and sub-urban (8%) making up the rest of the

patch (sub-figure I.7a; page 379). The original 50m patch is proportionally accurate for

rough grazing parameters covering 75% of the area and also contains the arable land (sub-

figure I.7b). However, no average water output was recorded in the original 50m model

due to the good absorptive properties of the rough-grazing and arable land use categories

(sub-figure I.7d). Adjusting the 50m model to include a sub-urban pixel (sub-figure I.7c)

sees the model overestimate output by over 200% at some timesteps. An average water

depth value of 0.460cm was recorded at the end of the simulation, compared to 0.195cm

in the 20m model, an overestimation by 150%.

I.2.4. Patch #32

Three land-use types make up patch #32’s 20m resolution model; arable (80%); urban

(16%); and sub-urban (4%) (sub-figure I.8a; page 380). The 50m model is composed

completely of arable pixels (sub-figure I.8b). Here one pixel in the 50m model is replaced

with an urban pixel to balance the land-use proportions between the model variants (sub-

figure I.8c). The 20m model output increases homogeneously reaching a maximum value
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of 0.608cm. However, the 50m model only begins producing output a quarter of the

way through the simulation (sub-figure I.8d), consistently underestimating the 20m model

by more than 50% (sub-figure I.8e), finishing with an average water depth of 0.194cm.

The adjusted 50m model consistently overestimates the 20m model, finishing at 0.670cm.

Towards the end of the simulation the 20m and adjusted 50m model’s output begin to

converge.

I.2.5. Patch #39

Patch #39 is composed of urban (20%) and rough grazing pixels (80%) (sub-figure I.9a;

page 381). The original 50m model contains only rough grazing pixels (sub-figure I.9b).

An urban pixel replaces a rough grazing pixel to more evenly represent the patch between

model resolution variants (sub-figure I.9c). Once again the 50m model does not begin to

record any output until roughly a quarter of the way through the simulation. It consistently

underestimates the 20m model (sub-figure I.9d), reaching 0.709cm, but rapidly converged

to match the average water depth output of the 20m model, which finished at 0.778cm. The

adjusted 50m model overestimated the average water output by over 50% for the majority

of the simulation (sub-figure I.9e) finishing with an average water depth of 1.263cm.

I.2.6. Patch #49

Three land-use types compose patch #49, namely arable (68%), rough-grazing (28%) and

urban (4%) (sub-figure I.10a). However, urban representation is omitted from the original

50m model with just arable and rough-grazing being present (sub-figure I.10b). As such no

average water depth output was recorded during the simulation of the original 50m model

(sub-figure I.10d). Pixel Ω23,61 was replaced with an urban land-use definition leading

to the output sky-rocketing to over 500% for the first half the simulation. The adjusted

model stayed well above 400% afterwards (sub-figure I.10e) finishing at 0.694cm compared

with 0.131cm for the 20m model.
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I.2.7. Patch #58

Finally, patch #58 is comprised of arable (44%), rough-grazing (48%) and sub-urban (8%)

pixels within its 20m variant (sub-figure I.11a). The original 50m variant is made up from

arable and rough-grazing pixels (sub-figure I.11b). From this the original 50m model does

not record any output as seen in sub-figure I.11d. However, when a sub-urban pixel is

included in Ω19,28 for the adjusted 50m model (sub-figure I.11c), its output overestimates

the 20m by over 200% initially. This output overestimation reduces slightly below 200%

for the remaining simulation period (sub-figure I.11e). This adjusted patch concluded at

an average water depth of 0.440cm compared with 0.157cm in the 20m model.
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(a) Original patch composition, 20m.
(b) Original patch composition, 50m.

(c) Adjusted patch composition, 50m.
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Figure I.3.: Patch 23 - Original land composition within the 20m (I.3a) and 50m (I.3b)
resolution models along with an adjusted 50m resolution patch (I.3c) with
absolute water depth values for each model (I.3d) and relative 50m output
values compared with the 20m model (I.3e).
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(a) Original patch composition, 20m. (b) Original patch composition, 50m.

(c) Adjusted patch composition, 50m.
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Figure I.4.: Patch 56 - Original land composition within the 20m (I.4a) and 50m (I.4b)
resolution models along with an adjusted 50m resolution patch (I.4c) with
absolute water depth values for each model (5.9d) and relative 50m output
values compared with the 20m model (I.4e).
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(a) Original patch composition, 20m. (b) Original patch composition, 50m.
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Figure I.5.: Patch 15 - Original land composition within the 20m (I.5a) and 50m (I.5b)
resolution models with absolute water depth values for each model (I.5c) and
relative 50m output values compared with the 20m model (I.5d).
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(a) Original patch composition, 20m. (b) Original patch composition, 50m.

(c) Adjusted patch composition, 50m.

00:00 06:00 12:00 18:00 24:00
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

20m
50m
Adj. 50m
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Figure I.6.: Patch 24 - Original land composition within the 20m (I.6a) and 50m (I.6b)
resolution models along with an adjusted 50m resolution patch (I.6c) with
absolute water depth values for each model (I.6d) and relative 50m output
values compared with the 20m model (I.6e).
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(a) Original patch composition, 20m. (b) Original patch composition, 50m.

(c) Adjusted patch composition, 50m.
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composition.
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Figure I.7.: Patch 25 - Original land composition within the 20m (I.7a) and 50m (I.7b)
resolution models along with an adjusted 50m resolution patch (I.7c) with
absolute water depth values for each model (I.7d) and relative 50m output
values compared with the 20m model (I.7e).
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(a) Original patch composition, 20m. (b) Original patch composition, 50m.

(c) Adjusted patch composition, 50m.
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composition.
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Figure I.8.: Patch 32 - Original land composition within the 20m (I.8a) and 50m (I.8b)
resolution models along with an adjusted 50m resolution patch (I.8c) with
absolute water depth values for each model (I.8d) and relative 50m output
values compared with the 20m model (I.8e).
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(a) Original patch composition, 20m. (b) Original patch composition, 50m.

(c) Adjusted patch composition, 50m.
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Figure I.9.: Patch 39 - Original land composition within the 20m (sub-figure I.9a) and
50m (sub-figure I.9b) resolution models along with an adjusted 50m resolution
patch to match more closely proportionally with the 20m model (sub-figure
I.9c) with absolute water depth values for each model (sub-figure I.9d) and
relative 50m output values compared with the 20m model (sub-figure I.9e).
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(a) Original patch composition, 20m. (b) Original patch composition, 50m.

(c) Adjusted patch composition, 50m.
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(d) Absolute water depth values for each patch
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Figure I.10.: Patch 49 - Original land composition within the 20m (I.10a) and 50m (I.10b)
resolution models along with an adjusted 50m resolution patch (I.10c) with
absolute water depth values for each model (I.10d) and relative 50m output
values compared with the 20m model (I.10e).
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(a) Original patch composition, 20m.
(b) Original patch composition, 50m.

(c) Adjusted patch composition, 50m.
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composition.
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Figure I.11.: Patch 58 - Original land composition within the 20m (I.11a) and 50m (I.11b)
resolution models along with an adjusted 50m resolution patch (I.11c) with
absolute water depth values for each model (I.11d) and relative 50m output
values compared with the 20m model (I.11e).
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J. Non-Uniform Model Input Analysis: Scenario 3 - North

West

J.1. Movement 20m

The fictitious storm described in Section 6.1 again moves from south-west to north-east.

However it concentrates its input in the north-west corner of the computational domain.

Each column of Figures J.12, J.13, J.14 and J.15 illustrate the model input (sub-figures

J.12(a), (e) and (i) and J.13(a) and (e)), average water depth (sub-figures J.12(b), (f) and

(j) and J.13(b) and (r)), unit-width horizontal velocity in the x− direction (sub-figures

J.12(c), (g) and (k) and J.13(c) and (g)) and unit-width horizontal velocity in the y−

direction respectively (sub-figures J.12(d), (h) and (l) and J.13(p) and (t)).

With the bulk of the model input at ∆t = 01 : 30 coming between pixels columns 1-10,

some overland flow is immediately noticeable on the western boundary of the domain

(sub-figure J.12(b))). As the storm intensity decreases at ∆t = 12 : 00, average water

depth values in the western part of the domain are above 10cm, moving in a south-eastern

direction (sub-figures J.12(j), (k) and (l)). Some shallow overland flow is working its way

along the urban pixels in the north-western part of the domain also.

By ∆t = 24 : 00, the average water depth along the north-west and dispersed longitudi-

nally. There are also some signs that the western domain region of flooding is beginning

to disperse. At ∆t = 16 : 30, average water depths were above 10cm (sub-figure J.13(b)).

However after 24 hours, some pixels’ average water depths have gone below 10cm. The

mean unit-width horizontal velocities continue to move in a south-easterly direction. These

observations persist for timesteps ∆t = 30 : 00, 36 : 00, 42 : 00, 48 : 00 with negligible

differences between them.
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J. Patch-Pixel Composition Raw Data

J.2. Static 20m

In Figures J.16 and J.17, sub-figures J.16(a), (e) and (i) and sub-figure J.17(a) show the

temporal and spatial location of the fictitious storm for the static scenario. This storm

was placed in the north-west corner of the computational domain. Initially, the storm

traced the urban land-use pixels in the northern part of the domain with a low average

water depth (sub-figure J.16(b)). At ∆t = 06 : 00, the average water depth rose above

5cm with further pixels to the south of the road also experiencing flooding. It is here also

where one can see a divergence in the unit-width horizontal velocity in the y−direction

(sub-figure J.16(h)). This continues at ∆t = 12 : 00 with average water depths breaching

10cm (sub-figure J.16(j)) and the divergence of the velocities strengthening (sub-figure

J.16(l)). This pattern of behaviour continues throughout timesteps ∆t = 16 : 30 and

∆t = 24 : 00 (Figure J.17). Figures J.18 and J.19 show the flooding effect after the storm

event. Average water depths have fallen below 10cm in the main by ∆t = 30 : 00 (sub-

figure J.18(b)). The unit-width horizontal velocity in the y−direction is clearly visible too

in the north-western part of the computational domain (sub-figure J.18(d)). This pattern

continues throughout the remainder of the simulation. By ∆t = 48 : 00, the overland flow

has travelled south-eastward (sub-figure J.19(f)).
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J. Patch-Pixel Composition Raw Data
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J. Patch-Pixel Composition Raw Data

J.3. Movement 50m

Figures J.20, J.21, J.22 and J.23 follow the same format as the figures discussed above.

Initially the storm is concentrated within the first ten pixels of the 50m resolution mode

(Figure J.20(a)) with an average water depth below 5cm (sub-figure J.20(b)). By ∆t =

12 : 00, most of the storm has passed and a majority of the flooding occurs on the western

boundary of the computational domain (sub-figure J.20(j)) reaching above 10cm in some

parts. A strong unit-width horizontal velocities going in a south-easterly direction (sub-

figures J.20(k) and J.20(l)) is easily identifiable. As the storm dissipates, the number

of pixels with an average water depth above 10cm diminishes quickly by ∆t = 24 : 00,

with flood water moving in a south-easterly direction still (sub-figures J.21(f), (g) and

(h)). Figures J.22 and J.23 depict the second half of the scenario. The majority of pixels

contain an average water depth between 1 and 10cm (sub-figure J.22(b)). Throughout

the timesteps these average water depths continue to diminish and by ∆t = 48 : 00 the

majority of pixels are experiencing a mean water depth of below 5cm (sub-figure J.23(f)).

394 Appendix



J. Patch-Pixel Composition Raw Data
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J. Patch-Pixel Composition Raw Data

J.4. Static 50m

For the static scenario, the storm is located in the north-west corner of the computational

domain, as seen in Figures J.24 and J.25. At ∆t = 12 : 00 flooding is concentrated in

the north-west corner of the computational domain with values between 10 and 15cm,

moving in a south-westerly direction. This continues throughout and by ∆t = 18 : 00 a

large majority of pixels near the computational boundary have an average water depth

of 15cm (sub-figure J.25(b)). These pixels are moving at or beyond 15cm/30mins in a

south-easterly direction (sub-figures J.25(c) and (d)). As the simulation continues the

overland flow reaches pixels Ω(i, j) = Ω(1−20, 20−30), with a majority at a depth of between

10 and 15cm (Figure J.26(f)) at ∆t = 36 : 00. At the end of the simulation (sub-figure

∆t = 48 : 00), this region continues to record overland flow, but at a lower depth of 5-10cm

(sub-figure J.27(f)) and continues to move in a south-easterly direction at a strong pace

(sub-figures J.27(f) and (g)).
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J. Patch-Pixel Composition Raw Data

0.375
0.75
1.125

1.5

1
10

20
30

40
50

1

10 20 30 40

0 0.5

1 1.5

2 2.5

3

RF input at timestep [cm]

(a)
∆
t
=

01
:
30

1
10

20
30

40
50

1

10 20 30 40

0 5 10 15

Avg. water depth [cm]

(b
)
∆
t
=

0
1
:
3
0

1
10

20
30

40
50

1

10 20 30 40

-15

-10

-5 0 5 10 15

Avg. Unit Width Flux [cm/30mins]

(c)
∆
t
=

0
1
:
30

1
10

20
30

40
50

1

10 20 30 40

-15

-10

-5 0 5 10 15

Avg. Unit Width Flux [cm/30mins]

(d
)
∆
t
=

01
:
30

0.375
0.75
1.125

1.5

1
10

20
30

40
50

1

10 20 30 40

0 0.5

1 1.5

2 2.5

3

RF input at timestep [cm]

(e)
∆
t
=

06
:
00

1
10

20
30

40
50

1

10 20 30 40

0 5 10 15

Avg. water depth [cm]

(f)
∆
t
=

0
6
:
0
0

1
10

20
30

40
50

1

10 20 30 40

-15

-10

-5 0 5 10 15

Avg. Unit Width Flux [cm/30mins]

(g
)
∆
t
=

0
6
:
00

1
10

20
30

40
50

1

10 20 30 40

-15

-10

-5 0 5 10 15

Avg. Unit Width Flux [cm/30mins]

(h
)
∆
t
=

06
:
00

0.375

1
10

20
30

40
50

1

10 20 30 40

0 0.5

1 1.5

2 2.5

3

RF input at timestep [cm]

(i)
∆
t
=

1
2
:
0
0

1
10

20
30

40
50

1

10 20 30 40

0 5 10 15

Avg. water depth [cm]

(j)
∆
t
=

1
2
:
0
0

1
10

20
30

40
50

1

10 20 30 40

-15

-10

-5 0 5 10 15

Avg. Unit Width Flux [cm/30mins]

(k
)
∆
t
=

1
2
:
00

1
10

20
30

40
50

1

10 20 30 40

-15

-10

-5 0 5 10 15

Avg. Unit Width Flux [cm/30mins]

(l)
∆
t
=

12
:
00

F
igu

re
J
.24

.:
S
cen

ario
2
-
N
o
rth

-w
estern

sta
tic

storm
-
50m

resolu
tion

m
o
d
el.

E
ach

row
p
resen

ts
in
d
iv
id
u
al

tim
estep

s
∆
t
=

01
:
30,

∆
t
=

06
:
00

an
d

∆
t
=

1
2
:
00.

S
u
b
-fi
gu

res
(a
),

(e)
an

d
(i)

sh
ow

th
e
ev
olu

tion
of

th
e
fi
ctitiou

s
storm

d
u
rin

g
th
e
sim

u
lation

.
S
u
b
-fi
gu

res
(b
),

(f)
an

d
(j)

sh
ow

th
e
avera

ge
w
a
ter

d
ep

th
at

th
eir

given
tim

estep
s.

S
u
b
-fi
gu

res
(c),

(g)
an

d
(k
)
d
ep

ict
th
e
m
ean

u
n
it-w

id
th

h
orizon

tal
fl
u
x
in

th
e
x−

d
irection

.
S
u
b
-fi
g
u
res

(d
),
(h
)
an

d
(l)

d
ep

ict
th
e
m
ean

u
n
it-w

id
th

h
orizon

tal
fl
u
x
in

th
e
y−

d
irection

.

400 Appendix



J. Patch-Pixel Composition Raw Data
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