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Abstract

Finding life beyond the Earth remains one of the major drivers of science today. The

search for extra-solar life has predominantly been based on Earth-like biosignatures from

across Earth’s history, such as oxygen and methane. Life on Earth has changed dramat-

ically since the origin of life, with life on the early Earth potentially an important period

to understand when looking for life on other planets. In this thesis, I investigate the in-

teraction between life and the environment, with a general focus on life before the advent

of oxygenic photosynthesis. Methane is thought to have been an important greenhouse

gas during the Archean, although its potential warming has been found to be limited

at high concentrations due to its high shortwave absorption. I used the Met Office Uni-

fied Model (UM), a general circulation model, to further explore the climatic effect of

different Archean methane concentrations. Surface warming peaks at a pressure ratio

pCH
4
:pCO

2
of approximately 0.1, reaching a maximum of up to 7 K before significant

cooling above this ratio. Equator-to-pole temperature differences also tend to increase up

to pCH
4
≤ 300 Pa, which is driven by a difference in radiative forcing at the equator and

poles by methane and a reduction in the latitudinal extend of the Hadley circulation. 3D

models are important to fully capture the cooling effect of methane, due to these impacts

of the circulation. I then shift the focus to exoplanets. The majority of detected potentially

habitable exoplanets orbit stars cooler than the Sun and are therefore irradiated by a stellar

spectrum that peaks at longer wavelengths than the spectrum incident on Earth. I present

results from a set of simulations of tidally locked terrestrial planets orbiting three different

host stars to isolate the effect of the stellar spectra on the simulated climate. Specifically, we

perform simulations based on TRAPPIST-1e, adopting an Earth-like atmosphere and us-

ing the UM. Whilst holding the planetary parameters constant, including the total stellar

flux (900 W/m
2
) and orbital period (6.10 Earth days), we compare results between simula-

tions where the stellar spectrum is that of a quiescent TRAPPIST-1, Proxima Centauri, and

the Sun. In simulations with cooler host stars, an increased proportion of incident stellar

radiation was absorbed directly by the troposphere compared to the surface. This in turn

led to an increase in the stability against convection, that is, a reduction in overall cloud
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coverage on the dayside (reducing scattering), leading to warmer surface temperatures.

The increased direct heating of the troposphere also led to more efficient heat transport

from the dayside to the nightside and therefore to a reduced day-night temperature con-

trast. We inferred that planets with an Earth-like atmosphere orbiting cooler stars had

lower dayside cloud coverage, potentially allowing habitable conditions at increased or-

bital radii, compared to similar planets orbiting hotter stars for a given planetary rotation

rate. Finally, after improving our understanding of the Archean and Earth-like planets

orbiting M-dwarf planets, I focus on the interaction between the biosphere and the atmo-

sphere for Earth and how this may differ on a planet orbiting an M-dwarf, TRAPPIST-1e,

and the possible effect this may have on the detection of life on such a planet. I develop

and apply a coupled 1D atmosphere-ocean-ecosystem model to understand how primi-

tive biospheres that exploit free-energy gradients between possible abiotic sources of H
2
,

CO and O
2

could influence the atmospheric composition of rocky terrestrial exoplanets. I

apply this to the Earth at 3.8 Ga and to TRAPPIST-1e. I focus on metabolisms that evolved

before the evolution of oxygenic photosynthesis, which consume H
2

and CO and produce

potentially detectable levels of CH
4
. Oxygen-consuming metabolisms are also considered

for TRAPPIST-1e as abiotic oxygen production is predicted. I show that these primitive

biospheres can lead to high levels of abiotic oxygen (close to 10%), which is a result of

converting an H
2

flux into a biotic CH
4

flux which could stabilise high oxygen scenarios.

The inclusion of oxygen-consuming metabolisms could lower oxygen levels to around 10

parts per million and support a productive biosphere at low reductant inputs. I find that

CO metabolism is as productive as H
2

metabolisms for a planet orbiting an M-dwarf. Us-

ing predicted transmission spectral features from CH
4
, CO, O

2
/O

3
and CO

2
across the

hypothesis space for tectonic reductant input, I show that biotically produced CH
4

may

only be detectable at high reductant inputs. CO is also likely to be a dominant feature in

transmission spectra for planets orbiting M-dwarfs, which could reduce the confidence

in any potential biosignature observations linked to this species. Finally, this thesis cov-

ers future work, and some proof of concept experiments that advance the discussed work

further.
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Chapter 1

Introduction

The question of whether there is life out there in the universe has been posed for as long

as human kind has looked into the skies. Planets located outside of the Solar System are

known as exoplanets, and since the discovery of the first by Wolszczan and Frail (1992),

many thousands have since been discovered. Characterisation of some of these planets

has found exotic atmospheres that would have once been scarcely believable. With the

capability to characterise the atmospheres of more Earth sized planets approaching in the

near future, it is important to understand what inhabited planets may look like, and look

beyond the current composition of the Earth’s atmosphere.

The Earth has been inhabited for at least 3.7 billion years (Rosing 1999; Hassenkam

et al. 2017), with some estimates of life stretching as far back as the formation of the Earth.

Thus, the Earth itself provides a diverse range of inhabited states over its history. The

Archean, spanning from roughly 4 to 2.5 billion years ago, is the period where life first

emerged, with the atmosphere very alien to the one we know today. The atmosphere was

oxygen poor, inhospitable to the animals that later evolved, including us. In order to get

where we are at now, a series of unlikely and difficult evolutionary steps were required

(Watson 2008), which means the majority of inhabited planets could remain in some of

these early stages, such as the Archean. Planets with Archean-like life may be most likely

to be found and so it is important to better understand both the Archean on Earth and

how the Archean may differ for other planets.
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As we are most likely to detect life indirectly though observing the atmosphere, it is

important to understand how life interacts with the atmosphere, and how the atmospheric

circulation of these planets may affect detectability.

This thesis works towards improving our understanding of the Archean Earth, and

the interaction of life with the atmosphere prior to the evolution of oxygen photosynthe-

sising organisms. This is considered for the Earth and for exoplanets, with the aim of

improving our understanding of what biosignatures may look like on other planets, if

they host life that resembles that of the early Earth.

1.1 Structure of the thesis

This thesis is laid out as follows. Chapter 2 introduces our current understanding of the

Archean Earth in terms of the atmospheric composition and the timeline of the evolution

of life. This chapter then discusses the state of detection and characterisation of terrestrial

Earth-like exoplanets and our understanding of biosignatures. Chapter 3 discusses the

various modelling types that are important to understand the atmospheres of terrestrial

planets that are used in this thesis, which includes general circulation models (GCM) and

biogeochemical models of the atmosphere and ocean. Chapter 4 investigates the role of

methane on the climate of the Archean Earth using a GCM. Chapter 5 compares the effect

of stellar type on the climate of a tidally locked planet. A coupled model of the atmosphere

and biosphere is then investigated in Chapter 6, to establish differences in the atmospheric

composition of biotic and abiotic configurations of the Earth and a hypothetical inhabited

planet orbiting TRAPPIST-1. Finally, Chapter 7 concludes this thesis and presents ideas

and proofs of concept for future work.
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Chapter 2

Background to Archean Earth and

terrestrial exoplanets

In this section, I provide context to the background of the fields of the Archean Earth and

terrestrial exoplanets that are advanced in this thesis. A history of the Earth and more

specifically the Archean are provided, focusing on conditions and processes for life and

the atmosphere. This is followed by a background of the exoplanet field, and the prospects

of detecting and characterising the atmospheres of planets with similar properties to the

Earth, which with current and near future telescopes is likely to be restricted to planets

orbiting M-dwarfs. Together, these provide the context for the rest of this thesis on how

connecting these elements is important to finding and interpreting biosignatures on other

planets.

2.1 The Earth and the Archean Eon

Since the formation of the Earth, the Earth has had many different habitable environments,

with billions of years worth of examples of the interaction between life and the planet

(Lenton and Watson 2011; Olson et al. 2018). The evolution of the Earth’s atmospheric

composition is shown in Figure 2.1. Oxygen is thought to have risen in the atmosphere

during two oxidation events at the beginning and end of the Proterozoic to reach the

levels found today (Holland 2006; Och and Shields-Zhou 2012). Carbon dioxide is likely
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to have steadily declined in response to a warming Sun (Walker et al. 1981), while methane

concentrations would have been much higher during the Archean (Zahnle et al. 2019)

following the evolution of methanogens in this low oxygen environment (Kharecha et

al. 2005; Sauterey et al. 2020). Earth’s history thus provides many examples of different

habitable worlds with different atmospheric compositions. The first eon of Earth’s history

is the Hadean.

The Hadean spanned the formation of the Earth through to the start of the Archean

at 4.0 Ga. During this period, the moon formed (Thiemens et al. 2019), as did the oceans

(Harrison 2009), whilst there was a significant evolution of the atmosphere. The atmo-

spheric affected by outgassing, ingassing (gas being taken up by the mantle) and the ad-

dition of volatiles from impacts (Catling and Kasting 2017, Ch. 6). The composition of

the Hadean atmosphere is limited due to the lack of a geological record from then. The

presence of an ocean could support a carbon cycle that stabilises carbon dioxide and the

climate over million year timescales (Krissansen-Totton et al. 2018a). The lack of geologi-

cal evidence, leads to a lack of estimates for the potential atmospheric composition of the

Hadean (Figure 2.1).

The Archean Eon on Earth spanned 4.0-2.5 Ga - approximately a third of the Earth’s

total history. The Archean preceded the Great Oxidation Event (GOE) and, therefore, had

a more reducing atmosphere compared to the present day, with evidence for oxygen being

a trace gas (Zahnle et al. 2006), at concentrations less than 600 parts per billion (Gregory

et al. 2021). Furthermore, compared to the present day, the Archean likely had higher

concentrations of carbon dioxide and methane and potentially a lower surface pressure

(Catling and Zahnle 2020). Life was thought to have originated around the start of the

Archean (Rosing 1999; Knoll and Nowak 2017), with oxygenic photosynthesis evolving

later in the Archean between 3.2 to 2.7 Ga (Catling and Zahnle 2020), which led to the

eventual rise in oxygen. The GOE, however, occurred at least a few hundred million years

after the evolution of oxygenic photosynthesis, at around 2.4 Ga (Warke et al. 2020).

Improving our understanding of the Archean is important to understand how this

period remained warm despite the faint young Sun (described in more detail in Sec-

tion 2.1.2), as well as how early life may have interacted with and driven changes in at-
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Figure 2.1: Showing the potential atmospheric evolution of key gases from the Archean, through to the

present day. The major rises in atmospheric oxygen, termed the great oxidation event (GOE) and the Neo-

proteozoic oxidation event (NOE), are marked as occurring around 2.4 Ga and 0.6 Ga respectively. Major

evolutionary land marks are also included, showing the range where methanogens and oxygenic photosyn-

thesis could have evolved, as well as the spread of land plants around 0.4 Ga. This figure is adapted from

Catling and Zahnle (2020).
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mospheric composition. The latter of these is an important example of how life may work

on other planets, providing additional data points for potential biosignatures. Geological

evidence has led to many discoveries about the conditions and potential processes during

the Archean. Understanding the Archean provides insight into life during this period and

could increase our understanding of what signs of life may look like on other planets.

2.1.1 Evolution of life on Archean Earth

Following the formation of the Earth, it is apparent that life evolved relatively quickly, with

geological evidence of life from at least 3.7 Ga (Rosing 1999), with the origin of life poten-

tially occurring much earlier (Knoll and Nowak 2017). Methanogens, methane producing

organisms, were believed to be one of the first organisms to have evolved (Battistuzzi et

al. 2004; Schopf et al. 2018). Many methanogens are autrotrophic, meaning they produce

organic carbon molecules by reducing CO
2
. Other examples of autotrophs are plants and

other photosynthesisers. Methanogens, however, generate energy to produce biomass,

which is stored in adenosine triphosphate (ATP) for use in other reactions, which, for

H
2
–consuming methanogens takes the form of

CO
2

+ 4 H
2

CH
4

+ 2 H
2
O (+ energy), (R2.1)

with the ATP subsequently used to generate biomass, CH
2
O, via

CO
2

+ 2 H
2
(+ energy) CH

2
O + 2 H

2
O. (R2.2)

Measurements of this process have found that for 1 mol of biomass to be produced,

around 10 mol of CO
2

are required to be metabolised (Schonheit et al. 1980; Fardeau and

Belaich 1986; Morii et al. 1987), via Reaction R2.1. CH
2
O in this context represents organic

carbon, which represents the mean ratios of carbon, oxygen and hydrogen in organic mat-

ter. Other elements including nitrogen and phosphorus are also required in organic mat-
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ter in smaller ratios (Redfield 1934). Nitrogen and phosphorus may be limiting factors to

producing organic matter, with substantial sources of biologically available nitrogen not

clearly established in the Archean (Stüeken et al. 2016). Possible abiotic sources of nitro-

gen could have been through atmospheric HCN production (Zahnle 1986; Tian et al. 2011)

or lightning, before nitrogen fixers evolved. However, prior to the evolution of oxygenic

photosynthesis, it is thought that electron donor supply (H
2

in this case) was the limiting

factor to primary productivity (Ward et al. 2019). Primary productivity is the rate at which

biomass is produced by primary producers.

CO metabolism by autotrophs is also thought to have evolved early in life’s history

(Ferry 2006; Lessner et al. 2006; Weiss et al. 2016), with a possible metabolism of

4 CO + 2 H
2
O 2 CO

2
+ CH

3
COOH (+ energy), (R2.3)

with this energy is again used to create organic carbon via a pathway similar to Reac-

tion R2.2, via anabolism of CO, such as via

2 CO + H
2
O (+ energy) CH

2
O + CO

2
. (R2.4)

Heterotrophs, organisms that consume living or dead organic matter, could have

evolved following the evolution of autotrophic organisms. These would convert the ma-

jority of organic carbon back to CH
4

and CO
2
. Examples of these are acetogenic bacteria

(fermentors) and acetotrophic methanogens, which would have the following pathway

for recycling organic carbon

2 CH
2
O

acetogens

CH
3
COOH

acetotrophs

CH
4

+ CO
2
. (R2.5)
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These pathways allow for recycling of organic carbon and reduce organic carbon burial.

Organic carbon burial is the process of organic carbon or biomass descending to the seabed

and forming new sediments.

Oxygenic photosynthesis evolved later in the Archean between 3.2 to 2.7 Ga (Catling

and Zahnle 2020), with stromatolites and microbial mats from the time having shown

signs of this (Bosak et al. 2009; Flannery and Walter 2012; Riding et al. 2014; Homann

et al. 2015). Signs of oxygen production are also present in evidence of oxidative weath-

ering taking place on continents (Planavsky et al. 2014), and trends in sulphur isotopes

are suggestive of localised oxygen production (Zerkle et al. 2012; Eickmann et al. 2018).

At some point between the evolution of oxygenic photosynthesis and the origin of life,

anoxic photosynthesis could have evolved, as the photosyntheitc machinery used by oxy-

genic photosynthesisers are though to have evolved from these (Hohmann-Marriott and

Blankenship 2011; Cardona 2019). Photosynthesisers would have had the capability to

use energy from the Sun to create biomass rather than chemical metabolisims, increasing

the growth rate of such systems.

2.1.2 Faint Young Sun problem

Solar models suggest that the Sun has not always been as luminous as it is today (Feulner

2012). As discussed in Charnay et al. (2020), as the Sun fuses hydrogen into helium the

mean molecular weight of the Sun’s core increases. The core then contracts and warms

to maintain the balance between the pressure gradient and gravitational forces. This in-

creases the rate of fusion, which causes the photosphere to expand, which increases the

area of the emitting surface causing Solar flux to increase with time. The long term evo-

lution can be approximated by the following simplified formula as a function of time, 𝑡,

from when the Sun entered the main sequence Gough (1981):

𝐿(𝑡)
𝐿⊙

=
1

1 + 2

5

(
1 − 𝑡

𝑡⊙

) , (2.1)

where 𝐿⊙ = 3.85 × 10
26

W is the modern day solar luminosity, 𝑡⊙ = 4.57 × 10
9

yr is the

present day time since the Sun entered the main sequence. This simple model provides
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Figure 2.2: Showing the solar luminosity evolution, from a simple model (Reaction 2.1 from Gough (1981)

and a more sophisticated solar model (Bahcall et al. 2001)). This Figure is from Feulner (2012).

good agreement with solar models such as Bahcall et al. (2001) from 4.2 Ga to the present

day, shown in Figure 2.2. Using Equation 2.1, over the course of the Archean the Solar

luminosity would have evolved from 74.1% to 82.0% of the present day value.

Under the present atmospheric composition the Earth would have been globally ice

covered (known as a snowball state) prior to∼2.0 Ga (Kasting and Catling 2003). However,

there is ample evidence that the Earth was not in a snowball state (for example see Feulner

2012; Charnay et al. 2020). This was termed the faint young Sun (FYS) paradox (Sagan and

Mullen 1972), with uncertainty over what kept the early Earth warm. The resolution of

the FYS paradox is likely to be due to increased greenhouse gas concentrations during the

Archean, particularly carbon dioxide (Charnay et al. 2020), as well as methane.

The resolution to the FYS paradox is a result of a difference in atmospheric composi-

tion, with the Archean atmosphere being very different to that of today. In particular, CO
2

and CH
4

were thought to be higher, as shown in Figure 2.1. Reviews by Feulner (2012)

and Charnay et al. (2020) discuss this in more detail, however the exact composition of

the Archean environment remain unknown. In Section 2.1.3.1 I summarise evidence for

differences in the atmospheric composition as well as other differences in conditions that



10
CHAPTER 2. BACKGROUND TO ARCHEAN EARTH AND TERRESTRIAL

EXOPLANETS

have been predicted.

2.1.3 Conditions during the Archean

Geological evidence for life and atmospheric composition are key to reconstructing con-

ditions during the Archean, providing a parameter space that can be explored in models.

Here, I outline evidence for low O
2

and, potentially, N
2

and higher CO
2

and CH
4

atmo-

spheric abundances, as well as considering differences in cloud properties and the land

surface during the Archean.

2.1.3.1 Oxygen - A reduced atmosphere

Possibly the biggest contrast in the atmospheric composition between the present day and

the Archean is the molecular oxygen abundance. During the Archean, oxygen was a trace

gas and there was no ozone layer. Evidence for this comes from the sulphur, S, record (for

detailed discussion see Ono 2017). Sulphur has 4 stable isotopes,
32

S,
33

S,
34

S and
36

S, which

each have a standard abundance relative to one another. Changes in the relative abun-

dance of these isotopes can be attributed to either mass dependent fractionation (MDF)

or mass independent fractionation (MIF). MDF is caused predominantly by changes in

the vibrational energies for chemical bonds within a molecule, which are directly related

to the mass of the atoms and are associated with processes involving microbes. MIF of

isotopes accounts for fractionations that do not follow this relationship. S–MIF is present

in the rock record until 2.501 to 2.434 Ga (Warke et al. 2020), after which it disappears.

The S–MIF signals can be generated in the atmosphere via photochemistry in the

absence of oxygen and an ozone layer, which absorbs radiation in the region of 180—

300 nm, allowing significant UV in this range to enter the troposphere. The photolytic

destruction of SO
2
, SO

2
+ hv SO + O, is one pathway that can generate S–MIF, given

an availability of photons between 180—220 nm (Farquhar et al. 2000; Farquhar 2001).

Following the generation of a S–MIF signal, it must be preserved, and in oxic atmosphere

sulphur is deposited as SO
2
or as the sulphate aerosol meaning any S–MIF signal generated

is lost with all SO returning to its oxidised form. In reduced atmospheres, atmospheric

deposition of sulphur also occurs through the reduced forms HS
2

and S
8
, which preserves
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S–MIF having formed from the further reduction of SO (Pavlov and Kasting 2002; Ono et

al. 2003). 1D photochemical models, discussed in Chapter 3, have been used to constrain

surface oxygen concentrations during the Archean to be less than 10
−5

present atmospheric

level (PAL) to be able to generate S–MIF signals (Pavlov and Kasting 2002).

As well as the S–MIF record, further evidence also suggests the Archean was a low

oxygen environment. Riverine sediments dating back to the Archean have been found

to include minerals such as pyrite, uranite and siderite, which would oxidise, dissolve or

rust at higher O
2

levels (Rasmussen and Buick 1999; Johnson et al. 2014).

The disappearance of the S-MIF at around 2.4 Ga in the paleoproterozoic, suggests

there was a rise in atmospheric concentrations at this point, which has been termed the

Great Oxidation Event (GOE). The mechanism for this rise and controls of atmospheric

oxygen are described in Section 2.1.4.1.

Oxygen is an oxidising species, meaning it readily reacts with reduced species through

donating electrons. The presence of high levels of oxygen today leads to relatively short

lifetimes for reduced species such as methane, which are readily oxidised. In the Archean

atmosphere however, the low oxygen content meant species like methane had much longer

lifetimes and could have reached higher concentrations, as in Figure 2.1. The Archean is

considered a weakly reducing atmosphere, because despite the high prevalence of reduc-

ing gases, oxidised species such as CO
2
are still found in high abundance, which would not

occur in more reduced atmospheres such as the atmosphere of Titan, which is dominated

by N
2

and CH
4

(Niemann et al. 2005).

2.1.3.2 Carbon dioxide

An increased concentration of CO
2

is thought to be key to, at least partially, resolving the

FYS problem. Geological evidence suggests that CO
2

concentrations were much higher

throughout the Archean compared to the present atmospheric level. Mass balance calcu-

lations from CO
2

dissolved in rainwater from weathered soils provide estimates of CO
2

10–50 PAL at 2.69 Ga (Driese et al. 2011) and 7.7–69 PAL at 2.2 Ga (Sheldon 2006). At these

levels, other warming processes are also required (Charnay et al. 2020). However, these

may be lower limits, as it is assumed that all the CO
2
weathering was 100% efficient (Catling
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and Zahnle 2020). Another method using chemical compositions of paleosols predicts

CO
2

85-510 PAL at 2.77 Ga, 78-2500 PAL at 2.75 Ga and 160–490 PAL at 2.45 Ga (Kanzaki

and Murakami 2015). This study had a weaker dependence of weathering on CO
2

con-

centrations leading to higher predictions compared to values estimated in Sheldon (2006)

and Driese et al. (2011) (Catling and Zahnle 2020).

More recent approaches to constrain CO
2

have come about in the process of ex-

plaining the oxidation of fossilised micrometeorites from 2.7 Ga (Tomkins et al. 2016).

These suggest a lower limit for atmospheric CO
2

concentration of greater than between

23–70% (Payne et al. 2020; Lehmer et al. 2020; Huang et al. 2021). With N
2

levels simi-

lar to the present, the climate at these CO
2

concentrations would be much warmer than

the mean surface temperature of the preindisutrial Earth (around 287 K) and upwards of

300 K (Payne et al. 2020). Geological evidence, suggests there may have been glaciations

at this time (Ojakangas et al. 2014), which may suggest lower abundances of N
2
, and thus

a lower surface pressure than today, which is discussed further in Section 2.1.3.4. This

is supported by Rimmer et al. (2019), who found that the micrometeorites may be more

readily oxidised in atmospheres with lower surface pressures.

2.1.3.3 Methane and larger hydrocarbons

Low levels of atmospheric oxygen increase the atmospheric lifetime of reduced gases such

as methane, which would otherwise be readily oxidised to CO
2
in the modern atmosphere.

The presence of methanogens and methanotrophs, inferred from the presence of light

organic carbon (biological processes preferentially uptake
12

C compared to the heavier

13

C) suggests that CH
4

was abundant (Stüeken and Buick 2018). Further, modelling work

suggests that methane must have been greater than 10 ppmv to allow the formation of

S
8

and thus a S—MIF signal (Zahnle et al. 2006). Mass fractionations in Xe isotopes from

3.5 Ga could be explained by hydrogen escape, which would have required at least 1% total

hydrogen (Zahnle et al. 2019). With a methanogen biosphere thought to be prevalent at

this point, the majority of total hydrogen at the surface would be in the form of methane

(Kharecha et al. 2005), providing a methane constraint of >5000 ppmv (Zahnle et al. 2019).

Methane has a secondary impact on the climate through its importance in the forma-
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tion of hydrocarbon hazes, similar to those on Titan (Trainer et al. 2006), and it is suggested

that there may have been periods during the Archean where a haze layer was present

(Domagal-Goldman et al. 2008; Izon et al. 2015). Haze forms when the CH
4
:CO

2
ratio

exceeds approximately 0.1 (Trainer et al. 2006), with modelling work suggesting that sig-

nificant haze could lead to global glaciation (Arney et al. 2016). A haze layer could have

affected S–MIF records by blocking UV radiation, and evidence from the Neoarchean sug-

gests that the atmosphere may have oscillated between a hazy and haze–free state (Zerkle

et al. 2012). However, definitive interpretations from these signals require more work

(Catling and Zahnle 2020).

2.1.3.4 Atmospheric surface pressure

An increase in atmospheric N
2

and atmospheric mass can lead to an increase in green-

house effect through pressure broadening (Goldblatt et al. 2009). However, more recent

geological evidence suggests that surface pressures may have been lower than the present

day (Som et al. 2012; Som et al. 2016; Rimmer et al. 2019). Fossil raindrops have been used

to approximate surface pressure at 2.7 Ga to between 5×10
4

to 1.1×10
5

Pa (Som et al. 2012),

although debate remains over the upper limit of this constraint (Kavanagh and Goldblatt

2015). Furthermore, fossilised gas bubbles in lava flows at 2.74 Ga predict a surface pres-

sure of 2.3±2.3×10
4

Pa (Som et al. 2016). The oxidation of fossilised micrometeorites from

2.7 Ga (Tomkins et al. 2016) can be achieved with a lower surface pressure. A 0.3 bar surface

could allow significant amounts of water vapour to reach the stratosphere, which is then

dissociated to form molecular oxygen sufficient to oxidise the micrometeorites (Rimmer

et al. 2019).

2.1.3.5 Clouds

How clouds will respond to climate change remains a major uncertainty for the modern

atmosphere (Gettelman and Sherwood 2016). Clouds are likely to have been different

during the Archean as a result of a different solar constant, atmospheric composition and

land coverage (Rosing et al. 2010; Goldblatt and Zahnle 2011). Cloud condensation nuclei

(CCN), are small aerosol particles that facilitate the condensation of water vapour in the

atmosphere and cause cloud droplets to be smaller and prolong the longevity of cloud.
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Smaller cloud droplets are more reflective, and increased longevity would increase the

amount of cloud. The amount of CCN during the Earth’s past could be less than today,

with a significant proportion of CCN generated from anthropogenic sources (Bréon et

al. 2002). Biological sources are another important factor for generating CCN (Andreae

2007). As there would have been no wildfires, vegetation and likely a lower land fraction,

CCN may have been available as only sea salt and sulphate. Sulphate aerosols may also

have been considerably lower as algae had yet to evolve, which produce dimethyl sulphide,

and subsequently get oxidised in the atmosphere to form sulphate (Rosing et al. 2010).

2.1.3.6 The surface of the Earth

Land fraction remains uncertain for the Archean, with a general consensus that the fraction

of continental crust was less than present day (Hawkesworth et al. 2019), with evidence

coming from the zircon (ZrSiO
4
) record (Roberts and Spencer 2015). There is also potential

for a larger ocean volume, with depletion of deuterium in the Archean oceans suggesting

they were up to 26% more volumous (Pope et al. 2012). The mantle has gradually cooled

which has led to an increase in the amount of water that can be stored in the mantle,

which could also support more volumous oceans during the Archean (Dong et al. 2021).

High mantle temperatures weaken continental crust, which limits mountain building and

could have led to much of the continental crust being flooded. This means the land fraction

could have been as low as 2-3% until 2.5 Ga (Flament et al. 2008), which is consistent with

widespread Archean flooded continents (Arndt 1999).

2.1.3.7 Rotation rate

Tidal forces between the Earth and the moon have caused the Earth’s rotation rate to slow

(Wahr 1988). The deformation of the Earth by the moon lags slightly behind the grav-

itational force from the moon, meaning the peak deformation occurs after the moon is

directly overhead. As a result, the bulge leads the Earth–Moon axis by a small angle. The

Moon’s gravitational force acts to pull the bulge back to the Earth–Moon axis, leading to

a gradual decrease in the rotation rate (Wahr 1988). The same forces acting between the

host star and planet leads to the predicted tidal locking of close orbiting exoplanets around

M–dwarf stars (see Section 2.2.3). The Earth may have maintained a constant rotation rate
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Figure 2.3: A schematic of tidal forces. 𝛿 is a small angle by which the bulge of the Earth from tidal forces

lags the Earth-Moon axis. Gravitational forces act to attempt to make 𝛿 = 0 which acts against the direction

of the Earth’s rotation, leading the rotation rate to slow over time. This Figure is from Williams (2000).

for a long period of time of a 21 hr orbital period, due to a resonance with the semidiurnal

atmospheric thermal tide (Zahnle and Walker 1987; Bartlett and Stevenson 2016), which

could have maintained this constant orbital period from around 2 Ga through to 0.6 Ga

(Bartlett and Stevenson 2016). Evidence from banded iron formations (sedimentary rock

consisting of alternating layers of iron oxide and iron poor silica rock) from 2.45 Ga (Barley

et al. 1997) show tide related variability, which could suggest an orbital period of 16 to 19.4

hours (Williams 2000).

2.1.4 Processes during the Archean

As discussed, the geological evidence from the Archean provides us with some constraints

on the atmospheric composition and climate. However, evidence for the conditions during

the Archean are caused by a range of processes that are now discussed in more detail.

Particularly, I focus on elements affecting the atmospheric composition of the Archean.

2.1.4.1 Controls on oxygen

During the Archean, as oxygen fluxes were lower than the fluxes of reduced gases (such

as H
2

and CH
4
), oxygen entering the atmosphere from abiotic processes or via oxygenic

photosynthesis quickly reacts with these reduced species, maintaining low oxygen con-

centrations. This acted as the major control on oxygen concentrations at the time, such that

oxygen concentration remained low for several hundreds of millions of years following

the evolution of oxygenic photosynthesis.
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Although photosynthesis generates oxygen, the organic carbon it produces is con-

verted back to methane, leaving the overall reaction redox neutral. However, if some

fraction of the organic carbon is buried without being oxidised, there is a net source of

oxygen to the atmosphere-ocean system (Claire et al. 2006). This organic carbon burial is

key to oxidising the Earth. When the total reductant flux from metamorphism and vol-

canic sources dropped below the flux of organic carbon burial, more oxygen entered the

atmosphere compared to reduced species leading to the accumulation of oxygen in the

atmosphere, leading to the first major rise in atmospheric oxygen, known as the great oxi-

dation event. Oxygen concentrations remained low in the Archean, despite the evolution

of oxygenic photosynthesis during this time.

The rise in oxygen is amplified by the formation of the ozone layer, which shields the

oxygen from photochemically driven destruction and allows oxygen to further accumulate

in the atmosphere, leading to two distinct regimes (Claire et al. 2006; Goldblatt et al. 2006)

– a weakly reducing regime where O
2

is a trace gas, with a volume mixing ratio of less

than 6×10
−7

, and an oxidising atmosphere with an O
2

abundance of greater than 2×10
−3

(Gregory et al. 2021). These results are obtained from a 1D photochemical model, with

these models described in more detail in Chapter 3. The Archean remained in this weakly

reducing, low oxygen state for its entirety, as indicated by the many proxies discussed in

Section 2.1.3.1.

2.1.4.2 Hydrogen escape

Escape of atmospheres to space is an important process in understanding how the atmo-

sphere evolves over time. Following Catling and Zahnle (2009), atmospheric escape can be

split into three main categories: thermal escape, suprathermal escape and impact erosion.

Thermal escape is when radiation, usually from the star, heats the atmosphere, leading

to molecules escaping, which can be considered through either Jeans’ escape, where indi-

vidual molecules are considered, or hydrodynamic escape, which considers the bulk loss

of the atmosphere. Suprathermal escape is when molecules or atoms reach the escape ve-

locity following a chemical or ionic reaction, and impact erosion is the loss of atmosphere

following an impact.
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I consider the escape of hydrogen as it is the lightest component of the atmosphere

and, therefore, the most likely to escape via thermal processes as less energy is required

for it to reach escape velocity. The escape of hydrogen is important for the evolution of

the atmosphere because it gradually oxidises the atmosphere as reductant is lost to space

(Catling and Kasting 2017). A way to understand this is through the case of water. High

up in the atmosphere photolysis will split the hydrogen from the oxygen, leaving the

hydrogen to escape to space. The oxygen remains in the atmosphere, leading to a gradual

irreversible oxidation of the Earth system.

Hydrogen escape on Earth is considered to be diffusion limited. That is to say, it is

the upward diffusion of hydrogen through the rest of the atmosphere, which is the lim-

iting step to hydrogen escape. The process of escape itself occurs rapidly once hydrogen

reaches the exobase (bottom of the exosphere) (Catling and Kasting 2017). Modelling of

this diffusion limited escape is described in Section 3.3.2.1.

2.1.4.3 The carbonate–silicate cycle

Carbon dioxide is regularly emitted into the Earth’s atmosphere through outgassing from

the mantle. However, carbon dioxide levels have generally tended to decrease over Earth’s

history. Alongside this decrease, the Solar constant for the Earth has gradually increased

due to the Sun’s increasing luminosity (see Section 2.1.2). The carbon cycle regulates car-

bon dioxide concentrations, and thus temperature, over time scales of millions of years

to maintain a relatively consistent mean temperature (Walker et al. 1981). As the solar

luminosity increases, the surface temperature of the Earth increases, which leads to an in-

crease in evaporation and subsequently an increase in precipitation as well. An increase

in precipitation, which contains dissolved CO
2

in the form of carbonic acid, increases the

weathering rate of silicate rock. I present equations and discussion from Chapter 11 of

Catling and Kasting (2017). The reaction for silicate weathering is:

CaSiO
3

+ 2 CO
2

+ H
2
O Ca

2+

+ 2 HCO
–

3
+ SiO

2
, (2.2)

where silicate rock is represented as wollastonite (CaSiO
3
). The products of weathering,
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dissolved in water, are transported to the ocean by rivers, where they undergo carbonate

precipitation:

Ca
2+

+ 2 HCO
–

3
CaCO

3
+ CO

2
+ H

2
O, (2.3)

with the calcium carbonate (CaCO
3
) going on to form sediments on the seafloor. These

sediments are eventually subducted into the mantle, where under high pressure and tem-

perature, silicate rock is reformed:

CaCO
3

+ SiO
2

CaSiO
3

+ CO
2
, (2.4)

with gaseous CO
2

making its way back to the surface, where it is eventually outgassed

back into the atmosphere. This is known as the silicate weathering feedback and is an

important control of temperature over timescales of millions of years.

A similar weathering feedback occurs on the ocean floor, which becomes important

when there is little or no land surface on the planet (Krissansen-Totton and Catling 2017).

This process is similarly temperature sensitive and likely controlled CO
2
levels (Brady and

Gíslason 1997; Coogan and Gillis 2013; Coogan and Dosso 2015). Thus, seafloor weather-

ing was likely a significant carbon sink and control of temperature when the land fraction

was lower (Krissansen-Totton and Catling 2017).

2.1.4.4 The solid Earth

Processes involving the solid Earth play an important role in the atmosphere (Lenardic

et al. 2016). The oxidation state and composition of the mantle determines the species and

fluxes outgassed to the atmosphere (Kasting et al. 1993b; Ortenzi et al. 2020). Further, the

tectonic regime of the crust can also affect outgassing rates, topography and the efficiency

of the crustal recycling. Here, I provide a brief overview of the effects of these processes.

The oxidation state of the mantle is referred to as the fugacity (Frost 1991), a higher

value indicates the mantle is more oxidising. The fugacity of the upper mantle sets the
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outgassing rate. A more oxidised mantle may emit more oxidised species, such as H
2
O,

CO
2

and SO
2
, whereas a more reducing mantle may instead emit more H

2
, CO and H

2
S

(Holland 2020). However, the fugacity of the Earth’s mantle in the past is uncertain. It

is likely that following formation, the mantle was reduced (Wood et al. 2006). However,

some geological evidence suggests that the mantle was oxidised to today’s levels by the

early Archean (e.g. Trail et al. 2011; Nicklas et al. 2018; Armstrong et al. 2019), while a

more gradual oxidation is also suggested (Aulbach and Stagno 2016; Nicklas et al. 2019).

It is the subject of debate as to how long plate tectonics have existed on the Earth.

Geological evidence suggests that the planet could have had various different regimes over

the course of its history and a complete review can be found in Palin and Santosh (2021).

Here, I will summarise information relating to the Archean and its possible implications

for the atmosphere. Consensus is starting to form that plate tectonics began around 3 to

2.8 Ga (Palin and Santosh 2021), but evidence has been presented for plate tectonics to

have started anywhere between 4.2 and 0.85 Ga (Korenaga 2013). The Archean, then, was

likely to not be in this regime for at least some fraction of this Eon. Arguments have been

made that plate tectonic could have been preceded by a plutonic squishy lid, a regime has

small strong plates that are separated by warm and weak regions created by plutonism

(Lourenço and Rozel 2023). Venus is believed to be in such a regime and thus a better

understanding of the Venusian surface may help to understand the Archean (Harris and

Bédard 2014; Davies et al. 2023).

The Early Earth would have had hotter mantle temperatures and low extrusion effi-

ciencies (Lourenço and Rozel 2023). Extrusion efficiency is the fraction of melt that erupts

to the surface compared to intrusion to the crust via plutons. These conditions are suit-

able for a plutonic squishy lid regime, for which outgassing rates could be higher than

the present day within a factor of two, assuming a similar extrusion efficiency (Lourenço

et al. 2020). Thus although the tectonic regime was likely different in the Archean, out-

gassing rates may not have been drastically different. The mantle was hotter in the past

due to a combination of higher heat production from radioactive decay and residual heat

from the Earth’s accretion and core formation (Catling and Kasting 2017). This meant that

the higher heat flow from the mantle could have led to higher outgassing rates (Sleep and
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Zahnle 2001). However, evidence from zircons suggest that heat flow could actually be

lower than the present day (Hopkins et al. 2008).

Overall, the state of the solid Earth during the Archean remains uncertain, with

uncertainties in the mantle fugacity, tectonic regime and the effect this had on crustal

recycling and outgassing rates.

2.1.5 Summary

Developing an understanding of the Archean is important to allow us to understand how

early life interacted with the planet. Although the Sun was fainter during the Archean,

processes such as silicate weathering and early life could have regulated the early climate,

which led to higher concentrations of CO
2

and CH
4
. This likely kept the Archean gen-

erally free of global glaciations. Our understanding of the Archean will provide insight

into interpreting potential biosignatures for exoplanets in the not to distant future, with

exoplanets potentially being more likely to support life that resembles the primitive life

from then rather than the more complex life that has evolved on the Earth.

2.2 The search for inhabited planets

Any planet that is outside of our Solar System is known as an exoplanet. Following the

discovery of the first exoplanet (Wolszczan and Frail 1992) and the first planet to orbit a

main sequence star outside of the Solar System (Mayor and Queloz 1995), thousands of

exoplanets have been subsequently detected, which includes planets that may be habit-

able. As Earth is our only data point for inhabited planets, understanding life on Earth in

the context of exoplanets may be useful in the search for life outside of the Solar System.

The planets discovered to date cover a larger range of parameter space in terms of

their mass and orbital distance from the host star, shown in Figure 2.4. So far, all of the

planets found have a shorter orbital period and/or are more massive than the Earth. This

is due to current limits in the detectability of Earth sized planets at longer orbital periods,

where longer observations and greater instrument sensitivity are required for detecting

these planets, discussed further in Section 2.2.1.
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Figure 2.4: Showing the mass, orbital period distribution of discovered exoplanets, with the Solar system

planets placed for perspective. Colours represent the different methods that these planets have been detected

by. Figure from Adibekyan (2019)

2.2.1 Exoplanet detection

Exoplanets can be detected in a number of ways. Currently, the most prolific methods are

the transit and radial velocity methods. The transit method measures the dip in brightness

of the host star as the planet transits across the star. From this dip in luminosity the radius

of the planet relative to the star can be calculated. Radial velocity measures the velocity

of the star along the radial line connecting the observer to the star, caused by the orbit

of the host star around the centre of gravity between the planet and star. This is used to

constrain the planet’s mass. These methods favour short orbit massive planets, with more

massive planets having larger transit depths and radial velocities, while shorter orbital

periods allow for regular measurements that can build a stronger signal. This led to an

initial wave of hot Jupiter’s — Jupiter size planets that orbit very close to their host star

with very hot atmospheres.

More recently planets with a similar size and that receive a similar stellar flux to the

Earth, henceforward referred to as Earth–like planets, have been detected, including Prox-
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ima Centauri b (Anglada-Escudé et al. 2016) and the planets in the TRAPPIST-1 system

(Gillon et al. 2017). These planets however, orbit stars in the classification of M-dwarfs,

which are cooler and smaller than the Sun. The detection of these planets is because of the

favourable observing conditions for planets orbiting these stars. Shorter orbital periods

provide more repeatable observations in a given period of time and the ratio of radius

and mass between the planet and star are larger than Sun-like stars. It is important to

understand how orbiting such a star would impact the climate and also potential life on

such a planet, given the importance of the Sun to life on Earth.

2.2.2 Atmospheric characterisation

While the detection of atmospheres of Earth–like planets is out of reach of current tele-

scopes, we continue to learn about the atmospheres of larger and hotter planets. The

main method for detecting the atmospheres of planets currently comes from transit spec-

troscopy. Transit spectroscopy allows for three different observations of the planet’s at-

mosphere to be made. First, during a primary eclipse, when the planet passes between

the observer and the host star, transmission spectroscopy can be used to determine the

thickness of the atmosphere at different wavelengths and thus inferences can be made

regarding the atmospheric composition around the terminator of the planet. Alterna-

tively, during a secondary eclipse, when the planet is behind the host star relative to the

observer, emission spectroscopy can measure the emergent flux on the dayside. This is

achieved by taking the difference of the combined planet and star spectrum just prior to

the eclipse and the star only spectrum observed during the secondary eclipse. Finally, as

the planet moves between the primary and secondary eclipse, a phase curve can be mea-

sured, showing the planetary spectrum at different phases. Transmission spectroscopy

measures the transit depth of a planet at different wavelengths. If the atmosphere is more

opaque at a given wavelength, the transit depth increases. When measured over a range of

wavelengths, a transmission spectra is produced, with atmospheric composition inferred

from the position of absorption peaks in the spectra. Emission spectroscopy detects the

radiation emitted by the planet directly, from which the atmospheric composition can be

inferred. A more detailed discussion can be found in Madhusudhan (2019).
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Perhaps the easiest planets to both detect and characterise are Hot Jupiters. These

planets, of which we have no comparable planet in the Solar System, are roughly Jupiter

sized gas giant planets that orbit very close to their host star, making them very hot, up to

2,200 K — with ultra-hot Jupiters reaching hotter temperatures still (Showman et al. 2020).

Phase curves maxima have been found to have the peak offset eastward of the substellar

point (Zellem et al. 2014), which was first predicted by climate models due to an equatorial

superrotating jet (Showman et al. 2009; Showman and Polvani 2011). Recently, JWST has

been used to characterise the atmosphere of WASP-39b, a hot Jupiter planet, which has

been found to have a significant CO
2

detection (Ahrer et al. 2023a), as well as Na, H
2
O,

CO and SO
2

(Alderson et al. 2023; Feinstein et al. 2023; Rustamkulov et al. 2023; Tsai et

al. 2023), with minimal amounts of CH
4
(Ahrer et al. 2023b). The presence of SO

2
provides

substantial evidence of photochemistry occurring on these planets as part of the oxidation

of H
2
S to SO

2
(Tsai et al. 2023).

2.2.2.1 Prospects of atmospheric characterisation of Earth-like planets

JWST has began to characterise planets in the TRAPPIST-1 system, finding that the inner

most planets TRAPPIST-1b+c are unlikely to have thick atmospheres (Greene et al. 2023;

Zieba et al. 2023). Further to this, atmospheric modelling of this data for TRAPPIST-1b+c

could not rule out the presence of an atmosphere (Ih et al. 2023; Lincowski et al. 2023).

However, JWST is unlikely to be able to resolve detailed spectral features of the TRAPPIST-

1 planets that could indicate life, with clouds and hazes potentially limiting observations

to CO
2

(Fauchez et al. 2019; Komacek et al. 2020). The next generation of space missions

and ground based telescopes are being designed to characterise the atmospheres of poten-

tially habitable and inhabited planets. Examples of these include the European Extremely

Large Telescope (E–ELT) (Lopez-Morales et al. 2019), Large Interferometry for Exoplanets

(LIFE) mission (Quanz et al. 2022) and the Habitable Worlds Observatory (HWO) (Bol-

car et al. 2018). Atmospheric data is likely to continue coming from potentially habitable

planets orbiting M-dwarfs, such as the planets in the Trappist-1 system, with future mis-

sions designed for characterising the atmospheres of more Earth-like planets. Thus, it is

becoming more important to be able to understand any potential atmospheric signals in

the context of life.



24
CHAPTER 2. BACKGROUND TO ARCHEAN EARTH AND TERRESTRIAL

EXOPLANETS

2.2.3 Earth–like planets orbiting M-dwarfs

I have established that the majority of planets of a similar size and receiving a similar

solar flux to the Earth that have been detected to date have been found to orbit cooler and

smaller stars compared to the Sun. These host stars, in the class of M–dwarfs, constitute

as much as 70% of stars in the Milky Way (Bochanski et al. 2010). Orbiting an M–dwarf

leads to an array of differences compared to the Earth and the Sun, which I now discuss

in more detail.

For a planet to orbit in the habitable zone (Kasting et al. 1993a) around an M dwarf,

it must have a smaller orbital radius (and therefore shorter period) than the orbital radius

of Earth. Therefore the planet will experience stronger tidal forces from the host star than

the Earth does from the Sun, which is likely to result in the planetary rotation rate and

orbital period becoming synchronised; this is known as tidal locking (Pierrehumbert and

Hammond 2019). The physics of this is the same as the slowing of the Earth’s rotation rate

due to the Moon, and to a lesser extent the Sun, which is discussed in Section 2.1.3.7 and

schematically represented in Figure 2.3.

2.2.3.1 M-dwarf evolution

M-dwarfs spend more time on the main sequence than hotter stars like the Sun, with the

smallest stars, like TRAPPIST-1, living for up to 10 trillion years (Laughlin et al. 1997), 1000

times longer than the lifetime of the Sun. This could provide more time for life to emerge

and thrive on these planets (Shields et al. 2016). However in contrast to the faint young

Sun on Earth, M-dwarfs luminosity decreases with time. Thus, planets now in the habit-

able zone of M-dwarfs may have lost their atmosphere earlier, unless the planet migrated

inward. This may have led to these planets entering a runaway greenhouse. Provided

there was sufficient water vapour, there is a potential for the build up of oxygen from H
2
O

photolysis and subsequent escape of hydrogen (Luger and Barnes 2015). However, this

could be avoided if water was delivered later in the star’s evolution following the decrease

in luminosity (Ramirez and Kaltenegger 2014).
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2.2.3.2 M-dwarf spectra & flaring

M-dwarfs have different stellar spectrum, compared to G-dwarfs. M-dwarf spectra peak

at longer wavelengths and have a higher proportion of XUV radiation. Their lower mass

means that M-dwarf stars cannot fuse hydrogen as quickly and cannot reach the same

temperatures as G-dwarfs, and as such, have lower effective temperatures ranging from

2,450 to 3,850 K (Pecaut and Mamajek 2013). As a result, their spectra peak at longer

wavelengths than G dwarfs and thus for the same stellar flux have fewer photons in the

photosynthetic range on Earth (400-750nm), which may limit the size of an oxygenic pho-

tosynthesis driven biosphere (Lehmer et al. 2018). As well as this, some M-dwarfs have

been found to have a higher ratio of far UV radiation (less than 200 nm) to mid and near

UV (200-400 nm) compared to that of Sun-like stars (France et al. 2013; Wilson et al. 2021).

Some M-dwarfs have been observed to flare frequently (e.g. Joy and Humason 1949;

Hawley and Pettersen 1991). Stellar flares result in a temporary increase in UV radiation

by the star. Günther et al. (2020) found that flaring occurs in 30% of mid to late M-dwarfs

and 5% of early M-dwarfs, which is significantly higher than other stars (less than 1%).

TRAPPIST-1 has been observed to flare, with flares potentially emitting at cooler tem-

peratures than previously observed flares, which could play an important role in the UV

emission during the flare (Maas et al. 2022). Frequent flaring could endanger life directly

through high UV levels (Tilley et al. 2019), and indirectly through enhancing atmospheric

escape (Amaral et al. 2022). Alternatively, flaring could provide important UV fluxes in

biogenesis (Rimmer et al. 2018).

2.2.4 Signatures of life

The atmospheres of exoplanets are most likely to provide evidence for life on these worlds,

due to detection limits caused by their great distance from the Earth. Life that exists

on the planet that interacts with the atmosphere will act to generate a state of chemical

disequilibrium, which, if different to what can be generated abiotically, would suggest life

is present (Hitchcock and Lovelock 1967). Throughout Earth’s history, different chemical

disequilibria may have been significant enough to give a clear indication of the presence

of life (Krissansen-Totton et al. 2018c). For the Archean, an atmosphere consisting N
2
,
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CO
2
, CH

4
in the presence of liquid water and negligible CO could be the key chemical

disequilibrium to suggest inhabitance (Krissansen-Totton et al. 2018c).

Biosignatures can be split into three broad categories, gaseous, surface and tem-

poral, as reviewed in Schwieterman et al. (2018). Gaseous biosignatures are gases in the

atmosphere that have either been produced by the biosphere (direct) or gases that are

the product of chemical reactions of reactants produced by the biosphere (indirect). For

example, oxygen is the product of photosynthesis, while ozone is produced via the pho-

tolysis of molecular oxygen in the atmosphere. The surface may also provide a source for

bio-signatures through measurement of the reflected or scattered light from the planets

surface. An example of this would be the absorption of red light by plants on Earth known

as the ‘red edge’ (Seager et al. 2005).

Gaseous biosignatures can again be split again into types, using the formalism de-

fined in (Seager et al. 2013). Type 1 biosignatures are gases produced directly as biprod-

ucts of metabolic reactions that extract energy from chemical gradients, such as methane

by methanogens. Type 2 biosignature gasses are byproducts from biomass building, the

most prominent example of this would be the creation of molecular oxygen from oxygenic

photosynthesis. Finally type 3 biosignature gases are those produced by life that are not

type 1 or type 2 signatures that could be produced for a range of functions, such as volatile

organic carbons, such as isoprene produced by trees or dimethyl sulphide.

Even if biosignature gases are detected, it is important to see them in their context

to determine the likelihood that they are genuine. For this, a probabilistic framework has

been proposed by Catling et al. (2018). In this framework four factors are suggested to

be considered. Firstly, external parameters, such as properties of the host star, including

the star age, and the planet, including the mass and radius, are required to determine the

feasibility of habitability. Secondly, internal parameters of the climate and atmospheric

composition are required, such as surface temperature and the presence of volcanically

emitted gases. Thirdly, potential biosignatures are identified through observations and

considered in the context of internal and external factors to determine their plausibility

as biosignatures. Finally, false positives of the prospective biosignature gas should be

considered to increase the likelihood of a possible biosignature. Many factors could lead
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to false positives. Examples of these include: moons contaminating spectra to create a

false chemical disequilibria (Rein et al. 2014); or geothermal production of gases such as

CH
4

with potential outgassing rates uncertain for other planets (Thompson et al. 2022).

2.2.5 Summary

In this Section, I have introduced exoplanets and methods for detecting them as well as

characterising their atmospheres, which, for Earth-like planets, are likely to be restricted

to planets orbiting M-dwarfs in the near future. Planet’s orbiting M-dwarfs are likely to

have many differences compared to the Earth, with the planet likely to be tidally locked,

and have a higher chance of experiencing regular flaring. It will be of utmost importance

to understand what biosignatures may look like on these planets so that the community

is ready to interpret these atmospheres.

2.3 Chapter summary

This Chapter arms us with knowledge of the potential climate and life present during the

Archean as well as the processes controlling them. Additionally, this chapter has provided

a background to terrestrial exoplanets, their detection and the potential for observing

biosignatures. The Archean provides a fascinating alien world that we are still trying

to understand. With an atmosphere that was more reducing, which was predominantly

driven by non oxygen producing organisms for much of it, this provides an intriguing

contrast to the modern Earth. With the next generation of telescopes focusing on the search

for biosignatures, it is important to understand how Archean-like biospheres interact with

the atmosphere and to determine what biosignatures may be expected. It will also be

important to understand how these may change when the planet is orbiting an M-dwarf,

as these planets will be the next targets for characterisation. In the next chapter, I discuss

modelling techniques that can help us to understand the atmospheric composition and

climate of Archean-like worlds.
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Chapter 3

Modelling planetary processes over

varying temporal and spatial scales

Modelling over different temporal and spacial scales is important to gain a more com-

plete understanding of the role of the interaction between life and its environment. In this

Chapter, the modelling tools used in this thesis will be discussed in detail. A hierarchy

of models were used to understand processes that affected the Archean Earth. These can

also be used to understand analogous planets orbiting M-dwarfs, which may have atmo-

spheres that resemble the Archean that could be tidally locked. Short timescale processes

like atmospheric heat transport and radiative heating are required to be modelled using

a general circulation model, which allows for understanding of variations across spatial

scales and allows for representation of processes such as clouds. For modelling of longer

time scales processes, such as the evolution of the atmosphere due to volcanic outgassing

and biotic fluxes, we use a 1D photochemical model coupled to an ecosystem model to

run simulations on million year time scales.

3.1 Modelling of terrestrial planets

A range of modelling tools are required to understand the atmospheres of terrestrial plan-

ets and as well as their potential interaction with life. Here, I overview these different

modelling tools.
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General circulation models (GCM) have been used for a range of studies of the

climate of the Earth’s past (Charnay et al. 2020) and exoplanets (Showman et al. 2013).

GCMs are climate models that solve the Euler equations for a rotating sphere with ther-

modynamic terms. GCMs exist for the atmosphere (AGCM) and ocean (OGCM), which

can be coupled for an atmosphere-ocean GCM (AOGCM), which are predominantly used

for state of the art modelling of modern day climate. This work uses atmosphere only

GCMs, to reduce model complexity, with ocean modelling dependant on many poorly

constrained factors such as bathymytry (ocean depth) and continental distribution for

both Archean Earth and exoplanets. GCMs can include coupled chemistry, which are

being applied more and more to understanding the Earth’s past and terrestrial exoplanets

(Chen et al. 2019; Braam et al. 2022; Cooke et al. 2022; Jaziri et al. 2022; Ridgway et al. 2022).

Photochemical models are important for understanding what the chemical compo-

sition of an atmosphere may look like given a set of boundary conditions. They solve the

continuity equation

𝜕𝑛𝑖
𝜕𝑡

= 𝑃𝑖 − 𝑛𝑖𝐿𝑖 − ∇ · Φi , (3.1)

where 𝑛𝑖 is the number density of species 𝑖, 𝑃𝑖 is the production rate of the species and 𝐿𝑖 is

the loss rate. Φi is flux from transport into a region, which in the case of 1D models comes

from vertical transport takes the form of
𝜕Φ𝑖

𝜕𝑧 . This creates a set of coupled differential

equations, which are solved to find the evolution of the chemical network with time. This

is discussed in more detail in Section 3.2.2.

Biological components can be included through chemistry at the planetary surface

or in the ocean, which is connected to the atmosphere. Biological models can range from

flux based approaches which consider the rate of biological productivity as limited by

the availability of the products for metabolism. For pre-oxygenic photosynthesising or-

ganisms, the limiting factor is generally assumed to be the availability of electron donors,

such as CO or H
2
. However, following the evolution of oxygenic photosynthesis, the re-

actants (CO
2

and H
2
O) are much more available and productivity is likely limited by the

availability of nitrogen and phosphorus. Alternatively, ecosystems can be modelled us-
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ing population models (Sauterey et al. 2020; Nicholson et al. 2022), which require a more

detailed understanding of cellular properties and population growth.

Now that I have established the main modelling components that will be used in

this thesis for modelling terrestrial planets, I will explain the current state of the art within

this modelling framework both for the Archean and terrestrial exoplanet modelling. I will

then describe the models that I use in more detail along with developments that I have

made to these models for this thesis.

3.1.1 Understanding from modelling of terrestrial planets

I now describe key science from the modelling of terrestrial atmospheres in terms of atmo-

spheric circulation, chemistry and biological models. Initially, I describe modelling work

for the Archean, followed by Earth-like exoplanets orbiting M-dwarfs.

3.1.1.1 Archean Earth

The use of GCMs have further aided the resolution of the FYS problem (Charnay et al. 2020).

GCMs have been used to show that compared to 1D models, lower amounts of CO
2

are

required to maintain global surface temperatures of 15°C, and more importantly, avoid a

full glaciation (Charnay et al. 2013; Wolf and Toon 2013). Just 200 mbar and 40 mbar of

CO
2

are required to keep the Archean global mean temperatures of 288 K at 3.8 and 2.5 Ga

respectively, but when including 0.1 mbar of CH
4

and reduced cloud condensation nuclei,

these drop to 30 and 5 mbar of CO
2
respectively, which fall well within the CO

2
constraints

of the time (Sheldon 2006; Kanzaki and Murakami 2015). It has also been found that if

CO
2

is reduced further, global mean surface temperatures of 248 K are able to retain some

surface ice region around the equator (Charnay et al. 2013). Thus, a combination of lower

CCN, lower albedo due to lower land coverage, and a realistic treatment of sea ice leads

to relatively modest levels of CO
2

required to offset the FYS problem.

Clouds could also play an important role in stabilising climate over Earth’s history

through changes in low cloud fraction (Goldblatt et al. 2021). In the past, when the solar

constant was lower, it was found that low cloud levels reduced the CO
2

concentrations

required to maintain a constant surface temperature compared to when cloud levels were
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fixed (Goldblatt et al. 2021). This is because low level cloud tends to increase planetary

albedo, thus, a reduction in low cloud coverage leads to an albedo decrease.

The use of a coupled ocean has led to findings that salinity could play an important

role in keeping the Archean ice free (Olson et al. 2022). Salinity increases the density of

seawater, whilst also decreasing the freezing point of water, which may inhibit sea ice

formation (Fofonoff and Millard 1983). Alongside this, the low residence times of sodium

and chloride ions, 80 and 98 Myr respectively (Emerson and Hedges 2008), means that in

the past the salinity of the oceans could have been drastically different. Olson et al. (2022)

finds that by increasing ocean salinity by a factor of 2.5, ice coverage reduces by 71 % for

the modern Earth, primarily by changing the ocean dynamics.

Photochemical models have been useful in understanding the atmospheric compo-

sition of past climates. Photochemical models have predicted an oscillation between haze

and haze free states (Zerkle et al. 2012). Arney et al. (2016) found that photochemical

hazes only become radiatively significant when CH
4
:CO

2
ration exceeds 0.2, below which

there is little effect on temperature. Further, when the CH
4
:CO

2
ratio increases further,

temperatures drop, but this cooling reaches a maximum level as haze acts to shield CH
4

from photolysis and thus prevents further haze production, which could prevent the Earth

from a global glaciation. As well as the formation of haze at high CH
4
:CO

2
ratios, higher

order hydrocarbons form, such as ethane, C
2
H

6
, which could contribute to warming the

Archean.

Photochemical models also allow for developing our understanding of the GOE.

Fixed O
2
surface mixing ratio models have been used to predict changes to the O

3
(Kasting

and Donahue 1980; Zahnle et al. 2006). Characterisations of the reaction between methane

and oxygen from these into a simpler box atmosphere, led to the prediction that oxygen

would rise in a relatively quick oxygenation event (Claire et al. 2006; Goldblatt et al. 2006).

Gregory et al. (2021) revisitied this problem using a 1D photochemical model with flux

based constraints at the surface, which supports prior reduced complexity work predicting

this transition. Photochemical models can also be used to predict S-MIF (Zahnle et al. 2006;

Claire et al. 2014; Izon et al. 2017) and other fractionations (Gregory 2020), which allow

us to better understand the geological record.
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GCMs with coupled chemistry have also explored the GOE and the post GOE state.

Jaziri et al. (2022) find that temperature is important and O
3

can reach much higher levels

at a given O
2

mxixing ratio, suggesting the GOE could be triggered by lowering tempera-

tures. The use of coupled chemistry GCMs have suggested lower O
3

estimates for a given

O
2

mixing ratio by a factor of over four as well as lower CH
4

lifetimes (Cooke et al. 2022).

This highlights the importance of 3D models when understanding chemistry, which can

provide better representations of water vapour and vertical transport, but elements of the

3D models may be oversimplified (Ji et al. 2023).

Modelling of biological fluxes and the impacts on the atmosphere has been consid-

ered for the Earth. Kasting et al. (2001) show that once methanogenisis (methane pro-

ducing organisms) became widespread, CH
4

likely grew to high concentrations in the

atmosphere. Small regions of relatively high levels of oxygen were likely present due to

the evolution of oxygenic photosynthesis, which could have been consumed alongside

CH
4

by methanotrophs via the overall reaction:

CH
4

+ 2 O
2

CO
2

+ 2 H
2
O. (R3.6)

However, this was found to be unlikely to be able to draw down CH
4

significantly due to

oxygen availability limiting productivity. However, Sauterey et al. (2020) found that anaer-

obic based methanotropy, such as sulphur based methanotropy, should it have evolved

significantly after methanogens, could lead to a glaciation due to a rapid drop in CH
4
.

The greenhouse effect of high amounts of CH
4

may have also led to a decrease in CO
2

due to an increase in silicate weathering, until temperatures reduced again. Following

this, Kharecha et al. (2005) looked at similar ecosystems with a photochemical model,

where coupling was achieved by finding the intersect between H
2

deposition from the

photochemical and ecosystem model. Here, it was found that CH
4

could rise to around

1000 ppmv after the evolution of methanogens, but following the evolution of anoxygenic

photosynthesis using H
2
, methane levels could drop as organisms could grow quicker

and lead to a higher organic carbon burial (Kharecha et al. 2005). Kharecha et al. (2005)
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also explore the potential of ecosystems using sulphur and iron as electron donors from

anoxygenic photosynthesis, however, they found that the productivity of these biospheres

is significantly smaller than the H
2

consuming biospheres. Ozaki et al. (2018) found that

biospheres driven by H
2

and Fe using phototrophs could amplify CH
4

concentrations at

low H
2

outgassing rates, such that CH
4

abundance is almost constant for any outgassing

rate.

Applications of these ecosystem models have begun for exoplanets (Nicholson et

al. 2022; Schwieterman et al. 2019). Nicholson et al. (2022) uses a population model to

understand nutrient limited biospheres. This is when biosphere’s growth is limited by the

availability of a nutrient such as H
2

for methanogens. Nicholson et al. (2022) show that

when a biosphere is nutrient limited, differing assumptions with regard to the properties

of the population, such as the cell death rate or energy requirements, do not affect the CH
4

levels produced by the biosphere, and instead the abiotic processes and the biosphere’s

ability to exploit it, are more fundamentally important. With CO consuming organisms

likely to have evolved relatively early in Earth’s history, a common observation from these

ecosystem models is that the CO:CH
4

ratio is likely to be small and could be an important

sign of life (Schwieterman et al. 2019; Sauterey et al. 2020; Thompson et al. 2022).

3.1.1.2 Earth-like exoplanets orbiting M-dwarfs

In this section, I overview the role of models in improving our understanding on the

potential habitability and differences in photochemistry of terrestrial planets orbiting M-

Dwarfs. Planets in the habitable zone of these stars are likely to be in or close to a state

of tidal locking. I focus on this regime although note that other orbital configurations are

possible. Tidally locked exoplanets present a very different regime compared to rapidly

rotating planets such as the Earth. One hemisphere remains in constant daytime, while

the other in constant night time, which has led to questions being posed of whether these

regimes are sustainable due to potentially cold night side temperatures which could lead

to the condensation of species such as CO
2

from the atmosphere. The first study of a

tidally locked exoplanet using a GCM was by Joshi et al. (1997), who found that tidally

locked planets are likely to be able to support atmospheres and potentially liquid water. I

now describe the understanding generated from the study of tidally locked planet’s with
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GCMs.

The circulation of tidally locked exoplanets is important to understand the poten-

tial heat and moisture transport from the dayside to the nightside. Hammond and Lewis

(2021) show that atmospheric circulation can be decomposed into three components: over-

turning circulation, stationary waves and the equatorial super-rotating jet. The overturn-

ing circulation transports air in a circular motion, upwelling around the sub-stellar point,

before being transported towards the poles and the nightside, where they descend (Show-

man et al. 2013), where this motion generates stationary waves (Sardeshmukh and Hoskins

1988; Showman and Polvani 2010), which then accelerates a superrotating equatorial jet in

the direction of planets rotation (eastward). The jet, which forms in the upper troposphere

is considered to be superrotating if the speed of the jet is faster than the rotation of the

planet below (Showman and Polvani 2010, 2011). Hammond and Lewis (2021) find that

overturning circulation is best represented as a flow from the sub stellar point to the anti-

stellar point to consider flow both around the equator and across the poles, with this flow

dominating the heat transport between the day and night side. A more detailed review of

the dynamics of tidally locked circulation can be found in Pierrehumbert and Hammond

(2019) and Hammond and Lewis (2021).

Simulations of tidally locked planets often form "eyeball" states (Pierrehumbert

2011), where only a region around the dayside supports an ice free surface. Tidally locked

planets could be in danger of water being trapped on the nightside, as if water precipitates

onto ice regions here, the ice free region will eventually be depleted of water, unless there

is some form ocean transport returning water to the dayside. Modelling of this suggests

that it is possible to both lose all water to a nightside ice sheet, but also retain a wet region

around the substellar point (Ding and Wordsworth 2020). When water is limited and stel-

lar fluxes are high, another regime could form where the terminator is the only habitable

region (Lobo et al. 2023). These regions would likely receive less UV flux, which could be

beneficial to life when the host star flares regularly (Ridgway et al. 2022).

Ice and snow albedo is lower for an M-Dwarf spectra (Joshi and Haberle 2012). This

has been found to lead to a weaker ice-albedo feedback and subsequently a smaller hys-

teresis between ice covered and ice free states (Shields et al. 2013). However, when con-
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sidering a tidally locked regime as in Checlair et al. (2017), bifurcations between snowball

and non-snowball states are not present due to the high stellar irradiance at the substellar

point. This result was also maintained in the presence of a dynamic ocean (Checlair et

al. 2019). Thus a planet in the habitable zone is unlikely to be in a snowball state (Checlair

et al. 2019).

Clouds play an important role in extending the inner edge of the habitable zone

(Yang et al. 2013). When solar flux is increased, dayside cloud coverage increases, through

increasing evaporation, leading to an increase in the dayside albedo of the planet, which

leads to a reduction in temperatures (Yang et al. 2013). However, when convection is

resolved by the model using a high horizontal resolution, this effect has found to be smaller

due to significantly less low cloud (Sergeev et al. 2021; Lefèvre et al. 2021).

Studies have also been undertaken that focus on the TRAPPIST-1 planets. For TRAPPIST-

1 e and f, CO
2

is unlikely to condense on the nightside, provided the atmosphere contains

around 1 bar or greater of N
2
, however for the planets further out from the star, g and h,

have a high chance of CO
2

condensation (Turbet et al. 2018). GCMs can then be used to

provide a more accurate prediction of observables such as transmission spectra, which

can only detect the atmosphere of the terminator region. Using GCMs with atmospheric

mixing ratios generated from a 1D photochemical model, the effects of clouds and hazes

were investigated in Fauchez et al. (2019). In this, it was found that CO
2

would be readily

detectable, but hazes and clouds would interfere with observations of most other gases

when observed with JWST’s NIRSpec Prism.

The UM was adapted for tidally locked planets in Mayne et al. (2014b) and ap-

plied to exoplanet Proxima Centauri b with a modern Earth like atmosphere in (Boutle et

al. 2017). This has provided a platform to look at a range of processes on planets with stel-

lar and planetary parameters of Proxima Centauri and TRAPPIST-1e with modern Earth-

like (N
2

dominated) and CO
2

dominated atmospheres. Here, the findings from these are

described.

TRAPPIST-1e exists in a bistable regime, which can support a climate with either a

single equatorial eastward jet or two mid-latitude eastward jets (Sergeev et al. 2022b).
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The double jet regime leads to significantly warmer nightside temperatures, due to a

higher rate of transport of warm moist air from the dayside to the nightside (Sergeev

et al. 2022b). This bistability can be triggered by a range of model parameters, including

convection scheme (Sergeev et al. 2020), however, this behaviour was also found in other

GCMs (Turbet et al. 2022; Sergeev et al. 2022a).

Continents have also been found to play a role in the climate. The presence of a

continent around the substellar point was found to reduce humidity, which decreased

the water vapour greenhouse effect as well as the cloud radiative effect, which, in turn,

reduces the effectiveness of redistributing heat to the nightside of the planet (Lewis et

al. 2018). The presence of continents may also lead to mineral dust aerosols entering the

atmosphere. Boutle et al. (2020) found that on tidally locked planets dust acts to cool the

dayside and warm the nightside. A negative feedback could also exist at the inner edge

of the habitable zone to prevent water loss due to increased evaporation of oceans leading

to an increase in exposed continent, which increases dust content cooling the dayside.

However mineral dust may also obscure the detection of biosignatures such as ozone and

methane.

Atmospheric chemistry has been explored for tidally locked planets with a modern

day atmosphere, focusing on the change in the ozone layer due to the difference in host star

and orbital configuration. Yates et al. (2020) found the ozone layer on Proxima Centauri

to be thinner due to the reduction in UV radiation emitted by the host star. Braam et

al. (2022) show that the strong convection around the sub-stellar point leads to lightning

induced nitrogen oxide formation below 20 km, which is advected to the nightside, where

it is stored as reservoir species. These studies were conducted under the assumption of a

quiescent solar spectrum. When flaring of the host star is considered, ozone levels increase

by a factor of 20 (Ridgway et al. 2022), and the increase in ozone following a flare reduces

the surface UV flux caused by subsequent flares. This increase the ozone UV shielding of

the surface.

The focus of photochemical modelling for planets orbiting M-dwarfs has been on

potential biosignatures and false positives, which usually relate to O
2
. Differences are

generally driven by the difference in the spectrum, particularly in the UV. The proportion
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Figure 3.1: Top panel: Shows the TOA flux received by the Earth for the Sun and a scaled version of the

TRAPPIST-1 (Wilson et al. 2021) spectrum scaled to the same total flux. The FUV region is shaded red, while

the NUV is shaded blue. Data between approximately 210 and 280 nm is from a polynomial fit from the semi-

empirical model used in spectra regions with signal to noise ratios too low to measure. Bottom panel: shows

the cross sections of CO
2

and H
2
O. Although the cross section of CO

2
extends into the NUV, this absorption

does not contribute to photolysis.

of flux in the UV is less for M-dwarfs. Figure 3.1 shows a comparison of UV flux by the

Sun and TRAPPIST-1.

It has been found that M-dwarfs may be more likely to accumulate significant abi-

otic O
2

(and CO) in the atmospheres with high concentrations of CO
2

(Tian et al. 2014;

Domagal-Goldman et al. 2014; Harman et al. 2015). The mechanism for this is now de-

scribed following (Harman et al. 2015). CO
2

may undergo photolysis via:

CO
2

+ ℎ𝑣 CO + O, (R3.7)

the recombination of the two products is spin forbidden and thus has a very low reaction
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rate. Thus O molecules tend to combine with each other to form O
2
:

O + O + M O
2

+ M, (R3.8)

CO and O
2

can be reformed via a catalitic cycle following the photolysis of H
2
O:

H
2
O + ℎ𝑣 H + OH, (R3.9)

which is followed by

CO + OH CO
2

+ H, (R3.10)

O
2

+ H + M HO
2

+ M, (R3.11)

HO
2

+ O O
2

+ OH, (R3.12)

which has the net effect of:

CO + O CO
2
. (R3.13)
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The photolysis of CO
2

can only be photolysed by radiation with wavelengths less than

200 nm called far-UV (FUV), while H
2
O photolysis goes up to 240nm, which is important

for tropospheric OH. The region from 200-400 nm is referred to as the near and mid UV

range (NUV), shown in Figure 3.1. Domagal-Goldman et al. (2014) suggest that it is the

high levels of FUV that causes O
2
accumulation, while Tian et al. (2014) suggest it is caused

by the lower levels of NUV, while (Harman et al. 2015) shows that it is the ratio of these

two fluxes that is important, and that treatment of atmospheric redox balance also plays

an important role in this process, discussed in Section 3.3.2.2. A source of NO in the

atmosphere that can come from lightning, which could eradicate the O
2

false positive,

by catalysing the recombination of CO and O (Harman et al. 2018). Ranjan et al. (2020)

also found that H
2
O cross sections were previously underestimated in the NUV range,

which can also increase the H
2
O photolysis driven catalytic recombination of CO

2
. Hu et

al. (2020) went on to show that the inclusion of NO
x

reservoir species HO
2
NO

2
and N

2
O

5

could lead to large abiotic sources of atmospheric O
2
. HO

2
NO

2
and N

2
O

5
act as reservoirs

as they are relatively stable and store NO in a form that cannot catalyse CO
2

formation,

and would rainout into the oceans. However, it was recently found that this result was

due to the model top height being too low, which leads to eroneously high levels of O

production at the model top (Ranjan et al. 2023). Thus, it is now thought that abiotic O
2

production from CO
2

containing atmospheres is unlikely to be a potential false positive.

For low oxygen worlds, CH
4

is likely to accumulate to higher levels for a given

flux when orbiting an M-dwarf due to a lower photochemical destruction rate (Segura

et al. 2005; Schwieterman et al. 2019). Haze is also relatively transparent in the main re-

gions where M-dwarfs emit radiation, so haze is unlikely to have as large a cooling effect

compared to the Earth (Arney et al. 2017).

3.1.1.3 Towards model intercomparisons

The growth in modelling of terrestrial exoplanets has led to model intercomparisons (e.g.

Yang et al. 2019b). The TRAPPIST Habitable Atmosphere Intercomparison (THAI) project

focuses on TRAPPIST-1e, which compared similation from the ExoCAM, LMD-G, ROCKE-

3D and the UM (Fauchez et al. 2020). The aim of this was to understand differences

between the GCMs and to understand how these may affect the interpretaion of obser-
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vations. In these, it was found that TRAPPIST-1e lies at a boundary of two dynamical

regimes, with the models falling into either state (Turbet et al. 2022), discussed further

in (Sergeev et al. 2022b). The hydrological cycle varied significantly between the mod-

els, with the UM producing a strong dayside cloud negative feedback compared to the

other models (Sergeev et al. 2022a). Given these differences, the simulated transmission

spectra of these models were similar with differences caused by the height of the cloud

deck (Fauchez et al. 2022). This initial model intercomparison has paved the way for many

more intercomparisions called the Climates Using Interactive Suites of Intercomparisons

Nested for Exoplanet Studies (CUISINES), which are important to highlight differences

between GCMs and other exoplanet modelling tools. This includes photochemical mod-

els in the upcoming Photochemical model Intercomparison for Exoplanet Science (PIE).

3.1.2 Summary

The use of GCMs and single column models have greatly improved our understanding of

both the Archean and terrestrial exoplanets. GCMs have shown that lower CO
2
constraints

are required for maintaining ice free regions during the Archean and tidally locked exo-

planets can be suitable for maintaining habitable conditions. GCMs have also improved

our understanding of the atmospheric dynamics of tidally locked planets, and suggest

that these atmospheres may be able to maintain long term habitability. However, they are

expensive in their simulations time and are not able to capture longer timescale physical

processes like the evolution of the atmosphere and the influence of the biosphere. The

use of single column photochemical models of Earth-like planets orbiting M-dwarfs have

generated debate over whether oxygen may be able to produce large quantities of abiotic

oxygen as a result of a different UV spectrum for M-dwarfs compared to the Sun. Mean-

while, photochemical models coupled to preoxygenic photosynthesising biospheres may

provide large sources of methane, and can be characterised by a ratio of methane to carbon

monoxide. I now discuss the models that will be used going forward in this thesis.
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3.2 Modelling tools used in this thesis

I now describe the models used in the remainder of this thesis. Initially, I describe the

GCM I use, the Met Office Unified Model (UM), followed by the model of a single col-

umn atmosphere model coupled to a single box atmosphere, known as the Platform for

Atmosphere, Land, Earth and Ocean (PALEO) modelling framework.

3.2.1 UM

In this work I use the UM, which has been adapted to a range of exoplanet applica-

tions and used for a large number of studies covering hot Jupiters (Mayne et al. 2014a;

Amundsen et al. 2016; Helling et al. 2016; Mayne et al. 2017; Tremblin et al. 2017; Drum-

mond et al. 2018b; Drummond et al. 2018c; Lines et al. 2018b; Lines et al. 2018a; Lines et

al. 2019; Sainsbury-Martinez et al. 2019; Debras et al. 2019; Debras et al. 2020; Drummond

et al. 2020), mini-Neptunes/Super Earths (Drummond et al. 2018a; Mayne et al. 2019) and

terrestrial planets (Mayne et al. 2014b; Bolmont et al. 2017; Lewis et al. 2018; Fauchez et

al. 2020; Yates et al. 2020; Boutle et al. 2020; Joshi et al. 2020; Sergeev et al. 2020). The GCM

simulations used in this thesis are based on the Global Atmosphere 7.0 configuration (Wal-

ters et al. 2019). The UM has implemented the ENDGame dynamical core, which uses a

semi-implicit semi-Lagrangian formulation to solve the non-hydrostatic, fully compress-

ible deep atmosphere equations of motion (Wood et al. 2014). At the top of atmosphere

a sponge layer is used to surpress numerical instabilities by damping vertical velocities.

The full set of equations for this are:

𝜕𝑢

𝜕𝑡
+ 𝑢

𝑟 cos 𝜙
𝜕𝑢

𝜕𝜆
+ 𝑣

𝑟

𝜕𝑢

𝜕𝜙
+ 𝑤 𝜕𝑢

𝜕𝑟
=
𝑢𝑣 tan 𝜙

𝑟
− 𝑢𝑤

𝑟
+ 𝑓 𝑣 − 𝑓 ′𝑤 −

𝑐𝑝𝜃

𝑟 cos 𝜙
𝜕Π

𝜕𝜆
+ 𝐷(𝑢) (3.2)

𝜕𝑣

𝜕𝑡
+ 𝑢

𝑟 cos 𝜙
𝜕𝑣

𝜕𝜆
+ 𝑣

𝑟

𝜕𝑣

𝜕𝜙
+ 𝑤 𝜕𝑣

𝜕𝑟
= −

𝑢2
tan 𝜙

𝑟
− 𝑣𝑤

𝑟
− 𝑓 𝑢 −

𝑐𝑝𝜃

𝑟

𝜕Π

𝜕𝜙
+ 𝐷(𝑣), (3.3)
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𝜕𝑤

𝜕𝑡
+ 𝑢

𝑟 cos 𝜙
𝜕𝑤

𝜕𝜆
+ 𝑣

𝑟

𝜕𝑤

𝜕𝜙
+ 𝑤 𝜕𝑤

𝜕𝑟
=
𝑢2 + 𝑣2

𝑟
+ 𝑓 ′𝑢 − 𝑔(𝑟) − 𝑐𝑝𝜃

𝜕Π

𝜕𝑟
, (3.4)

𝜕𝜌

𝜕𝑡
+ 𝑢

𝑟 cos 𝜙

𝜕𝜌

𝜕𝜆
+ 𝑣
𝑟

𝜕𝜌

𝜕𝜙
+𝑤 𝜕𝜌

𝜕𝑟
= −𝜌

[
1

𝑟 cos 𝜙
𝜕𝑢

𝜕𝜆
+ 1

𝑟 cos 𝜙

𝜕
(
𝑣 cos 𝜙

)
𝜕𝜙

+ 1

𝑟2

𝜕
(
𝑟2𝑤

)
𝜕𝑟

]
, (3.5)

𝜕𝜃

𝜕𝑡
+ 𝑢

𝑟 cos 𝜙
𝜕𝜃

𝜕𝜆
+ 𝑤 𝜕𝜃

𝜕𝑟
=
𝑄

Π
+ 𝐷(𝜃). (3.6)

Π
𝑅∗
𝑐𝑝

−1

=
𝑅∗𝜌𝜃

𝑃0

, (3.7)

These are the zonal, meridional and vertical momentum equations, the continuity equa-

tion, the thermodynamic equation and the equation of state respectively. The coordinate

system used here are𝜆, 𝜙, 𝑟 and 𝑡 representing longitude, latitude (from equator to poles),

radial distance from the centre of the planet and time respectively. The wind components

of these spatial coordinates are 𝑢, 𝑣,𝑤 for zonal, meridional and vertical directions respec-

tively and 𝜌 is the density. 𝑓 and 𝑓 ′ are Coriolis parameters that account for the rotation

of the planet:

𝑓 = 2Ω sin 𝜙, (3.8)

𝑓 = 2Ω cos 𝜙, (3.9)

where Ω is the rotation rate. 𝑐𝑝 is the specific heat capacity at constant pressure, 𝐷 is the

diffusion operator, 𝑄 is the heating rate (calculated from the radiative transfer) and 𝑅∗

is the specific gas constant. 𝜃 is the potential temperature, defined as the temperature a

parcel of air, at initial temperature 𝑇, would be if moved adiabatically from a pressure, 𝑃

to reference pressure, 𝑃0:
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𝜃 = 𝑇

(
𝑃0

𝑃

) 𝑅∗
𝑐𝑝

. (3.10)

Π is the Exner pressure, a non-dimensional pressure defined as:

Π =

(
𝑃

𝑃0

) 𝑅∗
𝑐𝑝

=
𝑇

𝜃
. (3.11)

Finally, 𝑔(𝑟) is a height dependant gravity, defined as:

𝑔(𝑟) = 𝑔𝑝

(
𝑅𝑝

𝑟

)
2

, (3.12)

where 𝑔𝑝 is the surface gravity and 𝑅𝑝 is the radius of the planet.

3.2.1.1 SOCRATES

The Suite of Community Radiative Transfer codes based on Edwards and Slingo (1996)

(SOCRATES) scheme treats the radiative transfer in the UM, employing a two-stream

correlated-k method (Manners et al. 2022). SOCRATES uses spectral files that are cre-

ated for specific atmospheric compositions and stellar spectra, which treat planetary and

stellar radiation separately. These files are input to the GCM and contain all the radiative

transfer information, including the solar spectrum, absorbing gases, continua, collision

induced absorption and photochemical cross sections and quantum yields. Spectral files

treat radiation in bands, with each band designated a dominant and minor contributing

species to treat overlapping absorption of gas species (Amundsen et al. 2017). This is

called the equivalent extinction method. In this the dominant gas is treated with a full

k-distribution, with minor gases treated as gray. The radiation code calculates the heating

rates at each point in the atmosphere in Equation 3.6.

3.2.1.2 Model parametrisations

Processes that occur on a scale smaller than the size of the grid boxes are parametrised.

Convection uses a mass-flux approach based on Gregory and Rowntree (1990), which has
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Figure 3.2: Schematic of the different components of the the model. The GA 7.0 atmospheric configuration

consists of the ENDGame dynamical core (Wood et al. 2014), the PC2 scheme to treat clouds (Wilson and

Ballard 1999; Wilson et al. 2008), microphysics is based on Wilson and Ballard (1999), SOCRATES to treat

radiative transfer, the Gregory-Rowntree Convection Scheme (GRCS) (Gregory and Rowntree 1990), with

turbulent mixing in the planetary boundary layer (PBL) based on Lock et al. (2000) and Brown et al. (2008). The

ocean is treated as a single layer slab with a prescribed mixed layer depth with no horizontal heat transport.

been developed to improve representation of downdrafts and convective momentum flux

(Walters et al. 2019). Water clouds are represented by the Prognostic Cloud fraction and

Prognostic Condensate (PC2) scheme detailed in Wilson et al. (2008), which is updated

to include treatments of cloud erosion and critical relative humidity. The scheme is used

to calculate the mixing ratios of water vapour, liquid water and ice, as well as liquid, ice

and mixed phase cloud fractions. Precipitation formation is based on Wilson and Ballard

(1999) and warm rain, rain formed from liquid droplets, is based on Boutle et al. (2014).

Turbulent mixing uses an approach based on Lock et al. (2000) and Brown et al. (2008). A

schematic of these components can be found in Figure 3.2.

3.2.2 PALEO

The PALEO modelling framework has been used to look at the evolution of the Earth sys-

tem over history, including modelling the Great Oxidation event (Daines and Lenton 2016),

and the controls of oxygen during the Proterozoic (Daines et al. 2017). This model also

has incorporated the Carbon, Oxygen, Phosphorus, Sulphur Evolution (COPSE) model

(Lenton et al. 2018a), which models the evolution of the Phanerozoic. This modelling
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framework allows for simple coupling between different parts of the Earth system, such

as the atmosphere and ocean, however, its atmosphere component was previously limited

to a single box model.

The atmosphere module has now been extended to include a vertically resolved

photochemical model. The model is based on the atmos model1, which has a rich history

in modelling the Archean and exoplanets (e.g. Haqq-Misra et al. 2008; Harman et al. 2015).

Solar flux is split into 750 bins from 117.65 to 1000 nm. This included the adoption of a

two stream approach to track stellar radiation for photolysis. Cross sections and quantum

yields data are the same as in the atmos repository and include the updated cross sections

for H
2
O (Ranjan et al. 2020). A list of the photolysis reactions are shown in Table B.1.

The photochemical model solves the 1D continuity equation

𝜕𝑛𝑖
𝜕𝑡

= 𝑃𝑖 − 𝑛𝑖𝐿𝑖 −
𝜕Φ𝑖

𝜕𝑧
, (3.13)

where 𝑛𝑖 is the number density of species 𝑖, 𝑃𝑖 is the production rate of the species and

𝐿𝑖 is the loss rate. Φ𝑖 is flux from transport into a region, which in the case of 1D models

comes from vertical transport, but could more generally include horizontal transport in

3D models. This creates a set of coupled differential equations, which are solved to find

the evolution of the chemical network with time. The rates of chemical production and

loss are now discussed.

Chemical loss and production is considered through three types of reactions: bi-

moecular, termolecular and unimolecular (photolysis) reactions, following Jacob (1999)

and (Ridgway 2023). Bimolecular reactions involve the reaction of generally two reac-

tants, for example:

A + B C + D. (R3.14)

1. https://github.com/VirtualPlanetaryLaboratory/atmos

https://github.com/VirtualPlanetaryLaboratory/atmos
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The rate of this reaction is

− 𝑑

𝑑𝑡
[A] = − 𝑑

𝑑𝑡
[B] = 𝑑

𝑑𝑡
[C] = 𝑑

𝑑𝑡
[D] = 𝑘[A][B], (3.14)

[𝑖] is the concentration of species 𝑖 and 𝑘 is the rate constant for the reaction. That is to

say, the rate at which the reaction occurs depends on the abundance of the reactants and

the likelihood of the reaction taking place due to energetic constraints and the collisional

cross sections of the molecules, which are subsumed into 𝑘.

Termolecular reactions involve a third body, M, which stabilises the products. In

the atmosphere, [M] is the number density of the air. For example

A + B AB
∗ (𝑘1) (R3.15)

where AB
∗

is an excited state, which can either be stabilised by a third body, removing

this energy, or the molecule may split apart again:

AB
∗

A + B (𝑘2) (R3.16)

AB
∗

+ M AB + M
∗ (𝑘3) (R3.17)

M
∗

M + heat (R3.18)

with the overall reaction written as
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A + B + M C
2
H

6
+ M (R3.19)

The rate of this reaction, ie the formation of AB is

𝑑

𝑑𝑡
[AB] = 𝑘3[AB

∗][M]. (3.15)

The excited complex AB
∗

has a short lifetime and reacts as soon as it is produced, so we

can thus assume that the rate of formation and loss of AB
∗
from these reactions are equal:

𝑘1[A][B] = 𝑘2[AB
∗] + 𝑘3[AB

∗][M] (3.16)

rearranging this for AB
∗

and substituting into Equation 3.15

− 𝑑

𝑑𝑡
[A] = − 𝑑

𝑑𝑡
[B] = 𝑑

𝑑𝑡
[AB] = 𝑘1𝑘3[M]

𝑘2 + 𝑘3[M] [A][B] = 𝑘[A][B]. (3.17)

The rate constant 𝑘 for this termolecular reaction can be considered in two limits.

First, the low density limit [M] << 𝑘2/𝑘3:

𝑘 =
𝑘1𝑘3

𝑘2

[M] = 𝑘0[M] (3.18)

where 𝑘0 is referred to as the low-pressure limit rate constant. In the high density limit

[M] >> 𝑘2/𝑘3:

𝑘 = 𝑘1 = 𝑘∞ (3.19)

where 𝑘∞ is the high pressure limit rate constant, where 𝑘 can be rewritten in terms of the

high and low pressure rate constants:
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𝑘 =
𝑘0[𝑀]

1 + 𝑘0

𝑘∞
[𝑀]

𝐹. (3.20)

Included in this definition is a broadening factor, 𝐹, and in this derivations takes the value

of unity. However, this is not always the case, and a derivation of this broadening factor

comes from Troe (1983), and takes the form

𝐹 = 𝐹

1

1+(log𝑃𝑟 )2
𝑐 (3.21)

where 𝐹𝑐 is a parameter greater than zero or less than or equal to one, and 𝑃𝑟 , known as

the reduced pressure is

𝑃𝑟 =
𝑘0

𝑘∞
[M]. (3.22)

This is the general form of termolecular reaction, although some reactions can take just

the low or high pressure limit as the rate constant as in Equations 3.18+3.19.

The reaction rate constant of a photolysis reaction, 𝑘, is calculated as

𝑘 =

∫ ∞

0

𝑄(𝜆)𝜎(𝜆)𝐹(𝜆)𝑑(𝜆), (3.23)

where 𝑄(𝜆) is the quantum yield, 𝜎(𝜆) is the cross section of the absorbing species

and 𝐹(𝜆) is the actinic flux (radiation from the host star), all of which are dependent on

wavelength, 𝜆. The quantum yield is the likelihood that a specific photolysis pathway for

a species will occur, obtaining a value between zero and one, with the sum of quantum

yields at a given wavelength for each pathway of a species not able to exceed one. Cross

sections, represent the visibility of the molecule to radiation, with a larger cross section

increasing the effective cross section of the molecule leading to a higher chance of photon

absorption. The actinic flux is the number of photons crossing the unit horizontal area

per unit time (photons cm
−2

s
−1

).



3.2. MODELLING TOOLS USED IN THIS THESIS 49

Water vapour in the troposphere is treated using either a constant relative humidity,

𝑅𝐻, a pressure, 𝑝, dependent parametrisation from Manabe and Wetherald (1967):

𝑅𝐻(𝑝) = 𝑅𝐻surf

𝑝/𝑝surf − 0.02

1 − 0.02

, (3.24)

where the surface relative humidity, 𝑅𝐻surf, is a prescribed value, nominally 70%, and 𝑝surf

is the surface pressure. Above the tropopause, relative humidity can either be restored to

a value, assuming condensation, or can be allowed to evolve through production and loss

via chemical reactions.

Rainout, or wet deposition, is the process of the removal of species through dissolv-

ing into raindrops and subsequent precipitation to the surface. In PALEO, rainout follows

the prescription described in (Giorgi and Chameides 1985). As H
2
O mixing ratio is pre-

scribed in the troposphere, the change in H
2
O flux caused by eddy diffusion is equivalent

to the rainout of H
2
O. The rainout of every other species can be calculated from this based

on their solubility.

Dry deposition is modelled at the lowest atmosphere level, with deposition flux,

Φdep
(molecules/cm

2
/s) for species 𝑖 is calculated as

Φ
dep

𝑖
= 𝑛𝑖𝑣

dep

𝑖
, (3.25)

where 𝑣dep
is the deposition velocity. This represents the free fall of species out of the

atmosphere.

Eddy diffusivity models the upward vertical mixing of the atmosphere, and con-

tributes to Φ𝑖 in Equation 3.13, which takes the form

Φeddy = −𝐾𝑁 𝜕 𝑓

𝜕𝑧
, (3.26)

where K is the eddy diffusion coefficient, plotted in Figure 3.3. This resembles those used



50
CHAPTER 3. MODELLING PLANETARY PROCESSES OVER VARYING TEMPORAL

AND SPATIAL SCALES

103 104 105 106

Eddy diffusivity (cm2/s)

0

20

40

60

80

100

Al
tit

ud
e 

(k
m

)

Figure 3.3: Example of an eddy diffusion profile used in PALEO.

in other photochemical models (eg Ranjan et al. 2020).

The surface boundary conditions for a species can be either defined by fluxes or

mixing ratios. For example CO
2

can be prescribed a fixed value, which can be assumed

given temperatures are likely to be regulated by the silicate weathering feedback. Setting

a constant CO
2
means that a full carbon cycle is not required to regulate temperature. Flux

boundary conditions are used to simulate gas input to the atmosphere, through processes

such as volcanism.

3.3 Development and testing of the modelling framework

I now discuss developments I have made to both the UM and PALEO. The UM was de-

veloped for modelling of Archean atmospheres, while I co-developed PALEO to develop

the atmosphere and biosphere modeling.

3.3.1 Adaption of UM to Archean

Before my work, the UM had yet to be adapted to the simulate the Archean. In order to

do this, two main components were required: the development of the sea-ice albedo cal-



3.3. DEVELOPMENT AND TESTING OF THE MODELLING FRAMEWORK 51

culations, which were initially designed for planets orbiting an M-dwarf star; and testing

of the spectral files were required to check their validity at high methane concentrations.

3.3.1.1 Sea-ice albedo

As the idealised version of the UM used for terrestrial exoplanets has been developed

without an ocean, the treatment of sea-ice is important to consider. Sea-ice plays an im-

portant role as a positive feedback on the Earth. As temperatures decrease due to some

perturbation such as a reduction in CO
2
, ice cover would increase. Ice has a high albedo

for a solar spectra, which leads to more solar radiation reflected back to space, leading to a

cooling of the Earth. In the absence of a fully coupled ocean, parametrisations are required

to model the sea ice feedback. Initially, a parametrisation was included in the UM based

on Joshi and Haberle (2012), for use with planet’s orbiting M-Dwarfs. As M-dwarfs have

a significantly lower effective temperature compared to the Sun, their stellar flux peaks at

longer wavelengths, where the ice and snow albedo is smaller, shown in Figure 3.4.

The sea ice albedo effect is represented by a change in albedo at 271.35 K (𝑇threshold)

using the HIRHAM parametrization from Liu et al. (2007), which calculates a temperature

dependent sea ice albedo (𝛼ice) as

𝛼ice = 𝛼max(𝜆) − exp

(
− 𝑇threshold − 𝑇surf

2

)
× (𝛼max(𝜆) − 𝛼sea), (3.27)

where 𝑇surf is the surface temperature and 𝛼max(𝜆) is the maximum sea ice albedo, a func-

tion of wavelength, 𝜆. In the initial configuration, which I refer to as maximum albedo,

when 𝜆 ≤ 1.1𝜇m 𝛼max = 0.8, while bands above 𝜆 > 1.1𝜇m 𝛼max = 0.05.

However, when testing this ice albedo scheme for a preindustrial modern Earth

configuration (N
2

dominated 280 ppmv CO
2
), ice extended to close to 30° in latitude after

35 years of simulation time, shown in Figure 3.5. This is obviously much further than ice

extends on Earth today and suggests that the ice albedo feedback is too sensitive, and the

overall albedo is too large.

To resolve this, I tested different fits for albedo, the results for which are shown

in Figure 3.6. These fits for albedo are marked on Figure 3.4 and assume a minimum,



52
CHAPTER 3. MODELLING PLANETARY PROCESSES OVER VARYING TEMPORAL

AND SPATIAL SCALES

Figure 3.4: Top panel: Showing the normalised flux of black bodies of 5,700 K (approximately Solar) and

3300 K (M-Dwarf effective temperature), as well as the stellar fluxes of two M-dwarfs, Gleise 436 and GJ 1214.

Lower panel: shows wavelengths dependence for ice and snow albedo, as well as different fits for albedo

tested for the modern Earth. Figure is adapted from Fig. 1 in Joshi and Haberle (2012).
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Figure 3.5: Shows the temporal evolution of zonal mean temperature for the previous maximum albedo sea-

ice pararmetrisation (A) and the now used minimum albedo sea-ice pararmetrisation (B). The ice boundary

(271.35 K) is shown as a black contour.
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Figure 3.6: Shows the temporal evolution of global mean temperature for the diffeent sea-ice albedo

parametrisations. The initial difference is due to different starting conditions for the no ice albedo case com-

pared to the other simulations.

maximum (initial fit used) and log fitted albedo. A case where no change in albedo when

temperatures drop below 271.35 K is also shown for reference. The minimum albedo case,

sets the drop in albedo from 0.8 to 0.05 at 0.5𝜇m, while the log fit albedo case uses linear fit

to calculate albedo between 0.5 and 1.1𝜇m over for log(𝜆). The new log fit still shows tem-

peratures to be lower than the global mean pre-industrial temperatures (approximately

288 K), while the minimum albedo case is closest to the global mean, and is approximately

1° cooler than the case with no change in ice albedo. The sea ice extends to latitudes of

approximately 65° (Figure 3.5b) during each hemisphere’s winter, which is a reasonable

comparison to Earth today, although during the summer, ice retreats too close to the poles.

For this minimum albedo fit, when convolved with the solar flux, our simplified

scheme leads to a maximum ice albedo of approximately 0.2. Although this value is some-

what lower that the actual ice albedo (approximately 0.7), the simulations reproduced rea-

sonable ice coverage for the modern Earth, see Figure 3.6. In reality, the scheme setup is
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Figure 3.7: (a) shows the high resolution minus the low resolution spectral file global average net down

radiative forcing at the tropopause for methane for shortwave (dashed), longwave (dotted) and their sum

(solid). (b) and (c) show the same as (a) averaged over 10°S to 10°N as the equator in (b), and poleward of

70°N/S for the polar regions in (c). The high resolution spectral files for thermal and solar radiation are

sp_lw_350_etw_arcc10bar and sp_sw_280_etw_arcc10bar_sun_2.9gya respectively, while the low resolu-

tion spectral files are sp_lw_17_etw_arcc10bar and sp_sw_43_etw_arcc10bar_sun_2.9gya for thermal and

solar radiation respectively.

compensating for missing heat transport via the ocean and the lack of a more sophisticated

thermodynamic ice scheme, alongside sea ice transport. Simple non-thermodynamic ice

schemes like the ones used here have been shown to result in larger climate fluctuations

and generally less ice coverage than their thermodynamic counterparts (Poulsen and Ja-

cob 2004). This sea-ice albedo parametrisation is used going forwards for the modelling

of the Archean climate.

3.3.1.2 Spectral file validity

In order to use spectral files for a range of Archean conditions, they must be tested against

high resolution spectral files to confirm their validity and assumptions in their relatively

low spectral resolution. This is particularly important when using spectral files close to

their designed limits. Spectral files are designed for specific atmospheric compositions,

temperatures and pressures. Outside of these limits the species opacities can change,

which could also affect which species is the dominant absorbers in a band. This leads to

inaccuracies in the radiative transfer calculations. I test the validity of these spectral files

used in Chapter 4 and a higher resolution spectral file treatment with 280 solar radiation

bands

(sp_sw_280_etw_arcc10bar_sun_2.9gya) and 350 thermal radiation bands

(sp_lw_350_etw_arcc10bar) to assess the accuracy of our radiative transfer calculation.

The results of this are shown in Figure 3.7. Errors in both the shortwave and longwave forc-
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ing remain small (around 1 %) compared to the overall methane radiative forcing found in

each configuration (see Figure 4.2), and thus the spectral files remain valid up to methane

partial pressure of up to 3,500 Pa (3.5%).

3.3.2 PALEO developments

I co-developed the atmosphere module to add and update a range of important processes.

Here I describe these processes and their implementation.

3.3.2.1 Molecular diffusion & hydrogen escape

Molecular diffusion is an important process for the upward transport of molecules that

are significantly lighter than the mean molecular mass of the atmosphere. Of particular

importance to molecular diffusion is molecular and atomic hydrogen. For this, I follow

the implementation by Hu et al. (2012), with the molecular diffusion flux, Φ𝑀𝐷 ,

Φ𝑀𝐷 = −𝐷𝑁 𝜕 𝑓

𝜕𝑧
+ 𝐷𝑛

(
1

𝐻0

− 1

𝐻
− 𝛼𝑇
𝑇

𝑑𝑇

𝑑𝑧

)
, (3.28)

where 𝑛 is the number density of either H or H
2
, 𝑁 is the overall number density of all

species, 𝑓 is the mixing ratio of the species (equal to 𝑛/𝑁). 𝐷 is the molecular diffusion

coefficient, while the mean scale height is 𝐻0, and 𝐻 is the scale height of the species. 𝛼𝑇

is the thermal diffusion factor and 𝑇 is the temperature. The scale height is the change in

altitude that would lead to a decrease in pressure by a factor of 𝑒, from which hydrostatic

balance can be estimated as

𝐻 =
𝑅𝑇

𝜇𝑔
(3.29)

where R is is ideal gas constant, 𝜇 is the the molecular mass (mean molecular mass for 𝐻

and molecular mass of atomic or molecular hydrogen for 𝐻0) and 𝑔 is the gravitational

acceleration.

The molecular diffusion coefficients, 𝐷 (cm
2
/s), from Hu et al. (2012) have a form

obtained from gas kinetic theory with parameters derived from experimental data (Mar-
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rero and Mason 1972) for atomic and molecular hydrogen in a N
2

dominated atmosphere

are

𝐷(H,N
2
) =

4.87 × 10
17

(
𝑇

1 [K]

)
0.698

𝑁
, (3.30)

𝐷(H
2
,N

2
) =

2.80 × 10
17

(
𝑇

1 [K]

)
0.740

𝑁
, (3.31)

and for a CO
2

dominated atmosphere Ranjan et al. (used for benchmarking our model to

2020):

𝐷(H,CO
2
) =

3.87 × 10
17

(
𝑇

1 [K]

)
0.750

𝑁
, (3.32)

𝐷(H
2
,CO

2
) =

2.15 × 10
17

(
𝑇

1 [K]

)
0.750

𝑁
, (3.33)

where 𝑁 is the number density in units of cm
−3

.

Hydrogen escape can then be considered as the molecular diffusion at the top most

level of the atmosphere, with hydrogen diffusing above this level, leaving the atmosphere

top. At a model top of 100 km, H
2

and H are the predominant hydrogen bearing species,

as other species are photochemically destroyed, justifying this approximation.

3.3.2.2 Redox balance

Reducing species are willing donators of electrons, while oxidants accept electrons, and

reactions involving oxidation and reduction must be conserved, meaning that the net re-

dox state of the reactants must be the same as the products. Following the discussion in

Catling and Kasting (2017) Chapter 8, this means that for the atmosphere to be in equilib-

rium, the net redox input into the atmosphere, must be equal to loss. In atmospheres that
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are more reducing, species redox potential is considered in terms of their redox potential

relative to H
2
. If we consider a hypothetical reaction of H

2
with O

2
to form water:

2 H
2

+ O
2

2 H
2
O, (3.34)

as water is readily available on the surface H
2
O can be arbitrarily set to be redox neutral, so

that water flowing in and out of the system does not need to be tracked for redox balance.

It can then be seen that as it takes 2 molecules of H
2

to reduce O
2
, O

2
in terms of redox

is −2 H
2

equivalents. The H
2

equivalents of C, N and S, can also be selected such that

certain species are redox neutral. For C and S, a H
2

equivalent of +2 make CO
2

and SO
2

a

neutral species, while H
2

equivalent of 0 for N makes N
2

neutral. The redox potential can

be arbitrarily selected without affecting the results, however this choice makes tracking

redox budgets simplest for reducing atmospheres (Kasting and Canfield 2012; Kasting

2013). From this, all species can then be assigned an H
2

equivalent redox state. Following

Harman et al. (2015) for redox balance in the atmosphere to be conserved, the following

balance must exist:

Φoutgas(Red) +Φdep(Ox) = Φesc(H2
) +Φdep(Red) (3.35)

where Φoutgas(Red) is the reductant outgassing through species such as H
2
. Φesc(H2

) is the

hydrogen escape flux, and Φdep(Ox) and Φdep(Red) is the wet and dry deposition of oxi-

dising and reducing species respectively. While for global redox balance to be conserved,

the following flux balance must be satisfied:

Φoutgas(Red) +ΦOW +Φburial(CaSO
4
) +Φburial(Fe

3
O

4
) = Φesc(H2

) + 2Φburial(C2
HO)

+ 5Φburial(FeS
2
)

(3.36)

ΦOW is the oxidative weathering of the continents and seafloor (reaction with oxygen),

which would be minimal in low oxygen conditions like the Archean. Φburial(𝑖) is the burial
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of species i in the sediments, including organic matter, C
2
HO. The burial terms are writ-

ten in terms of their H
2

equivalent redox potential, with reducing fluxes on the left and

oxidising fluxes on the right. Harman et al. (2015) make the assumption that on an abiotic

planet, ΦOW and Φburial(𝑖) are negligible, leaving

Φoutgas(Red) = Φesc(H2
), (3.37)

which means that, from Equation 3.35

Φdep(Ox) = Φdep(Red), (3.38)

meaning that the deposition must be redox neutral. To account for this, as these fluxes are

rarely equal, balancing flux of H
2

or O
2

is added back into the atmosphere so that this sur-

face exchange is redox neutral, as shown in Figure 3.8. In a biotic configuration, this is no

longer true and organic carbon burial becomes and important flux in Equation 3.36. This

is managed by separating the ocean cycling of species that are utilised by the biosphere

from the deposition of other species, which is discussed in Section 3.3.2.7.

3.3.2.3 Chemical rates

The chemistry scheme was initially adapted from the atmos code using a similar rate cal-

culator and reaction network in the Virtual Planetary Laboratory open access repository2.

Initially, the atmos format for reaction rates were implemented, but were adapted to align

with the format used in the UM (Drummond et al. 2020; Ridgway et al. 2022) and ATMO

(Drummond et al. 2016), based on the JPL specification. For bimolecular reactions the rate

coefficient, 𝑘, is calculated from the Arrhenius equation

𝑘 = 𝐴

(
𝑇

300

)𝛼
𝑒−𝛽/𝑇 , (3.39)

where 𝐴 is a pre-exponential factor, 𝑇 is temperature in kelvins, 𝛼 determines the

2. https://github.com/VirtualPlanetaryLaboratory/atmos

https://github.com/VirtualPlanetaryLaboratory/atmos
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Figure 3.8: Schematic showing atmospheric redox balance. Reductant outgassing is equal to hydrogen escape,

while total reductant and oxidant deposition is balanced by an equivalent return flux into the atmosphere to

satisfy Equation 3.38.
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degree of the temperature dependence for the reaction, 𝛽 is the activation energy of the

reaction divided by the gas constant. The parameters for each of the bimolecular reactions

and their sources are listed in Table B.2.

For termolecular reactions, the following definitions are used for 𝑘0 and 𝑘∞

𝑘0 = 𝐴1

(
𝑇

300

)𝛼1

𝑒−𝛽1/𝑇
(3.40)

𝑘∞ = 𝐴2

(
𝑇

300

)𝛼2

𝑒−𝛽2/𝑇
(3.41)

with the terms for these mirroring those of Equation 3.39. The parameters for each of the

termolecular reactions and their sources are listed in Table B.3.

3.3.2.4 Chemical network

A new reaction network was acquired from Mark Claire (Gregory et al. 2021), containing

reactions for elements C, H, O, N, S for oxidising and reducing atmospheres. Some of

these reactions did not follow conventional forms of the rate coefficient for bimolecular or

termolecular reactions, which are termed “weird reactions” in the atmos code. These were

adapted to conform with the formalism described in Section 3.3.2.3 without changing the

rate coefficient. The reactions from this network are in Appendix B. As part of this, weird

reactions were converted to formalisms that fit the bimolecular or termolecular form, for

which there were six weird reactions

HO
2

+ HO
2

H
2
O

2
+ O

2
- This reaction is a combination of a bimolecular and

termolecular reaction and has been split accordingly. These reactions also both include

corrective factors

𝑘 = 3 × 10
−13[cm

3/molecules/s] 𝑒−490[K]/𝑇 , (3.42)

the termolecular has the form of
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𝑘0 = 2.1 × 10
−33[cm

6/molecules
2/s] 𝑒920[K]/𝑇 , (3.43)

𝑘∞ = 1 × 10
−10[cm

3/molecules/s], (3.44)

with 𝐹𝑐 = 0.6.

HNO
3

+ OH H
2
O + NO

3
- Similar to above, this is another case of a combina-

tion of a bimolecular and termolecular reaction and has been split accordingly:

𝑘 = 2.4 × 10
−14[cm

3/molecules/s] 𝑒460[K]/𝑇 , (3.45)

while the termolecular reaction has the form of

𝑘0 = 6.5 × 10
−34[cm

6/molecules
2/s] 𝑒1335[K]/𝑇 , (3.46)

𝑘∞ = 2.7 × 10
−17[cm

3/molecules/s] 𝑒2199[K]/𝑇 , (3.47)

with 𝐹𝑐 = 1.

N
2
O

5
+ M NO

3
+ NO

2
+ M - This reaction takes the termolecular form from

Atkinson et al. (2004)

𝑘0 = 1.3 × 10
−3[cm

3/molecules/s]
(

𝑇

300[K]

)−3.5

𝑒−11000[K]/𝑇 , (3.48)

𝑘∞ = 9.7 × 10
14[s−1]

(
𝑇

300[K]

)
0.1

𝑒−11080[K]/𝑇 , (3.49)

with 𝐹𝑐 = 0.35.
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HO
2
NO

2
+ M HO

2
+ NO

2
+ M - This reaction takes the termolecular form

from (Atkinson et al. 2004)

𝑘0 = 4.1 × 10
−5[cm

3/molecules/s] 𝑒−10650[K]/𝑇 , (3.50)

𝑘∞ = 6 × 10
15[s−1] 𝑒−11170[K]/𝑇 , (3.51)

with 𝐹𝑐 = 0.4.

SO
3

+ H
2
O + H

2
O H

2
SO

4
+ H

2
O - This reaction now takes the form of a bi-

molecular reaction with three reactants from Krasnopolsky (2012):

𝑘 = 6.9 × 10
−14[cm

6/molecules
2/s]

(
𝑇

300[K]

)
1

𝑒6540[K]/𝑇 . (3.52)

OH + CO H + CO
2

- This currently takes the form of a chemical activation

reaction (Sander et al. 2011). However, this has not been implemented yet within our

network and so is included as a constant rate for a bimolecular reaction as suggested by

(Burkholder et al. 2015; Ranjan et al. 2020)

𝑘 = 1.5 × 10
−13[cm

3/molecules/s]. (3.53)

HS + CS CS
2

+ H - This reaction follows the same as the above, and is given

the same rate equation.

The reducing network was also expanded to include species from the oxidising at-

mosphere, by including reactions involving NO
3
, N

2
O

5
, HO

2
NO

2
and converting the ag-

gregate reaction:
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HNO
3

+ OH H
2
O + NO

2
+ O, (R3.20)

to

HNO
3

+ OH H
2
O + NO

3
, (R3.21)

with the former used as NO
3

was not previously present.

3.3.2.5 Radiative-convective equilibrium models

The radiative transfer code SOCRATES, described in Section 3.2.1.1, has been coupled to

PALEO to create a 1D radiative convective model. This setup allows for similar modelling

tools to be used between 1D and 3D models, with these the same radiative transfer com-

ponent. SOCRATES calculates the radiative heating rates from longwave and shortwave

heating rates, which evolves the atmospheric temperature to reach a radiative equilib-

rium. The atmosphere above the tropopause exists in radiative equilibrium, however in

the tropopause, radiative equilibrium leaves the atmosphere highly unstable, due to a

high temperature gradient near the surface. If a parcel of air in this region moves up-

wards, it will be less dense than the surrounding air until it reaches a neutral buoyancy,

with the parcel releasing energy, to reduce the temperature gradient. This should adjust

the temperature structure of the troposphere to a profile that is just stable. This tempera-

ture gradient, termed the lapse rate is used to prescribe a convective adjustment, and can

either be modelled as a fixed value, e.g. 6 K/km or by the pseudoadiabatic lapse rate, Γ𝑝𝑠 ,

Γ𝑝𝑠 = 𝑔
(1 + 𝑟𝑣)

(
1 + 𝐿𝑣 𝑟𝑣

𝑅𝑇

)
𝑐𝑝𝑑 + 𝑟𝑣𝑐𝑝𝑣 + 𝐿2

𝑣 𝑟𝑣(𝜖+𝑟𝑣)
𝑅𝑇2

, (3.54)

which is the dry lapse rate with moisture corrections. 𝑟𝑣 is the water vapour mixing ratio,
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𝑐𝑝𝑑 and 𝑐𝑝𝑣 are the specific heats at constant pressure of dry air and water vapour. 𝐿𝑣 is

the latent heat of vaporization of water, R is the dry air gas constant, 𝜖 =0.62 is the ratio of

the gas constants of dry air and water vapour. To be in equilibrium, the top of atmosphere

net flux must be zero, and after applying this convective adjustment, the atmosphere is

too hot, and the outgoing flux is greater than the incoming flux at the top of atmosphere.

Equilibrium is restored by cooling the surface, until the the top of atmosphere is in radia-

tive equilibrium, with the rate of surface temperature change calculated as

𝑑𝑇surf

𝑑𝑡
= −Δ𝐹TOA

𝐶𝑝
, (3.55)

whereΔ𝐹TOA is the net outgoing top of atmosphere (TOA) flux (outgoing minus incoming)

and 𝐶𝑝 is the heat capacity of the surface per unit area.

This component is not currently coupled to the photochemical model, but can be

used to generate climate solutions for atmospheric regimes that are explored.

3.3.2.6 Ocean

A single box ocean is used to house a biosphere, which is connected to the atmosphere

via an atmosphere–ocean flux. The diffusion of species across the atmosphere–ocean in-

terface is calculated using a stagnant boundary layer model (Liss and Slater 1974), with

the exchange of gas dependent on the concentration of these gases through a thin stag-

nant layer at the ocean surface (thickness of 40𝜇m Kharecha et al. 2005). Using a similar

procedure to Kharecha et al. (2005) the diffusion is determined by a piston velocity (ther-

mal diffusivity of the species divided by the thickness of the stagnant layer) and solubility

coefficient. The flux across the ocean-atmosphere boundary for species 𝑋, Φ(𝑋) is then:

Φ(𝑋) = 𝑣𝑝(𝑋) × (𝛼(𝑋) × 𝑝𝑋 − [𝑋]𝑎𝑞) × 𝐶, (3.56)

where 𝑣𝑝(𝑋) is the piston velocity, 𝛼(𝑋) is the Henry’s solubility coefficient, 𝑝𝑋 is

the atmospheric partial pressure at the top of the stagnant layer of species 𝑋 and [𝑋]𝑎𝑞 is

the ocean concentration of 𝑋 at the bottom of the stgnant layer. 𝐶 is a constant for unit
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conversion to obtain a flux in mol/yr.

3.3.2.7 Biosphere

With an atmosphere-ocean flux established, considerations can be made for how species

accumulation in the ocean could be utilised by the biosphere. An organism could consume

a species to undergo either catabolism (production of energy) or anabolism (production of

biomass). For example, consider an H
2

consuming methanogen. Catabolism can take the

form of the following reaction, creating energy, which for organisms on Earth, are stored

as adenosine triphosphate (ATP), which can then be used as energy for other processes:

CO
2

+ 4 H
2

CH
4

+ 2 H
2
O + (energy). (R3.22)

When enough energy is stored it can be used to undergo anabolism:

CO
2

+ 2 H
2

+ (energy) CH
2
O + 2 H

2
O. (R3.23)

Lab measurements of these organisms have found that they can convert 1 mol of

CO
2

into biomass via Reaction R3.23 for every 10 mol of CO
2

they metabolise via Reac-

tion R3.22 (Schonheit et al. 1980; Fardeau and Belaich 1986; Morii et al. 1987). This gives

them a growth rate, 𝜇, of approximately 1/10, eg for 10 mol of CO
2

is consumed in total

to fix 1 mol of carbon as biomass. As CO
2

is widely available, H
2

is the limiting factor for

this metabolism, and can be drawn down to some concentration, [𝑋]𝑙𝑖𝑚𝑎𝑞 , below which it

is energetically unfavourable to draw concentrations down any further, with an overall

methane flux, Φ𝑏𝑖𝑜(𝐶𝐻4) of

Φ𝑏𝑖𝑜(CH
4
) = 1

4

× (1 − 𝑥 · 𝜇) × ([𝑋]𝑎𝑞 − [𝑋]𝑙𝑖𝑚𝑎𝑞 ), (3.57)
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where 𝑥 is the burial rate. The burial rate is the fraction of organic carbon that is buried in

the sediments, known as organic carbon burial. This fraction may not be 100% if secondary

organsims exist that consume the primary organisms (either alive or dead), undergoing

a sequence of reactions such as:

2 CH
2
O

acetogens

CH
3
COOH

acetotrophs

CH
4

+ CO
2
. (R3.24)

This allows for some fraction of recycling within the ecosystem, which reduces organic

carbon burial and therefore increases the CH
4

flux. On Earth, modern organic burial

fraction is thought to be around 0.2% (Berner 1982), but in the past, it could have been

around 2%, based on measurements in anoxic environments (Arthur et al. 1994).

Following the evolution of anoxygenic photosynthesis, this growth rate could be

higher as energy does not need to be created by catabolsim to produce biomass and instead

can use energy from photons for anabolism:

CO
2

+ 2 H
2

+ ℎ𝑣 CH
2
O + 2 H

2
O. (R3.25)

which leads to a growth rate of 𝜇 = 1. Without some form of recycling in this case, the

majority of consumed H
2

would be buried, providing a significant reductant sink for the

global redox budget, as in Equation 3.36. Ignoring other burial fluxes, our global redox

balance is then determined by

Φoutgas(Red) = Φesc(H2
) + 2Φburial(CH

2
O), (3.58)

whilst the surface redox from deposition is maintained from Equation 3.38, provided that

fluxes across the atmosphere-ocean boundaries are excluded and treated in the context of

organic carbon burial.
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3.4 Chapter Summary

In this chapter, I have introduced general circulation models, describing their use in re-

solving the faint young Sun paradox, as well as improving our understanding of the at-

mospheric circulation on terrestrial exoplanets. I also described the model I used in this

thesis, the UM, and developments made to this. I will use this model in Chapters 4+5 in

application to the Archean and then to terrestrial exoplanets.

I also introduced single column photochemical models, similarly describing their

role in developing our understanding of the Archean and terrestrial exoplanets. I then

introduced PALEO, which is a flexible model of the atmosphere and ocean, and described

my contributions to developments here to construct a simple general ecosystem model that

is used in Chapter 6 to understand the effect of primitive biospheres on the atmospheres

of exoplanets.
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Chapter 4

Climate of Archean-like

Atmospheres

4.1 Introduction

This Chapter investigates the role of methane in the Archean climate using a general cir-

culation model, and its potential to contribute to the faint young Sun paradox. The work

from this chapter has been published in Eager-Nash et al. (2023).

Methane (CH
4
) is thought to have played an important role as a greenhouse gas

in warming the Archean Earth (Haqq-Misra et al. 2008; Catling and Zahnle 2020). The

Archean is the geological eon spanning 4.0–2.5 billion years ago (Ga). The Archean was be-

lieved to be oxygen poor, with oxygen concentrations less than 3×10
−6

of the present atmo-

spheric level (PAL) (Gregory et al. 2021), which allowed reduced gases, such as methane,

to accumulate in the atmosphere (Catling and Zahnle 2020). Here, I investigate the poten-

tial role of methane, and to a lesser extent carbon dioxide (CO
2
), on the Archean climate

using a three-dimensional general circulation model (GCM), at various carbon dioxide

concentrations. The use of a GCM further allows an understanding to be gained of the

effect of methane on the global mean climate and the meridional temperature structure.

The Archean could have supported high methane concentrations at various points
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in its history (e.g Fig. 5 in Catling and Zahnle 2020). A primitive pre-photosynthetic

biosphere would effectively turn reductant (electron donors) from mantle inputs or oxi-

dation of the crust into reduced organic carbon and ultimately methane (e.g. Nicholson

et al. 2022). As methane will be photolysed to hydrogen at high altitude, atmospheric

methane levels are then determined by the balance between surface net reductant (hence

methane) input, and hydrogen escape (Kharecha et al. 2005; Goldblatt et al. 2006; Claire

et al. 2006). Kharecha et al. (2005) used a coupled ecosystem-atmosphere model to suggest

that the early Archean biosphere could have sustained methane concentrations between

100 to 35,000 ppm (equivalent to 10–3,500 Pa in surface partial pressure for a 10
5

Pa at-

mosphere). Subsequent evolution of increasingly productive photosynthetic biospheres

and ultimately oxygenic photosynthesis could increase methane concentrations as they

increase the net reductant input via oxidation of crustal material (Walker 1987, primarily

Fe,). This is supported by a depletion in organic carbon-13 in deep water sediments at

2.7 Ga (Eigenbrode and Freeman 2006). After the great oxidation event, the concentration

of methane as a minority gas in an oxic atmosphere will be controlled by the balance be-

tween primarily biological production and photochemistry, where the net biological flux

to the atmosphere will be controlled by ecosystem structure and biogeochemical cycling

hence methane oxidation within the surface environment (Daines and Lenton 2016).

Updates to the high-resolution transmission molecular absorption database (HI-

TRAN) have led to work finding that earlier studies have overestimated methane’s poten-

tial to warm the Archean (Byrne and Goldblatt 2015). Previously, Haqq-Misra et al. (2008)

found that methane, ethane and the subsequent formation of longer chain hydrocarbons

can provide significant warming. However, updates to HITRAN (Brown et al. 2013; Roth-

man et al. 2013) show an increase in the shortwave absorption by methane that was previ-

ously underestimated, leading to a decrease in tropopause radiative forcing by methane

at high concentrations (see discussion in Byrne and Goldblatt 2014). This was found to

lead to the greenhouse effect of CH
4

becoming offset by strong shortwave absorption by

methane in the atmosphere (Byrne and Goldblatt 2015). Using a 1D radiative convective

model (RCM) Byrne and Goldblatt (2015) found that surface warming due to methane

is diminished at 100 Pa (0.1% by volume), with shortwave cooling dominating longwave

heating above this. Methane shortwave radiative forcing has also been investigated for
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the modern Earth (Etminan et al. 2016; Collins et al. 2018; Byrom and Shine 2022). By-

rom and Shine (2022) found that methane’s warming of the stratosphere by absorption of

shortwave radiation can enhance methane longwave radiative forcing.

During the Archean, the Sun’s luminosity was 75% to 80% of the present day value

(Gough 1981). As discussed in Charnay et al. (2020), as the Sun fuses hydrogen into he-

lium the mean molecular weight of the Sun’s core increases. The core then contracts and

warms to maintain the balance between the pressure gradient and gravitational forces.

This increases the rate of fusion, which causes the Solar flux to increase with time. Under

present atmospheric conditions the Earth is predicted to have been globally ice covered

(known as a snowball state) prior to ∼2.0 Ga (Kasting and Catling 2003). However, there is

ample evidence that the Earth was not in a snowball state (for example see Feulner 2012;

Charnay et al. 2020). This was termed the faint young Sun (FYS) paradox (Sagan and

Mullen 1972), with uncertainty over what kept the early Earth warm. The resolution of

the FYS paradox is likely to be due to increased greenhouse gas concentrations during the

Archean, particularly carbon dioxide (Charnay et al. 2020) as well as methane.

Geological evidence has been used to predict CO
2
concentrations through the Archean.

Mass balance calculations from CO
2

dissolved in rainwater give estimates of CO
2

10–

50 PAL (340–1,700 Pa) at 2.7 Ga (Sheldon 2006; Driese et al. 2011), although this may be

a lower limit (Catling and Zahnle 2020). Another method using chemical compositions

of paleosols predicts CO
2

85-510 PAL (3,000–15,000 Pa) at 2.77 Ga and 78-2500 PAL (2,000–

75,000 bar) at 2.75 Ga (Kanzaki and Murakami 2015). A more recent approach using oxida-

tion of fossilised micrometeorites from 2.7 Ga (Tomkins et al. 2016) suggests a lower limit

for atmospheric CO
2

of 32% (32,000 Pa) (Huang et al. 2021), although debate remains over

these estimates, with a lower surface pressure offering an alternative solution to explain

the micrometeorite oxidation (Rimmer et al. 2019).

General Circulation Models (GCMs), which are three-dimensional models attempt-

ing to capture the main processes determining the planetary climate, have played an im-

portant role in understanding the climate of the Archean (Charnay et al. 2013; Wolf and

Toon 2013; Kunze et al. 2014; Le Hir et al. 2014; Charnay et al. 2020). GCMs have been

used to show that compared to 1D models, lower amounts of CO
2

are required to main-
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tain global surface temperatures of 15°C, and more importantly, avoid a full glaciation

(Charnay et al. 2013; Wolf and Toon 2013). Furthermore, the use of GCMs has found that

potential reductions in land fraction and albedo during the Archean, as well as a reduction

in cloud condensation nuclei may have helped to keep the early Earth warm (Wolf and

Toon 2014; Goldblatt et al. 2021). GCMs have also been used to explore the potential for

glaciations at the end of the Archean (Teitler et al. 2014), alongside being combined with

models of carbon cycling to investigate the plausibility of hot Archean climates (Charnay

et al. 2017).

In this chapter I extend the 1D work of Byrne and Goldblatt (2015) by exploring

the 3D effects of changing the methane concentration using the Met Office Unified Model

(UM) GCM. First, I outline the model configurations used for our Archean-like Earth sim-

ulations using the UM in Section 4.2. The results are presented in Section 4.3 where I

demonstrate that methane has a maximum potential global warming of up to 7 K. I then

go on to show that methane changes the equator-to-pole temperature differences by chang-

ing the meridional circulation and the radiative forcing at the poles. In Section 4.4 I discuss

the importance of 3D modelling in understanding the meridional circulation, and the pos-

sible impact haze may have on the results. Finally, I draw conclusions in Section 4.5 and

highlight future avenues for improving on this study.

4.2 Methods

The UM has been used extensively to study the modern Earth (e.g. Walters et al. 2019;

Sellar et al. 2019; Andrews et al. 2020; Maher and Earnshaw 2022), and has been adapted to

simulate a range of idealised Earth-like planets (e.g. Mayne et al. 2014b; Boutle et al. 2017;

Lewis et al. 2018; Yates et al. 2020; Boutle et al. 2020; Sergeev et al. 2020; Eager-Nash et

al. 2020; Sergeev et al. 2022b). Here, I apply this model to the Archean, deep in the Earth’s

past. I use the Global Atmosphere (GA) 7.0 configuration (Walters et al. 2019). Dynamics

are calculated using the ENDGame dynamical core (Wood et al. 2014), while convection is

treated using a mass-flux approach based on Gregory and Rowntree (1990). Water clouds

are treated using the prognostic cloud fraction and prognostic condensate scheme (PC2)

(Wilson et al. 2008), which incorporates mixed phase microphysics based on Wilson and
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Ballard (1999). Turbulent mixing is based on Lock et al. (2000) and Brown et al. (2008).

These schemes are combined and shown as a schematic in Figure 3.2. Simulations have a

horizontal resolution of 2.5° in longitude by 2° in latitude, with 38 vertical levels between

the surface (𝑧 = 0 km) and the top-of-atmosphere (𝑧 = 40 km). The vertical levels are

quadratically stretched to enhance the resolution at the surface.

The Suite of Community Radiative Transfer codes based on Edwards and Slingo

(SOCRATES) scheme treats the radiative transfer in the UM, employing the correlated-k

method (included in schematic in Figure 3.2). Thermal radiation is treated via 17 bands

(between 3.3𝜇m-10 mm), while solar radiation is treated by 43 bands (0.20-20𝜇m) using

the sp_lw_17_etw_arcc10bar and sp_sw_43_etw_arcc10bar_sun_2.9gya spectral files

respectively. These are suitable for atmospheres dominated by a mixture of N
2

and CO
2

(from 1% to 20%), with up to 3.5% CH
4

(tested in Section 3.3.1.2), supporting surface pres-

sures up to 10
6

Pa. These include CO
2
sub-Lorentzian line wings and CO

2
self-broadening.

Collision induced absorption is included for: N
2
–CH

4
, N

2
–N

2
and CO

2
–CO

2
from HI-

TRAN (Karman et al. 2019), and CH
4
–CO

2
from Turbet et al. (2020). Line data are from

HITRAN 2012 (Rothman et al. 2013), the same as used in Byrne and Goldblatt (2015). The

solar spectrum is taken for a 2.9 Ga Sun spectrum from Claire et al. (2012). Testing of our

radiative transfer against higher resolutions for the gas mixtures used here can be found

in Section 3.3.1.2 and Figure 3.7, focusing on the CH
4

tropopause radiative forcing.

Methane radiative forcing is calculated at the tropopause. It is the net downward

total “all-sky" radiative flux subtracted by the all-sky flux with methane switched off ra-

diatively, which is calculated for the present model configuration without altering the cli-

mate state. Similar to the definition from the World Meteorological Organisation (1957),

the tropopause is defined as the region above 500 hPa where the lapse rate is less than or

equal to 2 K/km for at least two consecutive vertical model levels.

The simulations were configured as an aquaplanet, using a single layer slab homo-

geneous flat surface as the inner boundary (planet’s surface), which is based on Frierson

et al. (2006). It represents an ocean surface with a 50 m mixed layer with a heat capacity of

2.08×10
8

J/K/m
2
, with no horizontal heat transport. The emissivity of the surface is fixed

at 0.985 (Snyder et al. 1998) and the liquid water surface albedo (𝛼𝑠𝑒𝑎) is fixed at 0.07 (Jin
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et al. 2004). The assumption of an aquaplanet was made with predictions that the ocean

water content may have been larger than today (Dong et al. 2021), and continental cover-

age was likely lower (Cawood et al. 2013). Although excluding horizontal heat transport

in the ocean is inherently inaccurate, the uncertainty in continental coverage and location

means that the inclusion of a dynamic ocean will also lead to further inaccuracies that

may obfuscate the effects I am exploring in this chapter. I use the developments to the ice

scheme discussed in Section 3.3.1.

This Chapter focuses on 2.7 Ga as at this time methane concentrations could have

been high, as the evolution of oxygenic photosynthesis may have supported a widespread

productive biosphere (indicated by depletion of organic carbon-13 in marine sediments,

Eigenbrode and Freeman 2006; Daines and Lenton 2016). This increase in biotic oxygen

production is prevented from oxidising the atmosphere by burial of oxidants in the highly

insoluble form of iron oxides whilst reductant was added to the atmosphere as methane

through recycling of organic carbon (Walker 1987). Hence, there is a net oxidation of the

Earth’s surface and net reductant input into the atmosphere. Planetary parameters used

in our simulations are presented in Table 4.1. The fainter Sun at 2.7 Ga meant that the solar

constant was less than the present day. From Gough (1981) (their Equation 1), this can be

estimated as 81% of the modern solar constant, 𝑆0, of 1361 W/m
2

(Kopp et al. 2016).

At 2.7 Ga the Earth’s rotation rate was believed to be faster than the present Earth.

Williams (2000) predict that the rotational period at 2.45 Ga could have been between 16.0

and 19.4 hrs, while Bartlett and Stevenson (2016) (from their Figure 5) suggest a range

of between approximately 16.0 to 19.5 hrs at 2.7 Ga depending on the magnitude of the

lunar torque at the time. In this Chapter a rotational period of 17 hrs is used, although

the exact value over this range has a minimal impact on the overall results presented here.

For simplicity, the modern obliquity (see Table 4.1) is used as it is unclear how obliquity

could be significantly different to the present day, however, following the choices made

by Charnay et al. (2013) and Wolf and Toon (2014), the eccentricity is set to zero.

In these simulations, I vary the methane partial pressures from 1 to 3,500 Pa to cover

the range predicted by Kharecha et al. (2005), as well as extending the lower limit in line

with Byrne and Goldblatt (2015), to include potential methane concentrations from only
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abiotic sources, pCH
4
≈1 Pa (Kasting 2005). I also include a baseline case, without methane,

as a comparison for our simulations with varying atmospheric methane concentrations.

The initialised CO
2
surface partial pressure is varied from 100 to 3,000 Pa covering some of

the large variation in paleosol constraints (340–75,000 Pa) and use the lower value of 100

Pa to match Byrne and Goldblatt (2015). pCO
2

is varied to cover a range of predicted CO
2

abundances at the time, from 100–3,000 Pa. For pCO
2
=10,000 Pa our simulations were

significantly warmer than the modern day Earth and the UM becomes unstable for the

higher methane concentrations. Therefore, I omitted these cases from this Chapter and

used pCO
2
≤3,000 Pa as the upper limit.

These surface partial pressures are the values initialised in the model, while the to-

tal surface pressure, and thus individual partial pressures, can evolve from the initialised

value. However, the equivalent volume mixing ratios have no spatial or temporal varia-

tion. The reason for the choice in using partial pressures is to ensure that the mass of N
2

and CO
2

is kept constant with variations in CH
4

abundance. This is to replicate methane

production by the biosphere, adding methane to the atmosphere. Surface pressures range

from 1-1.035×10
5

Pa, which aligns with the upper limit of surface pressures from Som et

al. (2012), as well as using similar conditions to Byrne and Goldblatt (2015).

Fixed gas mixing profiles are used in these simulations, with no chemistry included.

This assumption is validated by 1D photochemical models, which show that the volume

mixing ratio remains relatively constant up to 40 km (top of model in our simulations) for

carbon dioxide (e.g. Huang et al. 2021) and methane (e.g. Kharecha et al. 2005; Gregory

et al. 2021) at low oxygen concentrations.

Initial simulations with no CH
4
ran for 60 years to allow for atmospheric equilibrium

to be reached. Subsequent runs with CH
4

present were initialised from these simulations

and ran for another 50 years to reach a new steady state. All the simulations were in

steady state by the final 15 years, so this period is used for our analysis. Steady state was

deemed to have been reached when the top of atmosphere radiative flux was in balance

and the mean global surface temperature was near constant. In this chapter, I refer to

equatorial and polar regions. The equatorial region is considered as spanning latitudes

of 10° S to 10°N, while the polar regions are 70° S/N to the pole, which are averaged over
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Table 4.1: The planetary and orbital parameters used for all planetary configurations, based on a 2.7 Ga Earth.

Stellar irradiance is calculated using Gough (1981), based on a modern day solar constant 𝑆
0
= 1361 W/m

2

(Kopp et al. 2016). Rotation rate is based on estimates from Williams (2000) and Bartlett and Stevenson (2016).

Partial pressures represent the values initialised in the model at the surface.

Parameter 2.7 Ga Archean Earth

Stellar irradiance (W/m
2
) 1100.8 (0.809𝑆0)

Day length (hours) 17.0

Eccentricity 0

Obliquity (°) 23.44

pCO
2

(Pa) 100, 300, 1000, 3,000

pCH
4

(Pa) 0, 1, 3, 10, 30, 100, 300, 1000, 3,500

pN
2
+pCO

2
(Pa) 100,000

Surface pressure pN
2
+pCO

2
+pCH

4

these regions in figures henceforth. UM output was processed and plotted using Python’s

iris (Met Office 2020), aelous (Sergeev and Zamyatina 2022) and Matplotlib (Hunter 2007)

packages.

4.2.1 Calculations of heat fluxes in polar and equatorial regions

Here, I outline the method used by Lambert et al. (2011) to understand the net heat trans-

port in and out of regions of the atmosphere. This method was initially designed for use

in understanding heat transport by the atmosphere between regions of the atmosphere

covering land and ocean. Here, this is applied to the heat transport out of equatorial re-

gions and into polar regions, with the heat flux out of the equatorial region,
Δ𝐴𝐸
𝑓𝐸

, given

as:

− Δ𝐴𝐸

𝑓𝐸
= Δ𝑁𝐸 − Δ𝑈𝐸 − Δ𝑈𝐸𝐴 , (4.1)

whereΔ𝐴𝐸 is the heat transport anomaly between the equatorial region and the rest

of the planet. 𝑓𝐸 is the equatorial fraction of the global surface (spanning latitudes of 10° S

to 10°N, 𝑓𝐸 =17.4%). Δ𝑁𝐸 is the net incoming radiation at the top-of-atmosphere, while

Δ𝑈𝐸 is the net upward flux at the surface including both turbulent and radiative fluxes.

Δ𝑈𝐸𝐴 is the rate of heat storage by the atmosphere over the equatorial region, which is

approximated by the globally averaged heat uptake by the atmosphere, Δ𝑈𝐺𝐴:
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Figure 4.1: (a) shows the difference between the heat flux leaving the equatorial region and the heat flux into

the rest of the atmosphere from the equator from Equation 4.1 and Equation 4.3. Similarly (b) shows the

difference between the heat flux entering the polar regions and the heat flux from the rest of the atmosphere

from Equation 4.4 and Equation 4.5. The equatorial region is considered as spanning latitudes of 10° S to

10°N, while the polar regions are 70° S/N to the pole.

Δ𝑈𝐺𝐴 = Δ𝑁𝐺 − Δ𝑈𝐺 , (4.2)

where the subscript 𝐺 refers to the global averaged quantities discussed above.

Equivalent expressions can be written for heat flux into the rest of the planet from

the equatorial region, as well as the heat flux into the poles and the heat flux from the rest

of the atmosphere into the poles:

Δ𝐴𝐸

1 − 𝑓𝐸
= Δ𝑁𝐸′ − Δ𝑈𝐸′ − Δ𝑈𝐸′𝐴 , (4.3)

Δ𝐴𝑃

𝑓𝑃
= Δ𝑁𝑃 − Δ𝑈𝑃 − Δ𝑈𝑃𝐴 , (4.4)

Δ𝐴𝑃

1 − 𝑓𝑃
= Δ𝑁𝑃′ − Δ𝑈𝑃′ − Δ𝑈𝑃′𝐴 , (4.5)

where subscript 𝑃 represents the polar regions, while 𝐸′
and 𝑃′

are the rest of the

world excluding the equatorial and polar regions respectively.

This method can be validated by calculating the difference of the heat flux between
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Figure 4.2: (a) shows the global average net down radiative forcing at the tropopause for methane for short-

wave (dashed), longwave (dotted) and their sum (solid). (b) and (c) show the same as (a) averaged over 10°S
to 10°N as the equator in (b), and poleward of 70°N/S for the polar regions in (c).

the equatorial/polar regions and the rest of the atmosphere. These are shown in Fig-

ure 4.1, with the differences more than 1000 times smaller than 1 W/m
2
, showing the

self consistency of the method and that it is suitable for applying to understanding heat

transport between regions of the atmosphere other than just those over land and sea.

4.3 Results

In this section I demonstrate that methane has a maximum potential warming of up to

7 K globally in our Archean-like simulations. Furthermore, I find that the equator-to-pole

temperature difference generally increases with pCH
4
, which is driven by the difference

in methane radiative forcing at the equator and poles and also the decrease in circulation

strength driven by upper troposphere heating by methane shortwave absorption.

Methane radiative forcing plays an important role in driving the climate. This is

shown for all of our simulations in Figure 4.2. Figure 4.2a shows the global tropopause ra-

diative forcing by methane. As pCH
4
is increased, initially total radiative forcing increases

due to an increase in longwave radiative forcing (dotted lines in Figure 4.2a) causing sur-

face temperature to increase. As pCH
4

continues to increase, shortwave radiative forcing

becomes more negative (dashed lines in Figure 4.2a) caused by absorption of shortwave ra-

diation, which becomes comparable to the magnitude of longwave radiative forcing and

causes methane’s total radiative forcing to decrease again, driving a cooling of the sur-

face. Similar to the results found in Byrne and Goldblatt (2014), the shortwave absorption

becomes significant for pCH
4
>10 Pa, with the total (longwave plus shortwave) methane
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radiative forcing similarly having a maximum of approximately 8.5 W/m
2
, compared to

9 W/m
2

in Byrne and Goldblatt (2014).

Figure 4.2b,c show the methane radiative forcing for equatorial and polar regions

respectively. Equatorial forcing exhibits similar trends to the global average, while polar

radiative forcing is of a lower magnitude, with total radiative forcing peaking at smaller

pCH
4

compared to the equatorial and global regions. Shortwave forcing is weaker at the

poles for pCO
2
=3000 Pa compared to the other pCO

2
values, while longwave forcing is

stronger, leading to methane radiaitve forcing at the poles plateauing at pCH
4
≥1000 Pa.

The effects of this change in radiative forcing by methane are now explored for these

different cases by examining the difference in climate between these configurations.

4.3.1 Meridional air temperature variation and the Hadley circulation

Increasing pCO
2

in our Archean-like configuration leads to a familiar result in increas-

ing temperatures globally (e.g. Charnay et al. 2013). Figure 4.3 shows a subset of our

simulations and reveals that increasing pCO
2

from 100 Pa to 3,000 Pa (comparing left and

middle columns) at any pCH
4

leads to the zonal mean air temperatures rising globally

in the troposphere, with the polar regions warming more than equatorial regions, shown

by the right hand column of Figure 4.3, which shows the increase in air temperature from

pCO
2
=100 Pa to pCO

2
=3,000 Pa. Minimum temperatures decrease due to the stratosphere

cooling with increasing pCO
2

due to more efficient cooling of the atmosphere.

Increasing surface pCH
4

from 1 Pa to 3,500 Pa, leads to a smaller change in tropo-

sphere air temperatures compared to changing pCO
2
, but large increases in stratospheric

temperature. Figure 4.3 shows that increasing pCH
4

initially leads to troposphere warm-

ing, which peaks between pCH
4

values of 30–300 Pa and increasing pCH
4

further leads

to cooling of the troposphere at lower pCO
2

and plateauing at higher pCO
2

(see bot-

tom row of Figure 4.3), which is driven by changes the methane radiative forcing (Fig-

ure 4.2a). Increasing pCH
4

also leads to a warming of the stratosphere, and the for-

mation of a stratospheric temperature inversion, visible at pCH
4
≥300 Pa at pCO

2
=100 Pa

and pCH
4
=3,500 Pa at pCO

2
=3,000 Pa in Figure 4.3. The magnitude of the warming can
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Figure 4.3: Zonal averaged air temperature (colour scale), for increasing surface partial pressures of carbon

dioxide from left to right, and methane from top to bottom. The right hand column shows the difference in

air temperature between pCO
2
=100 Pa and pCO

2
=3,000 Pa (the left and middle columns). The bottom row

shows the change in air temperature between the pCH
4
=1 Pa and pCH

4
=3,500 Pa case for a given pCO

2
. In

both of these cases a positive increase represents an increase in air temperature for the simulation with higher

pCH
4
/pCO

2
. Plotted as latitude vs 𝜎, where 𝜎 is the pressure divided by the surface pressure. This is for a

subset of the simulations, with the full grid available in A.1 (Figure A.1). The same colour scale is used for

the left and middle columns, with maximum and minimum temperatures for each simulation displayed in

the top right of each sub figure. The right column and bottom row use a another colour scale that is constant

between the subplots. These subplots also displays the maximum/minimum temperature differences in the

top right of each sub figure.
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by seen in bottom row of Figure 4.3, which shows the change in air temperature be-

tween pCH
4
=1 Pa and pCH

4
=3,500 Pa with the stratosphere warmer by up to 87 K at

pCH
4
=3,500 Pa and pCO

2
=100 Pa. This warming of the stratosphere is caused by the in-

crease in shortwave heating of the upper atmosphere caused by methane (shown by the

contours in Figure 4.5). These changes in air temperature show similar trends to those

presented in Byrne and Goldblatt (2015). Horizontally averaged pressure-temperature

plots for the equator and poles are shown in Figure 4.4.

The Hadley circulation strength is shown in Figure 4.5 in the form of meridional

stream functions. The shorter rotational period of the planet used here (17 hour day com-

pared to 24 hour) leads to the Hadley circulation having a reduced latitudinal depth, how-

ever there remains only three circulating cells. Additional cells are only expected to form

at shorter rotational periods (Kaspi and Showman 2015).

The latitudinal and vertical extent of the Hadley circulation increases when increas-

ing pCO
2

as shown in Figure 4.5 (see Figure A.2 for full grid of simulations). Increasing

pCO
2
(left to right) leads to a stronger and deeper Hadley circulation, due to more efficient

cooling of the upper tropopause and increasing surface temperatures increasing specific

humidity. This is shown by the Hadley cells highlighted by the stream function intensify-

ing, extending in latitudinal breadth and increasing the range of pressures they cover as

pCO
2

is increased.

Increasing pCH
4

leads to a decrease in the latitudinal and vertical extent of the

Hadley circulation, due to methane’s shortwave heating of the upper troposphere for

pCO
2
< 3000 Pa, while at pCO

2
= 3000 Pa the Hadley cell extent remains similar. For

pCO
2
= 100 Pa, Figure 4.5 shows that at lower values of pCH

4
shortwave heating (black

contour lines) predominantly takes place in the lower troposphere, while at higher pCH
4

the shortwave heating is largest in the upper troposphere. This is caused by high pCH
4

values increasing the shortwave absorption of the atmosphere. This results in the up-

per troposphere being more stable against convection at higher pCH
4
, and reduces the

tropopause height and subsequently the depth and strength of the Hadley circulation

(also see lapse rates for a low pCO
2

and high pCH
4

case and a high pCO
2

and low pCH
4

in

Figure 4.6). For pCO
2
= 3000 Pa, efficient cooling of the upper troposphere by CO

2
coun-
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Figure 4.4: Shows horizontally averaged air temperature (left column), specific humidity (middle column)

and cloud area fraction (right column) for the equator (solid lines) and poles (dotted lines), for increasing

surface partial pressures of methane from top to bottom. The equator is considered as spanning latitudes of

10° S to 10°N, while the poles are 70° S/N to the pole.
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teracts methane heating in the stratosphere and upper troposphere (compare warming

due to methane in the bottom two panels of Figure 4.3), allowing the vertical extent of the

Hadley circulation to remain similar for all pCH
4

values.

4.3.2 The global effect of methane on climate

I now focus on the global effects of changing pCH
4
and pCO

2
. In this section I demonstrate

that methane has a maximum warming potential on the global mean surface temperature

of less than 7 K for pCO
2
≤3,000 Pa for our 2.7 Ga Archean-like aquaplanet configuration

(see Figure 4.7b). I compare these results to those of Byrne and Goldblatt (2015) who used

a 1D RCM and find that our GCM simulations predict a stronger cooling effect at high

methane concentrations.

The global mean surface temperature increase, caused by the addition of methane,

is less than 7 K. Figure 4.7a shows the mean surface temperature for our simulated at-

mospheres without methane, i.e. N
2

and CO
2

only with pCH
4
=0, to act as a baseline for

simulations where pCH
4
>0. The subsequent temperature change from increasing pCH

4

is shown in Figure 4.7b. For our simulations the contribution of methane to the green-

house effect peaks between pCH
4

values of 30 to 300 Pa, with peak global mean warming

ranging from approximately 3.5 K to nearly 7 K as shown in Figure 4.7b. The location

and magnitude of the peak in global mean surface temperature is dependent on pCO
2
,

with the peak occurring at higher pCH
4

and a larger maximum temperature as pCO
2

is

increased. Past the peak, increasing pCH
4

leads to the global mean surface temperature

decreasing, for which the decrease is largest for the lowest pCO
2
, with some simulations

for pCO
2
≤ 1000 Pa globally cooler than the simulation with no methane at all (below

grey dotted line in Figure 4.7b), with global mean surface temperature dropping by up

to approximately 8 K at pCH
4
= 3500 Pa compared to the maximum methane warming

at constant pCO
2

(Figure 4.7b). This peaked response is caused by the balance between

methane’s longwave warming effect and its shortwave cooling effect, as discussed in Byrne

and Goldblatt (2015) and presented here in Figure 4.2a.

Conversely, at the higher pCO
2

amount of 3,000 Pa, the decrease in surface tem-

perature caused by pCH
4
=3,500 Pa is minimal. From Figure 4.7c, it can be seen that the
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Figure 4.5: Zonal averaged meridional stream functions (colour scale), for increasing surface partial pressures

of carbon dioxide from left to right, and methane from top to bottom, in the same format as Figure 4.3, with

the full grid available in A.1 (Figure A.2). Positive and negative values represent clockwise and anticlockwise

circulation respectively. Contours show the heating of the atmosphere due to shortwave radiation in K/day.

The same colour scale is used for each plot, with maximum values for the stream function (SF) and shortwave

heating rate (SW) are shown for each simulation in the bottom right of each sub figure.
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Figure 4.6: Shows lapse rate for the global (solid lines), equatorial (dashed lines) and polar (dotted lines) av-

erages, for pCO
2
=100 Pa and pCH

4
=3500 Pa (purple) and pCO

2
=3000 Pa and pCH

4
=1 Pa (green). The equator

is considered as spanning latitudes of 10° S to 10°N, while the poles are 70° S/N to the pole.

total water vapour and methane shortwave absorption increases less as pCH
4

increases

for pCO
2
=3,000 Pa compared to lower values of pCO

2
. This is because the warmer cli-

mate at pCO
2
=3,000 Pa allows for more water vapour in the atmosphere, which reduces

the methane shortwave absorption due to overlap in their absorption cross sections in

the shortwave. At higher pCO
2
, the stratosphere becomes more resistant to the emer-

gence of a stratospheric temperature inversion (see Byrne and Goldblatt (2015), Figure 4.3

and Figure 4.4), and at pCO
2
=3,000 Pa, a cold trap only forms much deeper in the atmo-

sphere (see Figure 4.4). This allows water vapour to reach higher abundances higher in

the atmosphere, with stratospheric water vapour increasing significantly with pCH
4

for

the pCO
2
=3,000 Pa case only, shown in Figure 4.7d. This increase in stratospheric water

vapour also acts to enhance the greenhouse effect, and leads to only a marginal drop in

the global mean surface temperature for pCO
2
=3,000 Pa in Figure 4.7b.

Use of a 3D GCM leads to a more significant global cooling at high pCH
4

(see Fig-

ure 4.7b) compared to results from a 1D RCM. pCO
2
=100 Pa and pCO

2
=1000 Pa offer the

most comparable configurations to Byrne and Goldblatt (2015), who used CO
2
abundances

of 10
−3

and 10
−2

. For a CO
2
abundance of 10

−2
, Byrne and Goldblatt (2015) found a plateau

in methane’s greenhouse warming with surface temperature remaining constant up to a

CH
4

abundance of 10
−2

from 10
−3

, compared to a ≈3 K drop in average surface tempera-
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Figure 4.7: (a) shows the global mean surface temperature with respect to the carbon dioxide concentration

and assuming pCH
4

is zero, with (b) showing the subsequent change in global mean surface temperature

due to the addition of pCH
4

(positive indicates warming). Colours of markers in (a) correspond to the same

pCO
2

in (b). Similar plots for near surface specific humidity are shown in Figure 4.8. (c) show the global

average atmospheric absorption of shortwave radiation by methane (dashed) and water vapour (dotted) and

their sum (solid). (d) shows the specific humidity in the stratosphere at 𝜎 = 0.1. (e) and (f) shows the

fractional contribution of atmospheric (dashed), surface (dotted) and total (atmospheric plus surface) to the

shortwave radiation budget global mean for shortwave absorption (e) and solar-weighted albedo (f). These

were calculated using Donohoe and Battisti (2011), which accounted for atmospheric attenuation of shortwave

radiation reflected by the surface.
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Figure 4.8: Similar to Figure 4.7 (a) shows the global mean near surface (𝜎 = 1.0) specific humidity with respect

to the carbon dioxide concentration and assuming pCH
4

is zero, with (b) showing the subsequent change in

global mean near surface specific humidity due to the addition of pCH
4

(positive indicates warming). Colours

of markers in (a) correspond to the same pCO
2

in (b).

ture from the peak at pCH
4
=100 Pa for pCO

2
=1000 Pa at pCH

4
=1000 Pa (temperature dif-

ference for green line between pCH
4
=100 Pa to pCH

4
=1000 Pa in Figure 4.7b). Similarly

for a CO
2

abundance of 10
−3

, there is a cooling from the peak of ≈1 K in the 1D model

compared to ≈5.5 K for pCO
2
=100 Pa in our 3D model (temperature difference for orange

line between pCH
4
=30 Pa to pCH

4
=1000 Pa in Figure 4.7b). This increases to ≈8 K when

pCH
4
=3500 Pa, however methane was not investigated at such levels in Byrne and Gold-

blatt (2015). These are caused, in part, by the presence of a 3D atmospheric circulation

in the GCM, with methane affecting the meridional temperature gradient and Hadley

circulation (see Section 4.3.3).

The addition of methane increases atmospheric shortwave absorption (Figure 4.7c)

in the upper atmosphere and leads to a reduction in planetary albedo. Figure 4.7e shows

this increase in atmospheric absorption of shortwave radiation with pCH
4
. This leads

to a decrease in surface shortwave absorption and a reduction in total albedo, shown in

Figure 4.7f. As discussed in Section 4.3.1 as pCH
4

increases, shortwave heating transi-

tions from predominantly heating the lower troposphere to heating the stratosphere and

upper troposphere. This is caused by the increase in shortwave absorption higher in the

atmosphere. This is summarised in the schematic in Figure 4.9.

The increase in shortwave absorption by methane higher in the atmosphere leads to

a reduction in the water vapour shortwave absorption, shown in Figure 4.7c. This is due
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Figure 4.9: Schematic showing how methane affects the vertical distribution of shortwave radiation in the

atmosphere for a low (left) and high (right) methane case. Shortwave radiation is represented by yellow ar-

rows. A thinning of the arrow represents a loss of shortwave radiation through absorption in the atmosphere.

Upward shortwave radiation represents reflected shortwave radiation from the surface and atmosphere. The

tropopause is marked by a dashed line, and for simplicity is placed at the same level in these diagrams.

to spectral overlap between the absorption cross-sections of water vapour and methane

in the shortwave (see Figure 6 in Byrne and Goldblatt 2014). Increasing pCH
4

leads to

an increase in shortwave radiation absorption high in the atmosphere by methane, where

specific humidity is lower in concentration compared to lower in the troposphere (see

Figure 4.4). However, the relative contributions to shortwave absorption by methane

and water vapour also depends on the temperature, with warmer simulations having

a higher specific humidity, leading to shortwave absorption higher in the atmosphere.

This explains the greater rates of shortwave heating in the troposphere in Figure 4.5 for

pCO
2
=3,000 Pa (compared to pCO

2
=100 Pa), which is significantly warmer than the other

simulations. As a result, these simulations have less shortwave heating by methane at a

given pCH
4

(compare magenta and orange dashed lines in Figure 4.7c).

4.3.3 The effect of methane on equator-to-pole temperature gradients

Although the global impacts of methane within our 3D GCM simulations qualitatively

match the trends identified in Byrne and Goldblatt (2015), differences are apparent be-

tween the 1D and 3D results. In this section I describe the impacts of changing meridional

transport across our simulations, which cannot be captured in 1D models. I find that the
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equator-to-pole temperature difference tends to increase with pCH
4

initially due to an in-

crease in methane radiative forcing at the equator relative to the poles. As pCH
4

increases

further, equator-to-pole temperature differences plateau due to an increase in radiative

forcing at the poles and a decrease in efficiency in meridional heat transport.

The equator-to-pole temperature gradient reduces with increasing pCO
2
, demon-

strated in Figure 4.10a. This is due to an increase in the atmospheric temperature which

increases the moist static energy transport (Kaspi and Showman 2015). The meridional

stream functions also increases in latitudinal and vertical extent, as shown in Figure 4.5.

However, the meridional temperature gradient’s response to methane is more complex.

Figure 4.10b shows the increase in equator-to-pole temperature difference as a re-

sult of the addition of methane to the simulations. From Figure 4.10b I find that in-

creasing pCH
4

generally causes an increase in equator-to-pole temperature differences

for pCH
4
≤300 Pa, above this the equator-to-pole temperature difference either begins to

plateau or decreases. The exact change is dependent on the pCO
2
, with the behaviour

more extreme for lower pCO
2
, but the general trends remain. As well as this the main

drivers for the meridional temperature gradients are methane’s varying meridional ra-

diative forcing (Figure 4.2b,c) and the effect on the meridional heat transport.

Figure 4.11a shows that for pCO
2
≤1000 Pa increasing pCH

4
initially leads to an in-

crease in the relative CH
4

tropopause forcing at the equator compared to the pole, which

drives an increase in the equator to pole temperature difference. This suggests, that for

pCH
4
≤300 Pa, the equator-to-pole temperature difference in Figure 4.10b is driven by the

differences in CH
4

radiative forcing.

The plateau that emerges in the equator-to-pole temerature differences in Figure 4.10b

as pCH
4
increases above 300 Pa, can be explained by a balance between a weakening of the

meridional heat transport and an increase in methane radiative forcing at the poles relative

to the equator. For pCO
2
≤1000 Pa, as pCH

4
increases above 100 Pa, the difference in the

equator-to-pole radiative forcing decreases in Figure 4.11a, with polar forcing approaching

equality to the equatorial radiative forcing and eventually exceeding it at pCH
4
=3500 Pa.

However the change in equator-to-pole temperature differences over this period shows
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Figure 4.10: (a) shows the average equator-to-pole temperature difference with only carbon dioxide (pCH
4
=0),

with (b) showing the subsequent increase in equator-to-pole temperature difference due to the addition of

methane (positive indicates an increase in the equator-to-pole temperature difference). (c) shows the atmo-

spheric heat flux out of the equatorial region for different pCO
2

with pCH
4
=0 (referred to as baseline cases),

while (d) shows the increase in the equatorial heat flux from the subsequent addition of methane to (c). (e)

shows the atmospheric heat flux into the polar regions for different pCO
2

(with pCH
4
=0), while (f) shows

the increase in the polar heat flux from the subsequent addition of methane to (e). Calculations for (c)-(f)

use methods from Lambert et al. (2011) to calculate atmospheric heat fluxes (see 4.2.1 for more detail). The

equatorial region is considered as spanning latitudes of 10° S to 10°N, while the polar regions are 70° S/N to

the pole. Colours of data points in (a), (c) and (d) correspond to the same pCO
2

in (b), (d) and (f).
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only a small (order of 2 K between 300-3500 Pa) generally increasing trend compared to

the large increase in the relative methane radiative forcing between the equator and pole

(Figure 4.11a), which would work to decrease the equator-to-pole temperature difference.

The minimal change in the equator-to-pole temperature difference is caused by a reduction

in the meridional heat transport, which offsets the increase in methane radiative forcing

at the poles relative to the equator. Meridional heat transport weakens due to a reduction

in the latitudinal extent of the Hadley circulation (Figure 4.5) and a reduction in global

mean surface temperature compared to the peak in Figure 4.7b, which would act to in-

crease equator-to-pole temperature differences (see Figure 4.11b). This balance maintains

a relatively small change in equator-to-pole temperature differences for pCH
4
≥300 Pa in

Figure 4.10b.

At pCO
2
=3,000 Pa, the equator-to-pole temperature difference change is smaller

compared to the other case, changing by ≈6 K in total from pCH
4
=1 Pa to pCH

4
=3,500 Pa.

This is partly due to the latitudinal extent of the Hadley circulation in Figure 4.5 remaining

similar at pCO
2
=3,000 Pa, which may be more important in controlling equator-to-pole

temperature difference compared to the change in radiative forcing between the equa-

tor and poles. For pCH
4
≤30 Pa and pCO

2
=3,000 Pa relative radiative forcing between the

equator and poles remains constant (Figure 4.11a). At pCO
2
=3,000 Pa for pCH

4
>30 Pa

equatorial forcing increases relative to the poles, with the equator-to-pole temperature

difference increasing. The reduction in temperature difference between pCH
4
=1,000 Pa

and pCH
4
=3,500 Pa may be partially driven by larger methane radiative forcing at the

poles compared to the equator at pCH
4
=3,500 Pa.

A reduction in the meridional heat transport with increasing pCH
4
above 30 Pa con-

tributes towards an increase in the equator-to-pole temperature gradient. As discussed

in Section 4.3.1 the Hadley circulation reduces in vertical and latitudinal extent when in-

creasing pCH
4
(see Figure 4.5). The effect this has on the atmospheric heat transport for the

equatorial and polar regions is shown in Figures 4.10c-f. I used the net flux difference be-

tween the surface and top of atmosphere to estimate the flux transported horizontally into

a region, as described in Lambert et al. (2011) (see 4.2.1 for more detail), and shown for our

simulations in Figures 4.10c-f. The change in heat flux out of the equator is relatively small
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Figure 4.11: (a) Shows the equator-to-pole temperature difference against the difference in equatorial and

polar net downward pCH
4

tropopause radiative forcing (positive indicates an increase in radiative forcing at

the equator relative to the poles). (b) shows the global mean surface temperature against the equator-to-pole

temperature difference. The equatorial region is considered as spanning latitudes of 10° S to 10°N, while

the polar regions are 70° S/N to the pole. pCH
4

is represented through the size of the marker (larger maker

equivalent to a higher pCH
4
) for pCH

4
values of {1, 3, 10, 30, 100, 300, 1000, 3500} Pa.

compared to the poles, with changes on order of less than 5% due to changes in methane

(by comparing Figure 4.10c and Figure 4.10d). Figure 4.10f shows that as pCH
4

increases,

there is an initial increase in heat flux into the poles, which peaks at pCH
4
≈30 Pa, poten-

tially a result of the warmer global temperatures increasing the energy transported into

the poles through moisture. Above pCH
4
≈30 Pa heat flux into poles reduces again, which

is expected from the weakening circulation in Figure 4.5, and a corresponding sharp de-

crease in polar heat flux can be seen with a corresponding sharp rise in the equator-to-pole

temperature difference (shown in Figure 4.10b). The equator-to-pole temperature differ-

ence’s response to increasing pCH
4

is also dependent on pCO
2
, as shown in Figure 4.10b.

The enhanced longwave forcing by methane at higher pCO
2

values in Figure 4.2 is

due to an increasing temperature contrast between the surface and upper troposphere.

Figure 4.12 shows this change in temperature contrast for the polar regions. The tem-

perature contrast increases with pCO
2
, leading to the increased longwave forcing seen in

Figure 4.2a-c. In contrast, methane acts to warm the stratosphere and upper troposphere

by absorbing solar radiation and thus increasing methane decreases the temperature con-

trast, shown in Figure 4.12.

For this study clouds play only a secondary effect, and are not, therefore, discussed

in detail. Figure 4.13 shows the cloud radiative effect at the tropopause, and although
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Figure 4.12: Shows the temperature contrast between the surface and atmosphere at 𝜎=0.2 horizontally av-

eraged over the polar regions. The poles span from 70°N/S to the pole. 𝜎=0.2 is used to approximate the

tropopause height.
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Figure 4.13: (a) shows the global average net down cloud radiative effect at 𝜎=0.2 (approximate location of

the tropopause) where 𝜎 is the pressure divided by the global mean surface pressure. Cloud radiative effect

is shown for shortwave (dashed), longwave (dotted) and their sum (solid). (b) and (c) show the same as (a)

averaged over 10°S to 10°N as the equator in (b), and poleward of 70°N/S for the polar regions in (c).
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the magnitude of the change in longwave and shortwave cloud radiative effect vary the

total cloud radiative effect remains nearly constant. Cloud fractions horizontally averaged

pressure-temperature plots for the equator and poles are shown in Figure 4.4. I am cur-

rently working on a more in-depth study of the impacts of clouds over this parameter

space (see Section 7.2.1).

4.3.4 Methane radiative forcing: albedo dependence

To compare the effect of surface albedo on methane radiative forcing, Figure 4.14 shows a

sensitivity test for two surface albedos of 0.07 (case used in this study) and 0.533, which

represents a high value for albedo produced by sand in the near infrared. Figure 4.14

shows methane radiative forcing after running the model for one additional timestep from

the configurations discussed in the main body of text, hence the slight differences between

Figure 4.2 and Figure 4.14a-c. As these are calculated with no evolution of the climate state,

there is no change in the longwave radiative forcing between the two cases Figure 4.14g-

i, and the change in shortwave methane radiative forcing is zero at the pole due to this

region being ice and ice albedo remains unchanged.

Increasing ocean albedo causes the shortwave methane radiative forcing to decrease,

however, general trends in radiative forcings discussed in Section 6.5 remain the same. At

high pCH
4

global temperatures may increase, leading to a less pronounced decline in

temperatures compared to those found in Figure 4.7.

4.4 Discussion

GCMs provide useful insight into the role of methane in the Archean climate, both vali-

dating effects found in RCMs and also finding important differences that come from 3D

modelling. The initial global warming due to methane is similar between both models,

with the models diverging when predicting temperatures for pCH
4
:pCO

2
> 0.1. In this

range GCMs predict large temperature drops, particularly for cooler, lower CO
2

configu-

rations, with temperatures dropping by up to 8 K from the peak temperature.

GCMs are also useful in their ability to investigate the meridional heat distribution,
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Figure 4.14: (a) shows the global average net down radiative forcing at the tropopause for methane for short-

wave (dashed), longwave (dotted) and their sum (solid), for an ocean surface with an albedo of 0.07. (b) and

(c) show the same as (a) averaged over 10°S to 10°N as the equator in (b), and poleward of 70°N/S for the

polar regions in (c). These are calculated for just one model time step. (d), (e) and (f) shows the same as (a),

(b) and (c) respectively, but for an ocean surface albedo of 0.533. (g), (h) and (i) show the difference between

a), (b) and (c), and (d), (e) and (f), with a positive value indicating an increase in radiative forcing with the

higher albedo of 0.533.
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where methane plays three important roles. 1) Differences in equator-to-pole methane

radiative forcing: equator dominated for pCH
4
:pCO

2
< 0.1, and transitioning to polar

dominated above this. 2) Hadley circulation weakens when increasing pCH
4
, which re-

duces meridional heat transport. 3) Atmospheric temperatures affect the moisture held

in the atmosphere, so the peaking in temperature at pCH
4
:pCO

2
= 0.1 leads to increases

in meridional heat transport below this and decreasing heat transport above this when

increasing pCH
4
. It may be possible to replicate this in a 2 column model (equatorial and

polar column) by parameterising these three factors.

Our study supports that the FYS paradox can be resolved based on pCO
2
constraints

around 2.7 Ga. Global mean surface temperatures close to the pre-industrial Earth, can be

achieved with pCO
2
=3000 Pa and pCH

4
=0 Pa and pCO

2
=1000 Pa and pCH

4
≈100 Pa (Fig-

ure 4.7a,b). The first of these falls within the range of pCO
2

values constrained by Kan-

zaki and Murakami (2015) from 2.75 Ga, while the latter composition falls within the con-

straint of Driese et al. (2011) at 2.7 Ga. The addition of methane to pCO
2
=3000 Pa up to

pCH
4
=3500 Pa would lead to global mean surface temperatures up to 7 K warmer than

the pre-industrial Earth, while increasing or decreasing methane from the pCO
2
=1000 Pa

and pCH
4
≈100 Pa configuration would lead to global mean temperatures decreasing. For

pCO
2
=300 Pa and pCO

2
=100 Pa, global mean temperatures could reach up to 278 and

274 K respectively, with optimal methane abundances. In our simulations, these remain

ice free, with Wolf and Toon (2013) finding that these concentrations of CO
2

with some

CH
4

also avoid being fully glaciated, with at least 50% of the surface remaining ice free.

Higher pCO
2

values than 3000 Pa are not necessary for surface pressures around 10
5

Pa,

but could be important to warm the Archean Earth if the total surface pressure was lower.

Some studies have suggested that surface pressures may have been lower than the

present day. Fossil raindrops have been used to approximate surface pressure at 2.7 Ga

to between 5×10
4

to 1.1×10
5

Pa (Som et al. 2012), although debate remains over the upper

limit of this constraint (Kavanagh and Goldblatt 2015). Furthermore, fossilised gas bub-

bles in lava flows at 2.74 Ga predict a surface pressure of 2.3±2.3×10
4

Pa (Som et al. 2016).

The understanding of the effect of methane on the climate at different pressures is thus

very important for the Archean. A lower surface pressure and with no thermal inversion at
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the tropopause could lead to more stratospheric water vapour, increasing the greenhouse

potential at low surface pressures (Kopparapu et al. 2014). Thus the stratospheric tem-

perature inversion created at high methane concentrations could reduce the stratospheric

water vapour in this scenario and lead to a larger drop in the mean surface temperature.

However, further work is required to understand the full effect of methane at lower surface

pressures.

Methane has a secondary impact on the climate through its importance in the forma-

tion of hydrocarbon hazes, and it is suggested that there may have been periods during the

Archean where a haze layer was present (Domagal-Goldman et al. 2008; Izon et al. 2015).

Haze forms when the CH
4
:CO

2
ratio exceeds approximately 0.1 (Trainer et al. 2006), and

potentially has a cooling effect on climate by up to 20 K (Arney et al. 2016). Arney et

al. (2016) found that a thick haze was produced for pCH
4
:pCO

2
>0.2. For 0.1<pCH

4
:pCO

2
<0.2

a thin haze is produced that is spectrally indistinguishable from an atmosphere with no

haze (Arney et al. 2016). The peak surface temperature in our experiments were found

to occur around pCH
4
/pCO

2
>0.1 so this peak is expected to remain with the presence

of haze, and for pCH
4
/pCO

2
>0.2 hazes form and accelerate cooling further. With global

mean surface temperatures for a given pCO
2

tending to peak around pCH
4
=0.1×pCO

2
,

higher methane concentrations are not able to increases global mean surface temperatures

further, even without considering the effects of haze.

Byrom and Shine (2022) and Collins et al. (2018) found that surface albedo can af-

fect the shortwave radiative forcing, with higher albedos at wavelengths where methane

absorbs strongly leading to an increase in absorption of upward radiation leading to a pos-

itive radiative forcing, which can arise from high albedo on land surfaces such as deserts

(Byrom and Shine 2022). Land fraction remains uncertain for the Archean (see discussion

in Charnay et al. 2020), with a general consensus that the fraction of continental crust was

less than present day (Hawkesworth et al. 2019), as well as the potential for a larger ocean

volume (Dong et al. 2021), with suggestions land fraction could have been as low as 2-3%

until 2.5 Ga (Flament et al. 2008). I test the sensitivity of the tropopause radiative forcing

by increasing global ocean albedo to 0.533 Byrom and Shine (value for albedo of quartz

sand in near infrared, used in 2022) and run the model for one time step and compare
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the radiative forcings, shown in Figure 4.14. Using this extreme value for albedo, I find

that the shortwave radiative forcing becomes less negative. However the general trend for

radiative forcing remains the same. Thus, for a surface with higher albedo, the decline in

global mean surface temperatures is expected to be lower at higher methane values. Fur-

ther exploration is required to explore the effect of different continent configurations on

the methane radiative forcing and the overall effect on climate, with a spectrally dependent

surface albedo.

Although methane, across the range investigated in this Chapter, has a relatively

small effect on global mean surface temperatures of –6 to +7 K, its abundance has a more

significant impact on the meridional heat transport, which could affect the likelihood of

the planet entering a snowball state. High methane levels generally increase the equator-

to-pole difference by up to 8 K, which combined with a realistic ice-albedo feedback could

affect the stability of the temperate state – which in this case refers to a state that is not

fully glaciated. However full understanding of this would require consideration of ocean

heat transport, continental configuration and a thermodynamic treatment of sea-ice, all

of which are beyond the scope of this study, which focuses on the climate differences

stemming from methane’s radiative effect.

Theoretical opacity data that further fill in missing regions of methane’s short-

wave absorption up to 833 nm (Yurchenko and Tennyson 2014) and 746 nm (Hargreaves

et al. 2020) have also become available that allows for further investigation into the signifi-

cance of methane’s shortwave absorption. However, line lists for methane covering much

of the wavelength region covered by the Sun’s emission are not yet available, motivating

the extension of work generating line lists to cover this missing absorption data.

Potentially habitable planets have now been detected orbiting M-dwarf stars, which

are cooler than the Sun. For these exoplanets the shortwave absorption would be stronger

due to a larger fraction of the stellar emission coming from the near infrared, for M-dwarfs

compared to G-dwarfs like the Sun, where methane has strong absorption. The impacts of

missing absorption data, as discussed above, become even more important due to the host

star emitting more radiation at longer wavelengths where absorption from greenhouse

gases is higher (Eager-Nash et al. 2020). If these planets host life, their early environment
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may have resembled that of the Archean Earth, given that a significant fraction of Earth’s

own ‘inhabited’ history is represented by this period (Catling and Zahnle 2020). Therefore,

these planets could have high concentrations of methane and an even stronger temperature

sensitivity to methane abundance due to the interaction of the host star spectrum and the

methane rich atmosphere.

4.5 Conclusions

I used the Met Office Unified Model to understand the potential effect of atmospheric CH
4

and CO
2
on the climate of the Archean at 2.7 Ga. A productive biosphere could have led to

an atmosphere with pCH
4
ranging from 10–3,500 Pa (Kharecha et al. 2005). I found that the

greenhouse effect of methane does not exceed a global average of 7 K for pCO
2
≤3,000 Pa,

with the peak temperature occurring for pCH
4

between 30–300 Pa. This peak in tempera-

ture shifts to higher pCH
4
for higher values of pCO

2
. The peaked effect is due to methane’s

absorption of shortwave radiation in the stratosphere that reduces heating of the surface,

which dominates over the greenhouse effect of methane at higher pCH
4
. I confirm results

from Byrne and Goldblatt (2015) and extend them to 3D simulations, but also demonstrate

that use of a 3D GCM is important to fully capture cooling of the climate at high methane

concentrations, due to changes in meridional circulation and methane radiative forcing.

Maximum temperatures are reached when the CH
4
:CO

2
is approximately 0.1, below the

ratio where significant cooling occurs due to the presence of haze (Arney et al. 2016).

More work is required to understand the interaction of biogeochemical cycles with the

atmospheric composition and potential haze formation.

4.6 Chapter Summary

In this Chapter, I have shown that the role of methane as a greenhouse gas is limited

during the Archean, however, could provide a global mean temperature increase of up

to 7 K or a radiative forcing of up to 8 W/m
2
. However, at high methane concentrations

methane has a strong cooling effect by absorbing stellar radiation. This is similar to planets

orbiting cooler stars such as M-dwarfs, where more radiation is absorbed directly by the

atmosphere, due to the redder spectrum. This is explored in Chapter 5 for tidally locked
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planets.
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Chapter 5

Comparing the effect of stellar

spectra on Tidally locked planets

5.1 Introduction

This Chapter investigates the effect of stellar type on the climate of a tidally locked exo-

planet. The work from this chapter has been published in Eager-Nash et al. (2020).

Several potentially habitable terrestrial exoplanets have been detected, including

Proxima Centauri b (Anglada-Escudé et al. 2016) and TRAPPIST-1e (Gillon et al. 2017),

orbiting M dwarf stars, which are smaller and cooler than the Sun (G dwarf). The change

in the host star brightness and temperature leads to two important consequences. Firstly,

for a planet to orbit in the habitable zone (Kasting et al. 1993a) around an M dwarf, it

must have a smaller orbital radius (and therefore shorter period) than the orbital radius

of Earth. Therefore the planet will experience stronger tidal forces from the host star than

the Earth does from the Sun, which is likely to result in the planetary rotation rate and

orbital period becoming synchronised; this is known as tidal locking (Pierrehumbert and

Hammond 2019). Secondly, the amount of stellar radiation incident on the planet peaks

at longer wavelengths because the temperature of M dwarfs is lower than that of G dwarfs

(e.g. see Joshi and Haberle 2012; Shields et al. 2013; Rushby et al. 2019). Another important

difference between G and M dwarfs is the occurrence rates and strength of stellar flares,
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and the overall stellar activity, which are both much higher in M dwarfs (e.g. see Howard et

al. 2018, for Proxima Centauri). This has important implications for both the atmospheric

composition, for example, in terms of stratospheric ozone cycling (Yates et al. 2020), and

the habitability of planets orbiting such stars. Initial studies have been performed in 1D

(Tilley et al. 2019), but extension to 3D is required given the assumption of tidal locking for

planets such as TRAPPIST-1e and Proxima Centauri b, resulting in a permanent dayside

and nightside, the latter receiving no direct stellar irradiation. In this work I focus on

the differences caused exclusively by the quiescent stellar spectra and reserve inclusion of

stellar activity for future work.

The climates of the TRAPPIST-1 planets (Wolf et al. 2017; Turbet et al. 2018; Fauchez

et al. 2020) and Proxima Centauri b (Turbet et al. 2016; Boutle et al. 2017; Del Genio et

al. 2019; Boutle et al. 2020) have been simulated using different model infrastructures and

exploring different facets of the climate system. The vast majority of these simulations re-

veal a similar dynamical structure of a dominant, coherent, zonal flow or jet that transports

heat from the dayside to nightside. However, a direct comparison to isolate the signifi-

cance of the spectrum of the host star has yet to be performed. The effect of stellar type

through differing atmospheric absorption on cloud, convection, and day-night heat and

moisture transport are key in determining the impact that the differences in the spectra -

between different host stars - will have on the planetary climate.

For terrestrial exoplanets, Yang et al. (2013) demonstrated that clouds produce a

negative feedback that extends the inner edge of the habitable zone. As the overall stellar

irradiance increases, so does convection, cloud coverage, and consequently, the albedo on

the dayside, thus cooling the planet. This is only possible if there is a large water sup-

ply on the dayside of the planet (e.g. on an aquaplanet). Yang and Abbot (2014) and

Koll and Abbot (2016) employed two-box (dayside and nightside) models to determine

what controls the surface temperature. Yang and Abbot (2014), in particular, showed that

the nightside of the planet acts as a “radiator fin”, allowing outgoing longwave radiation

(OLR) to escape from the atmosphere, which cools the planet because of the low level of

high-altitude cloud. This is because on the dayside, the water vapour and cloud green-

house effects reduce the efficiency of the local atmosphere in radiating stellar energy into
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space. This energy is instead transported by the atmosphere to the nightside, where there

is a strong temperature inversion, and the cloud greenhouse effect is negligible, so that

infrared energy is easily emitted into space. Yang and Abbot (2014) showed that when the

emissivity of the nightside is increased, the dayside surface temperature decreases signif-

icantly, whereas increasing dayside emissivity leads to small increases in temperature.

Boutle et al. (2017) showed that for a simulation of Proxima Centauri b, vigorous

convection over the sub-stellar point acted to transport heat and moisture vertically to

the altitude of the zonal jet. Recently, Sergeev et al. (2020) have explored the differences

obtained when employing various treatments and parametrisations of convection within

3D simulations of a tidally locked terrestrial exoplanet, and performing high-resolution

convection-permitting simulations free from such approximated treatments. Sergeev et

al. (2020) showed that important differences in the vertical and horizontal transport of heat

and moisture exist between coarse-resolution, employing convection parametrisations,

and high-resolution simulations with explicit convection. However, these studies have

not yet been extended to explore the impact of differing stellar spectra on the behaviour

of the convective transport, cloud coverage, and day-night transport.

The impact different stellar spectra have on a planetary climate has been studied for

rapidly rotating planets (Shields et al. 2013). Shields et al. (2013) found that when holding

the total stellar irradiance received by a planet constant, planets orbiting cooler, redder

stars exhibit higher global mean surface temperatures than those orbiting warmer stars.

This was due to increased direct absorption of incident stellar radiation by the atmosphere

for planets orbiting cooler stars. The stellar spectrum of an M dwarf overlaps considerably

more with the absorption features of CO2 and H2O than that of a G dwarf, with the former

emitting a larger fraction of radiation in the near-infrared (Pierrehumbert 2010). Shields

et al. (2013) also found that the H2O ice albedo feedback (where, as ice forms, more light is

reflected from the planetary surface, leading to further cooling and increased ice coverage)

was weaker for planets orbiting cooler stars. This is due to the wavelength dependence of

the ice albedo, which decreases with wavelength above 0.5 𝜇m, leading to a lower contrast

between ice and water (Joshi and Haberle 2012). Shields et al. (2019) took this further

to find that a planet orbiting an M dwarf absorbs 12% more incident solar energy than
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its G dwarf counterpart for an Earth-like configuration with a 24-hour rotational period.

Meanwhile, Yang et al. (2019b) found that an increase in atmospheric absorption of stellar

radiation led to an increase in relative humidity at higher altitudes globally, causing a

significant decrease in OLR.

In this Chapter, I extend on previous works by investigating the effect that different

stellar spectra have on the planetary climate of tidally locked planets with Earth-like at-

mospheres, focusing on cooler stars around which current, potentially habitable, targets

have been detected. I performed simulations using the Met Office 3D climate model, the

Unified Model (UM), based on the planetary parameters for TRAPPIST-1e, and a 1 bar

N2 dominated atmosphere with 400 ppm CO2. Further simulations were performed, re-

placing the stellar spectrum of TRAPPIST-1 with that of Proxima Centauri and the Sun,

holding all other parameters constant, and retaining a tidally locked configuration. Set-

ting a constant rotation rate across our experiments would not be physically consistent

with tidally locked planets obeying Kepler’s laws. However, the effect of changes in the

rotation rate on exoplanet climates has been well studied (e.g. Merlis and Schneider 2010;

Haqq-Misra et al. 2018; Penn and Vallis 2018; Komacek and Abbot 2019) and is not our

focus here. Additionally, increasing the gravity in a simulation of a given planet leads

to a cooling for cases where a dilute, radiatively active condensible (such as water in our

configuration) is present (Thomson and Vallis 2019; Yang and Yang 2019). Therefore, as I

look to isolate the effect that changing the stellar spectrum has on the planetary climate, a

constant top-of-atmosphere (TOA) incident flux, orbital period, atmospheric composition,

and planetary mass and radius are used for all of the simulations.

In Section 5.2 I provide an overview of the UM (which has now been employed

and detailed in many exoplanet studies) and our specific configurations, followed by pre-

senting our results in Section 5.3. In Section 5.3.1 I investigate the basic climatology of our

simulations through the surface temperature and winds. This is followed by investigation

of the moisture and cloud coverage in Section 5.3.2, and separation of the radiative, advec-

tive, latent, and boundary-layer turbulent contributions to the heating and evaporation or

condensation in Section 5.3.3. Finally, in Section 5.4 I present our conclusions and discuss

both the limitations of our approach and the potential implications for the habitability



5.2. MODEL SETUP 105

of tidally locked planets with Earth-like atmospheres. I find that planets orbiting cooler

stars absorb more shortwave stellar radiation directly in the troposphere, which leads to

more efficient zonal circulation and a smaller temperature gradient between the day- and

nightside. The increase in the ratio of radiation absorbed by the atmosphere compared

to the surface results in a dayside with less vigorous convection, which reduces dayside

cloud cover and hence the overall planetary albedo. This results in planets orbiting cooler

stars being globally warmer than those orbiting hotter stars. Overall, I find that planets

orbiting cooler stars have larger regions on the dayside that can support liquid water, and

I infer that such planets likely maintain habitable temperatures out to larger orbital radii

(and lower overall incident stellar fluxes) than their counterparts orbiting hotter stars.

5.2 Model setup

In this chapter I use the Met Office general circulation model (GCM), the UM, which has

been adapted to a range of exoplanet applications and used for a large number of studies

covering hot Jupiters (Mayne et al. 2014a; Amundsen et al. 2016; Helling et al. 2016; Mayne

et al. 2017; Tremblin et al. 2017; Drummond et al. 2018b; Drummond et al. 2018c; Lines

et al. 2018b; Lines et al. 2018a; Lines et al. 2019; Sainsbury-Martinez et al. 2019; Debras et

al. 2019; Debras et al. 2020; Drummond et al. 2020), mini-Neptunes/Super Earths (Drum-

mond et al. 2018a; Mayne et al. 2019) and terrestrial planets (Mayne et al. 2014b; Bolmont

et al. 2017; Lewis et al. 2018; Fauchez et al. 2020; Yates et al. 2020; Boutle et al. 2020; Joshi

et al. 2020; Sergeev et al. 2020). A similar configuration is followed to that of Boutle et

al. (2017) and Lewis et al. (2018), based on the Global Atmosphere 7.0 configuration (Wal-

ters et al. 2019). The UM has implemented the ENDGame dynamical core, which uses a

semi-implicit semi-Lagrangian formulation to solve the non-hydrostatic, fully compress-

ible deep atmosphere equations of motion (Wood et al. 2014). Processes that occur on a

scale smaller than the size of the grid boxes are parametrised. Convection uses a mass-

flux approach based on Gregory and Rowntree (1990), water clouds use the PC2 scheme

detailed in Wilson et al. (2008), incorporating mixed-phase microphysics based on Wilson

and Ballard (1999), and turbulent mixing uses an approach based on Lock et al. (2000) and

Brown et al. (2008). The simulations were configured as an aquaplanet, using a single-layer
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slab-homogeneous flat surface as the inner boundary (planetary surface), which is based

on Frierson et al. (2006). It represents an ocean surface with a 2.4 m mixed layer with a heat

capacity of 10
7

J/K/m
2
, with no horizontal heat transport. The emissivity of the surface is

fixed at 0.985 and the albedo is spectrally dependent and varies with stellar zenith angle,

based on Jin et al. (2011). Sea-ice formation is not considered in the model, with the sur-

face remaining as liquid water throughout. The Suite of Community Radiative Transfer

codes based on Edwards and Slingo (SOCRATES) scheme treats the radiative transfer in

the UM, employing the correlated-k method. SOCRATES has been adapted and tested for

a range of exoplanet configurations (e.g. Amundsen et al. 2014; Amundsen et al. 2017), but

a configuration is used that is similar to Earth (Walters et al. 2019). Longwave “planetary”

radiation is treated via 12 bands (between 3.3 𝜇m-10 mm), while shortwave “stellar” radi-

ation is treated by 29 bands (0.20-20 𝜇m) with the opacity data obtained from the NASA

Goddard Institute for Space Studies1.

As our focus is the effect that different host star emission has on the climate of a

planet, input spectra for three different stars are used: TRAPPIST-1, Proxima Centauri,

and the Sun. The stellar parameters for these stars are shown in Table 5.1, and their

spectra are shown in Figure 5.1 (top), generated using the BT-settl model of theoretical

spectra (Rajpurohit et al. 2013). Figure 5.1 (middle) shows the wavelength dependence of

the absorption cross section for water vapour (Polyansky et al. 2018) and carbon dioxide

(Tashkun and Perevalov 2011). The absorption cross sections were generated using the Ex-

oMol (Tennyson et al. 2016) database, and the ExoCross software (Yurchenko et al. 2018),

for an atmospheric pressure and temperature of ~800 hPa and ~230 K, respectively. The

solar emission peaks at visible wavelengths, whereas TRAPPIST-1 and Proxima Centauri

peak in the infrared, with a larger fraction of the radiation emitted at >1 𝜇m, which is the

region where carbon dioxide and, in particular, water vapour begin to absorb. TRAPPIST-

1 is the coolest star and emits more radiation at longer wavelengths than Proxima Centauri

for a constant total flux. Figure 5.1 (bottom) shows the radiative properties of the cloud.

Scattering for both an ice and a liquid-water cloud remains relatively constant across the

stellar spectrum, and thus the cloud albedo will remain constant between the simulations

1. From directories sp_sw_dsa_ar and sp_lw_dsa_ar at https://portal.nccs.nasa.gov/GISS_modelE/

ROCKE-3D/spectral_files/

sp_sw_dsa_ar
sp_lw_dsa_ar
https://portal.nccs.nasa.gov/GISS_modelE/ROCKE-3D/spectral_files/
https://portal.nccs.nasa.gov/GISS_modelE/ROCKE-3D/spectral_files/
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for the same cloud distributions. In terms of absorption rates, both ice and liquid-water

clouds have global minima at the peak of the solar spectrum at ~0.4 𝜇m, while Proxima

Centauri and TRAPPIST-1 peak where cloud absorption rates are about three orders of

magnitude higher. It can thus expect that there will be an increased atmospheric absorp-

tion by clouds for the cooler stars.

Table 5.1: Stellar parameters for TRAPPIST-1 (Fauchez et al. 2020), Proxima Centauri (Schlaufman and Laugh-

lin 2010), and the Sun as well as the semi-major axis for the planet in our simulations.

Host star Effective

temperature

(K)

g (m/s
2
) Metallicity

(dex)

Semi-major

axis (AU)

TRAPPIST-1 2600 1000 0 0.02928

Proxima Centauri 3000 1000 0.3 0.04800

The Sun 5700 274 0.012 1.230

As discussed, in order to isolate the impact of the different stellar spectra, I per-

formed three simulations, all with the planetary parameters of TRAPPIST-1e, taken from

Gillon et al. (2017) and Grimm et al. (2018) and shown in Table 5.2. The parameters are

consistent with those used recently by Fauchez et al. (2020). The simulations use the input

stellar spectra for TRAPPIST-1, Proxima Centauri, and the Sun shown in Figure 5.1; hence-

forth referred to as T1:T1e, ProC:T1e, and Sun:T1e, respectively. As our primary focus is

investigating the effect of different stellar spectra of our three host stars, the total stellar

irradiance is fixed. In practice, this required altering the orbital semi-major axis, with

the values show in Table 5.1. In reality, the orbital period would increase with semi-major

axis according to Kepler’s third law, with a commensurate change expected in the rotation

rate to retain a tidally locked configuration. However, as changes in the rotation rate lead

to well-studied changes in the circulation and climate (Merlis and Schneider 2010; Penn

and Vallis 2018), a constant orbital period and angular frequency of rotation are adopted.

The simulations were also performed at zero obliquity and eccentricity, consistent with

tidal locking. It is important to note that simulations ProC:T1e and Sun:T1e were not de-

signed to represent any particular planet, but solely to investigate the isolated impact of

the different stellar spectra.

All simulations used a horizontal resolution of 2.5° in longitude by 2° in latitude,

with 38 vertical levels between the surface (𝑧 = 0 km) and the TOA (𝑧 = 40 km). The
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Figure 5.1: Wavelength vs. stellar flux per wavelength (top), received at the TOA for a planet orbiting

TRAPPIST-1 (red), Proxima Centauri (cyan), and the Sun (purple), with a fixed total stellar flux of 900 W/m
2
.

Stellar profiles were created using the BT-settl model grid of theoretical spectra (Rajpurohit et al. 2013) with

stellar parameters from Table 5.1. The middle panel shows the absorption cross section per molecule for

water vapour (blue) (Polyansky et al. 2018) and carbon dioxide gas (orange) (Tashkun and Perevalov 2011)

against wavelength. Absorption cross sections (centre) are for a pressure of ~800 hPa and an air temperature

of ~230 K using the ExoMol (Tennyson et al. 2016) database, generated using ExoCross (Yurchenko et al. 2018).

Also shown are the cloud absorption (pink) and scattering (green) rates for liquid water (solid) and water ice

(dashed). These assume typical cloud droplet radii of 9 𝜇m and 30 𝜇m for a liquid and an ice cloud, respec-

tively.
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Table 5.2: Parameters used for all planetary configurations, based on TRAPPIST-1e from Gillon et al. (2017),

Grimm et al. (2018) and Fauchez et al. (2020).

Parameter

Stellar irradiance (W/m
2
) 900

Orbital period (Earth days) 6.10

Angular frequency (rad/s) 1.19×10
−5

Eccentricity 0

Obliquity (°) 0

Radius (km) 5800

Surface gravity (m/s
2
) 9.12

vertical levels were quadratically stretched to enhance the resolution at the surface. All

simulations ran for 8000 Earth days, with a time step of 1200 seconds, with equilibrium

being reached after 1000 Earth days, as determined through stable global mean surface

temperatures and balance of the TOA flux (not shown). The data presented in Section 5.3

are temporal averages from 1000 to 8000 days, and where a vertical coordinate was used,

the data were converted from the model height grid into 𝜎, where 𝜎 = 𝑝/𝑝𝑠 and 𝑝 is the

pressure and 𝑝𝑠 the surface pressure for that specific model column. The global average

surface pressure for all simulations was 1 bar. The sub-stellar point, the point closest to

the host star, was located at (0, 0)° and the anti-stellar point, the point farthest from the

host star, was located at (0,180)°. Finally, spatial averages are also presented in Section 5.3,

where dayside-averaged quantities include data from −90° to 90° in latitude and −90°
to 90° in longitude, and nightside-averaged quantities include data from −90° to 90° in

latitude and −180° to −90° and 90° to 180° in longitude. Units given in terms of days refer

to the duration of an Earth day. UM output was processed and plotted using the Python

packages Iris (Met Office 2020) and Matplotlib (Hunter 2007).

5.3 Results

In this section I present results from our three simulations T1:T1e, ProC:T1e, and Sun:T1e.

This begins with the basic temperature and wind structure (Section 5.3.1), before I inves-

tigate the moisture, cloud coverage, and the subsequent effect on the radiation budget

(Section 5.3.2). I conclude with the components contributing to the heat and water vapour

budget (Section 5.3.3).
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Figure 5.2: Map of the surface temperatures (colour scale) for the T1:T1e simulation (left). The following

two plots show the difference in surface temperature from T1:T1e for cases ProC:T1e (middle) and Sun:T1e

(right). A negative difference (blue) indicates a cooler surface than T1:T1e. Near-surface (10m) wind vectors

(arrows) are also shown in each plot. The sub-stellar point is located at (0°, 0°). A contour (black) is shown

for the 273 K surface isotherm, but this temperature is not reached over an extended region for case Sun:T1e.

The colour scale for ProC:T1e and Sun:T1e is different. Only the temperature field is subtracted, the winds

are the unaltered values for each simulation.

5.3.1 Surface temperature and atmospheric dynamics

A natural metric to describe the basic climatic state is the surface temperature. Figure 5.2

shows the surface temperature variation across latitude and longitude for our three simu-

lations, with the winds at 10m shown as vector arrows. The left panel shows the absolute

surface temperature for case T1:T1e, differences are then shown by subtracting the T1:T1e

temperature field from either the ProC:T1e or Sun:T1e results as the middle and right pan-

els, respectively. Figure 5.2 shows that as the temperature of the host star increases (left to

right), the planetary surface temperature generally decreases. The greatest cooling is seen

on the nightside, predominantly at the equator, with some warming in the polar regions

of the ProC:T1e case. This suggests that there may be an asymmetry between the changes

in the meridional and zonal transport efficiency. The region of the surface above 273 K

is enclosed by the black contour in Figure 5.2. These regions are similar in magnitude

in cases T1:T1e and ProC:T1e, but case Sun:T1e does not have a substantial region of the

planetary surface that may sustain liquid water, and it may be considered less habitable as

a result. All simulations have similar near-surface winds, showing a convergence towards

the sub-stellar point, because solar forcing gives rise to a region of intense convection, as

discussed in Boutle et al. (2017) and Sergeev et al. (2020).

Table 5.3 shows the spatial average dayside, nightside, and global surface temper-

atures for the three simulations. The values in Table 5.3 confirm that the simulation with

the coolest star, T1:T1e, is the warmest, and case Sun:T1e exhibits the coldest temperatures.
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The day-night temperature contrast is lowest for simulation T1:T1e, suggesting the most

efficient day-night circulation of the three simulations, and case Sun:T1e has the highest

contrast and weakest circulation. Cases T1:T1e and ProC:T1e have similar temperatures;

T1:T1e is consistently warmer by about 1 K. The small differences in stellar spectra between

TRAPPIST-1 and Proxima Centauri (Figure 5.1) may have a small effect on planetary cli-

mate, which is only amplified by higher contrasts in effective stellar temperature.

The dominant component of the heat redistribution from the day- to nightside of the

planet is the zonal jet (e.g. Lewis et al. 2018). Figure 5.3 shows the longitudinal (and tem-

porally) averaged zonal wind for latitude against 𝜎, shown for simulations T1:T1e (left),

ProC:T1e (middle), and Sun:T1e (right). The super-rotating equatorial jet reduces in mag-

nitude as the host star increases in temperature (left to right). As shown by Showman

and Polvani (2010) and Showman and Polvani (2011), the zonal jet is accelerated via large-

scale wave patterns that are driven by the day-night temperature contrast, and it is further

shaped by the vertical and latitudinal heating gradients. Lewis et al. (2018) also showed

that changes in the radiative properties of the surface, that is, moving from bare land to

ocean, resulted in a change in the temperature structure and thereby in a change in the jet

acceleration. Our simulations show an increase in the overall absorption of radiation on

the dayside from hotter to cooler stars (see Section 5.3.2). This might be expected to result

in a higher day-night temperature contrast for cooler stars, as opposed to the reduction

shown in Table 5.3. However, as the absorption is dominated by the atmosphere (as op-

posed to the surface), this results in a day-night contrast that extends over a wider range

of pressures, that is, higher into the atmosphere for cooler stars (see Section 5.3.2). We

speculate that this acts to extend the vertical region over which momentum convergence

acts to accelerate the jet, and indeed, the jet structure persists over a broader vertical (and

meridional) range for the simulations of cooler stars, as shown in Figure 5.3. The ver-

tical component of momentum convergence has been shown to be vital for accelerating

super-rotating equatorial flows (Showman and Polvani 2011) in hot Jupiters, and the wave

responses in these cases have been studied in detail (Debras et al. 2019; Debras et al. 2020).

However, such a detailed study of these simulations for future work, and it is simply note

here that the jet is stronger for planets orbiting cooler stars, and the flow acts to trans-

port heat and, critically, moisture zonally around the planet. Planets orbiting cooler stars
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Figure 5.3: Latitude vs. 𝜎 (pressure divided by surface pressure), showing the zonal wind speed (colour

scale), taken as a longitudinal average for simulations T1:T1e (left), ProC:T1e (middle), and Sun:T1e (right).

Positive values for the zonal wind (red) represent eastward flow.

can also have a stronger nightside equatorial return flow near the surface, as shown in

Figure 5.2.

Table 5.3: Mean surface temperatures for global, dayside, and nightside, and the temperature contrast (night-

side subtracted from dayside) for T1:T1e, ProC:T1e, and Sun:T1e.

Simulation Temperature (K)

Global Dayside Nightside Contrast

T1:T1e 231.2 260.8 201.6 59.2

ProC:T1e 229.8 260.1 199.5 60.6

Sun:T1e 209.4 245.5 173.4 72.1

5.3.2 Moisture and cloud in the atmosphere

Water vapour and cloud play an important role in the radiation budget, particularly in

shaping the OLR and in determining the contributions of the atmosphere compared to the

planetary surface. Figure 5.4 shows the OLR for our three simulations after subtraction

of the longwave surface emission.

All the simulations show the same pattern of dayside OLR originating from colder

levels in the atmosphere than the surface, which is due to high-altitude clouds and water

vapour. The nightside OLR indicates emission from warmer levels than the surface be-

cause of cloud and water vapour around the nightside temperature inversion and the lack

of high-altitude cloud. In the rest of this section I investigate the changes in moisture and

cloud coverage and use this to understand the changes in radiation emission between the

simulations.

Moisture transport from the dayside to the nightside of a tidally locked planet is

important because of its effect on the OLR, both directly or through subsequent cloud



5.3. RESULTS 113

180 120 60 0 60 120 180

60

30

0

30

60

La
tit

ud
e 

(°
)

T1:T1e

180 120 60 0 60 120 180
Longitude (°)

60

30

0

30

60

ProC:T1e

180 120 60 0 60 120 180

60

30

0

30

60

Sun:T1e

240 180 120 60 0 60 120 180 240
Outgoing longwave radiation minus surface emission (W/m2)

Figure 5.4: Map of the OLR minus the planetary surface emission as a colour scale for simulations T1:T1e

(left), ProC:T1e (middle) and Sun:T1e (right). A positive difference (red) indicates an increase in OLR emission

relative to the surface. The sub-stellar point is located at (0°, 0°).
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Figure 5.5: Map of the column-integrated water vapour (mass of water per cross-section area, colour scale)

for the T1:T1e simulation (left). The following two plots show the change in water-vapour column content

for ProC:T1e (middle) and Sun:T1e (right) with the equivalent water-vapour column content of T1:T1e if it

were at the same temperature profile as ProC:T1e and Sun:T1e, respectively, at the same relative humidity as

T1:T1e. The percentage is calculated from the total water-vapour content of the column. A positive difference

(blue) indicates a moister column than the T1:T1e, removing the effect of temperature on moisture from the

Clausius-Clapeyron relation. The sub-stellar point is located at (0°, 0°). The scale for ProC:T1e and Sun:T1e

is different.
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Figure 5.6: Temperature (top left), specific humidity (top right), relative humidity (bottom left), and area cloud

fraction (bottom right) horizontally averaged over the dayside (orange) and nightside (grey) hemispheres,

plotted against 𝜎 (pressure divided by surface pressure). These are shown for all three simulations: T1:T1e

(solid line), ProC:T1e (dashed line), and Sun:T1e (dotted line). The left panel also includes the hemisphere-

averaged surface temperatures from Table 5.3 as a filled circle for T1:T1e, a filled cross for ProC:T1e, and a

filled star for Sun:T1e.
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formation (Yang and Abbot 2014). Generally, moisture is transported upward from the

surface through convection in the sub-stellar region. This also leads to cloud formation,

with the zonal jet transporting moisture (and cloud) horizontally high up in the tropo-

sphere. Subsidence and further condensation occur on the nightside (Yang and Abbot

2014; Boutle et al. 2017; Lewis et al. 2018; Sergeev et al. 2020). To explore this for our

simulations, Figure 5.5 shows the column-integrated water content as a function of lat-

itude and longitude. The left panel shows the absolute water-vapour column content

for simulation T1:T1e, while the middle and right panels show the percentage change in

water-vapour column content for simulations ProC:T1e and Sun:T1e after subtraction of

an equivalent T1:T1e water-vapour content. However, as the dominant factor in the mois-

ture content variation is due to the temperature change through the Clausius-Clapeyron

relation, I attempted to remove this component. To do this, the difference in relative hu-

midity is calculated for cases ProC:T1e and Sun:T1e from the T1:T1e case and integrated

the equivalent water column content as a percentage change from cases ProC:T1e and

Sun:T1e, respectively. Figure 5.5 shows that as the host star temperature increases (left to

right), the nightside of the planets becomes relatively drier, beyond the drying through

the Clausius-Clapeyron relation. This means that there is a general decrease in the relative

humidity of the atmospheric column, suggesting a decrease in the atmospheric transport

observed in the zonal jets in Figure 5.3.

The advection of heat, moisture, and cloud from the dayside results in a nightside

temperature inversion (Joshi et al. 2020), leading to the radiator fin effect discussed in

Yang and Abbot (2014). The magnitude of this effect depends on the opacity on the night-

side, which is determined by the water vapour and cloud content. From Figure 5.5, it is

expected that the planets orbiting cooler stars have a stronger water-vapour greenhouse

effect on the dayside, but increase the effect of the nightside radiator fin by increasing

cloud content and, hence, the OLR. This can be explored further by using vertical profiles

of the temperature, moisture content, and cloud fraction from our simulations. Figure 5.6

shows the hemispherically averaged variation with 𝜎 of air temperature (top left), spe-

cific humidity (top right), relative humidity (bottom left), and area cloud fraction (bottom

right). The area cloud fraction is the area within a model grid box that is covered by cloud.
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Firstly, Figure 5.6 shows a clear temperature inversion on the nightside of all sim-

ulations (top left), linked to the circulation in the free atmosphere and radiative cooling

of the surface. Additionally, the day-night temperature difference between the vertical

profiles (top left) is also smaller for cases with cooler stars below the inversion, which is

consistent with the efficiency of the day-night redistribution, which also increases toward

cooler host stars.

On the dayside, with the majority of the atmosphere cooler than the surface (top left

of Figure 5.6), greenhouse gases and clouds decrease the OLR relative to surface emission

(shown in Figure 5.4). The hemispherically averaged specific humidity is highest at all

levels on the dayside and nightside for case T1:T1e and lowest for case Sun:T1e (top right of

Figure 5.6). Therefore, a stronger greenhouse effect for simulation T1:T1e is expected. For

all simulations, the combination of the temperature inversion, warmer air temperatures,

and stronger zonal transport leads to an increased water vapour and a higher OLR relative

to the surface on the nightside. T1:T1e is the moistest of our simulations, resulting in the

largest increase in OLR due to greenhouse gases, closely followed by ProC:T1e.

The relative humidity (bottom left panel of Figure 5.6) shows an increase at high

altitudes, which is both larger in magnitude and higher in the atmosphere for simula-

tions T1:T1e and ProC:T1e than for case Sun:T1e. This effect has previously been noted by

Yang et al. (2019b), who demonstrated that the increased high-altitude relative humidity

for planets absorbing more shortwave radiation in the atmosphere resulted in an increased

water-vapour greenhouse effect and therefore in a reduction in OLR. Table 5.4 shows the

TOA radiative effects of water vapour and clouds for all our simulations. The radiative

effects of water vapour and clouds were isolated through additional diagnostic radiative

transfer calculations, which did not affect the model evolution. One calculation omitted

only the water-vapour opacity, and a second calculation (called ‘clear-sky’) omitted the ra-

diative effects of clouds, both of which can then be compared to the baseline simulation for

all cases to provide the values in Table 5.4. For our simulations an increased water-vapour

greenhouse effect for planets orbiting cooler stars is also found (as in Yang et al. 2019b),

shown in Col. 3 in the top rows of Table 5.4, but a clear and commensurate change in the

OLR is absent from Figure 5.4 because the cloud coverage contributes more to the dayside
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greenhouse effect, which is shown in Col. 3 in the bottom rows of the same table.

Table 5.4: Hemisphere-averaged TOA radiative effect in the shortwave (dayside only) and longwave (dayside

and nightside) for both water vapour (top rows) and cloud (bottom rows), including the net value (sum of

three separate terms divided by two) for simulations T1:T1e, ProC:T1e, and Sun:T1e. A positive radiative

effect indicates a decrease in outgoing radiation. Parentheses on the longwave TOA radiative effect include

the absolute percentages of the averaged TOA outgoing longwave flux for that hemisphere. The effects of the

two components are isolated using diagnostic calculations of the radiative transfer omitting their opacities

(see text for explanation).

Simulation TOA radiative effect (W/m
2
)

Shortwave Longwave Net

Dayside Dayside Nightside

Water Vapour

T1:T1e +28.7 +9.47 (5.06%) -21.4 (16.5%) +8.37

ProC:T1e +29.1 +8.65 (4.71%) -21.5 (17.2%) +8.14

Sun:T1e +5.39 +0.412 (0.312%) -15.2 (20.9%) -4.71

Cloud

T1:T1e -110 +27.0 (14.4%) -4.58 (3.53%) -43.8

ProC:T1e -117 +28.2 (15.3%) -4.07 (3.25%) -46.4

Sun:T1e -189 +40.7 (30.8%) -0.822 (1.13%) -74.5

Figure 5.6 also shows that the dayside-averaged cloud coverage (bottom right) is

largest for the warmer star, with Sun:T1e having a ~60% larger peak than T1:T1e and

ProC:T1e, at around 𝜎 = 0.9. Cloud coverage on the dayside can cool the planet by in-

creasing the TOA albedo. This is demonstrated in Table 5.5, which shows the dayside

albedo and total shortwave absorption as fractions of the total TOA incident stellar flux,

in particular the second column.

Table 5.5: Dayside shortwave radiation budget hemispherically averaged for the TOA albedo and the dayside

shortwave radiation absorption (as a fraction of the total TOA incoming shortwave radiation) for the T1:T1e,

ProC:T1e and Sun:T1e simulations. The dayside albedo has been decomposed into an atmospheric and a

surface contribution following Donohoe and Battisti (2011). The dayside shortwave radiation absorption is

shown for the atmosphere and surface, with the former decomposed into cloud and water-vapour contribu-

tion by comparing the baseline model to the calculations where these radiative effects have been omitted (see

text for explanation).

Simulation Dayside TOA albedo (%) Dayside shortwave absorption (%)

Total Atmosphere Surface Atmosphere Cloud Water

Vapour

Surface

T1:T1e 28.8 28.0 0.767 43.0 12.2 15.6 28.3

ProC:T1e 30.6 29.8 0.790 41.1 11.0 15.3 28.3

Sun:T1e 54.8 53.6 1.24 11.5 4.38 2.78 33.7

The total albedo increases for hotter stars, see Cols. 2-4 in Table 5.5, partially be-

cause the surface albedo increases, but this is predominantly caused by increased cloud

coverage, as shown in Col. 2 in the bottom rows of Table 5.4. Table 5.5 shows that the

albedo is highest for simulation Sun:T1e and lowest for case T1:T1e, which has the lowest
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dayside cloud coverage (clouds are equally reflective in each case, see Figure 5.1). This

is the dominant cause for the decrease in surface temperatures in Figure 5.2 and air tem-

peratures; case Sun:T1e is ~15-20 K cooler for all 𝜎 on the dayside in Figure 5.6 (top left

grey). Cloud also affects the OLR budget, which is shown in Cols. 3 and 4 in the bottom

rows of Table 4, which show the cloud radiative effect. On the dayside, cloud increases

the longwave radiation retained by the atmosphere, which decreases the OLR. However,

this effect is about four times smaller than the shortwave cloud radiative effect, which is

the dominant factor in the overall decrease in planetary temperature for hotter stars.

Table 5.6: Hemisphere-averaged OLR budget for the dayside and nightside as a percentage of the non-

reflected shortwave radiation absorbed by the planet, shown for simulations T1:T1e, ProC:T1e, and Sun:T1e.

Simulation OLR budget (%)

Dayside Nightside

T1:T1e 59.1 40.9

ProC:T1e 59.5 40.5

Sun:T1e 64.5 35.5

On the nightside, the OLR is increased through cloud radiative effects. Near the sur-

face, there is more cloud for simulation Sun:T1e than in the two other cases (Figure 5.6,

bottom right). Near-surface cloud has a weaker effect on the cloud radiative effect as the

cloud temperature is more similar to that of the surface than are the remaining temper-

atures below the inversion maxima. Because of the nightside temperature inversion, the

atmosphere at 𝜎 > 0.2 for all simulations is warmer than the planetary surface and thus

radiates heat into space more efficiently, which increases the cloud radiative effect and

cools the planet. Cases T1:T1e and ProC:T1e both have more cloud between 0.6 < 𝜎 <

0.9 than case Sun:T1e, which leads to an increase in the nightside OLR relative to the

clear-sky case, shown in Col. 4 in the bottom rows of Table 5.4. The radiator fin effect is

stronger for planets with more efficient day-night circulation because the nightside cloud

and water vapour content is higher. Table 5.6 shows the TOA outgoing radiation budget

as the dayside and nightside OLR as a percentage of the non–reflected shortwave radia-

tion. Table 5.6 demonstrates an increase in the proportion of total radiation emitted by

the planet coming from the nightside for cooler stars. This might suggest that planets

orbiting cooler stars, which have generally a more efficient circulation, are cooler over-

all. However, our simulations show the reverse, where the cooler host star results in an

overall warmer planetary climate, showing that the changes in dayside cloud albedo are
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the dominant mechanism (Yang et al. 2013). This is clearly shown in the bottom rows of

Table 5.4, where the shortwave dayside cloud radiative effect is strongest and dominates

the net cloud radiative effect, which also increases with host star temperature, leading to

the strongest planetary cooling.

Table 5.5 shows that the shortwave reflection (albedo) on the dayside is highest for

simulation Sun:T1e and lowest for the T1:T1e. The method described by Donohoe and Bat-

tisti (2011) was used to determine the atmospheric and surface contributions to the TOA

dayside albedo, with the atmosphere as the dominant contribution at ~97.5% for all simu-

lations. The surface contribution has been significantly attenuated by the atmosphere, re-

ducing the surface albedo by ~90% of the actual value for all the simulations. The majority

of this atmospheric albedo is produced through cloud scattering, which is the dominant

contribution to the TOA shortwave cloud radiative effect compared to cloud absorption

(Col. 2 in the bottom rows of Table 5.4). The remaining outgoing radiation budget, emit-

ted as longwave radiation, may be distributed between dayside and nightside emission

and is shown in Table 5.6. The proportion of the remaining radiation increases in favour

of emission on the dayside for planets orbiting hotter stars, as demonstrated by the in-

creased day-night surface temperature contrast, as shown in Table 5.3. This occurs even

with an increase in cloud that suppresses longwave emission on the dayside (Col. 3 in the

bottom rows of Table 5.4). The water-vapour greenhouse effect has the opposite effect: it

decreases in hotter stars (Col. 3 in the top rows of Table 5.4), but its effect is weaker than

that of the cloud.

On the nightside, both cloud and water vapour increase the nightside OLR emission

due to the temperature inversion (Col. 4 in Table 5.4), which enhances the radiator fin

effect. For water vapour, this effect in terms of the total radiation budget decreases for

cooler stars, but when it is compared to the total nightside OLR (parentheses), it increases

with host star temperature. For the cloud, this decreases for both interpretations, and

their combined effects contribute ~20% of the nightside OLR. The nightside radiator fin

effect is thus dominated by the day-night temperature contrast of the surface, rather than

the overall cloud or water-vapour structure in the atmosphere, which maintains a similar

contribution to the total nightside OLR.
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Figure 5.7: The rate of change of temperature or heating profiles, known as temperature increments, plotted

against 𝜎 (pressure divided by surface pressure) for simulations T1:T1e (solid lines), ProC:T1e (dashed lines),

and Sun:T1e (dotted lines) for each component process. The processes shown are atmospheric absorption

of stellar radiation (orange, top panels), thermal emission or absorption of planetary radiation (grey, top

panels), large-scale circulation, known as advection, (pink, bottom panels), latent heating or cooling of water

(blue, bottom panels), and turbulent mixing (green, bottom panels). The day- and nightside hemispherically

averaged values are shown in the left and right panels, respectively. The x-axis limits are different between

the day- and nightside panels. In equilibrium the net heating is zero.

The global net TOA water-vapour radiative effect (Col. 5 in Table 5.4) is an order

of magnitude smaller than the net cloud radiative effect and changes sign between the M

dwarf and G dwarf orbiting simulations. Table 5.4 shows that in T1:T1e and ProC:T1e,

water vapour has a net warming effect on the global budget, while in case Sun:T1e, water

vapour has a net cooling effect. The difference is mainly attributed to the decrease in

shortwave absorption (Col. 2 in Table 5.4) for hotter stars, but also to the decrease in

water-vapour greenhouse effect stemming from the decrease in moisture in the upper

atmosphere on the dayside (Figure 5.6).

5.3.3 Heat and moisture budgets

To further isolate the key or dominant processes, I separated the various contributions

to the atmospheric temperature and specific humidity changes. Figure 5.7 shows the

hemisphere-averaged heating rates, or temperature increments, as a function of 𝜎 for the

dayside (left panels) and nightside (right panels). For the dayside radiation (top left panel,
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Figure 5.8: The rate of change of the specific humidity, known as specific humidity increments, plotted against

𝜎 (pressure divided by surface pressure) for simulations T1:T1e (solid lines), ProC:T1e (dashed lines), and

Sun:T1e (dotted lines) for each component process. The processes shown are the large-scale circulation,

known as advection, (pink), condensation or evaporation (blue), and turbulent mixing (green). The day- and

nightside hemispherically averaged values are shown in the left and right panels, respectively. The x-axis

limits are different between the day- and nightside panels. In equilibrium the net heating is zero.

Figure 5.7), direct stellar radiation heats the atmosphere in cases T1:T1e and ProC:T1e,

predominantly for 0.2 < 𝜎 < 0.9, at ~2 K/day, and the stellar heating of the atmosphere is

significantly reduced in case Sun:T1e. For simulations T1:T1e and ProC:T1e, the region

where 𝜎 < 0.7 is close to radiative equilibrium (planetary radiation balances stellar radi-

ation), which is not the case for Sun:T1e until much higher in the atmosphere, 𝜎 ≲ 0.3.

The atmospheric absorption of stellar radiation is further quantified in Table 5.5, which

shows the dayside atmospheric absorption as a percentage of the incident TOA shortwave

radiation. This is nearly four times higher for case T1:T1e than in case Sun:T1e: the T1:T1e

atmosphere absorbs 1.9 % more stellar radiation than case ProC:T1e.

The direct heating of the middle to upper troposphere by cooler stars leads to an

increase in convective stability in cases T1:T1e and ProC:T1e, reducing the vertical trans-

port of moisture and thus the height and magnitude of the latent heating term on the

dayside (bottom left panel, Figure 5.7). This is supported by the dayside cloud cover-

age shown in Figure 5.6, with case Sun:T1e exhibiting more cloud at 𝜎 > 0.5 than cases

T1:T1e and ProC:T1e. As a result of a reduced atmospheric absorption of non-reflected

shortwave radiation, case Sun:T1e experiences an increased proportion of (non-reflected)

stellar radiation absorbed at the surface on the dayside (Table 5.5, compare Cols. 5 and 8),

than the simulations with cooler host stars. This leads to higher turbulent flux heating in

the boundary layer, which is balanced by latent cooling from evaporation of precipitation

from increased cloud and advective cooling (bottom left panel, Figure 5.7). The shortwave
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atmospheric absorption is isolated for both cloud and water vapour in Table 5.5 (Cols. and

7, respectively). Although the effects of both are of a similar order of magnitude for each

simulation, for planets orbiting M dwarfs, water vapour contributes more to atmospheric

absorption than clouds, while the opposite is true for G dwarfs. The remaining contribu-

tion to shortwave atmospheric absorption is carbon dioxide, which is held at a constant

concentration in our simulations.

On the nightside (right panels, Figure 5.7), advective heating is balanced by cooling

through planetary radiation emission. Advective heating comes from transport of heat

from the dayside, producing the temperature inversions seen in Figure 5.6, and is highest

for case T1:T1e, which follows from the stronger equatorial jets seen for planets orbiting

cooler stars (Figure 5.3). The relatively dry atmosphere on the nightside and the lack of

stellar heating at the surface result in low latent heating and boundary layer contributions

(bottom right panel, Figure 5.7).

Similarly to the temperature increments, I isolated the contributions from different

physical processes to the moisture budget in our simulations. Figure 5.8 shows the rate

of change of specific humidity in a similar format as in Figure 5.7. On the dayside (left,

Figure 5.8), turbulent mixing transports water vapour from near the surface to the mid-

troposphere (0.5 < 𝜎 < 0.85), where it condenses, precipitates, and then evaporates again

in the boundary layer (𝜎 > 0.85). The large-scale transport is strongest for the T1:T1e

case, which is shown in the specific humidity increment due to advection. Cool dry air is

advected, returning from the nightside near the surface, and moist warm air is transported

vertically, reducing moisture near the surface. Simulation T1:T1e has the highest nightside

advection of water vapour (right, Figure 5.8), and the lowest is found in case Sun:T1e. On

the dayside, advection reduces specific humidity near the surface. The minima for the

specific humidity increment due to advection are largest for cases T1:T1e and ProC:T1e,

which may be due to a stronger return flow from the nightside. Evaporation, condensation

and boundary layer effects occur deeper in the atmosphere for case Sun:T1e than in the

remaining simulations, suggesting that convection becomes deeper for hotter host stars.

On the nightside (right, Figure 5.8), moist air is transported in by advection from the

dayside, where it condenses to form nightside cloud. The cloud forms mainly around 𝜎
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= 0.7, where it descends to near the surface, as shown in Figure 5.6, where the cloud area

fraction is highest there.

Our results have isolated the effect that different host star spectra have on the sim-

ulated planetary climate of a tidally locked terrestrial exoplanet, with a modern-day Earth-

like atmosphere. With all else held constant, a planet orbiting a cooler star such as TRAPPIST-

1 or Proxima Centauri absorbs more radiation directly in the atmosphere than a planet or-

biting the Sun, similar to the results of Shields et al. (2013) for rapidly rotating non-tidally

locked planets. Increased atmospheric stellar radiation absorption leads to a decrease in

the proportion of radiation that is absorbed by the planetary surface and to an increase in

static stability and a decrease in convection, leading to reduced dayside cloud coverage.

This decreases the albedo and leads to a warmer planet: simulation T1:T1e is globally

1.4 K and 21.8 K warmer than cases ProC:T1e and Sun:T1e, respectively. The day-night

temperature and atmospheric moisture content contrast is also lowest for case T1:T1e.

5.4 Conclusions

I have used the Met Office 3D GCM to compare simulations of the climates of a planet

orbiting three different host stars, two of which are M dwarfs known to be orbited by near

Earth-sized planets in their habitable zone. The third host star was the Sun, a G dwarf.

An Earth-like atmospheric composition and a tidally locked state are assumed. With stel-

lar irradiance and other planetary parameters held constant, planets orbiting cooler stars

experience an increased proportion of incident radiation that is absorbed directly by the

troposphere compared to the surface. This is due to the increase in the ability of cloud, wa-

ter vapour, and carbon dioxide to absorb stellar radiation when cooler stars are orbited.

This leads to an atmosphere that is more statically stable, reducing dayside convection

and thus cloud coverage compared to hotter stars. For these planets orbiting hotter stars,

increasing cloud coverage increases the planetary albedo, which decreases the overall pro-

portion of radiation absorbed by the planet, but maintains a lower ratio of atmospheric to

planetary surface absorption. The reduction in albedo causes planets orbiting cooler stars

to be globally warmer, and atmospheric transport of heat and moisture from the dayside to

the nightside is more efficient because the equatorial jets are stronger. This decreases the
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ratio of dayside to nightside OLR. I find that the combined contribution of water vapour

and cloud to the nightside radiator fin effect is enhanced to a similar degree for all stellar

types, contributing ~20% of the nightside OLR for M and G dwarfs. Overall, of planets

near the outer edge of the habitable zone that have an Earth-like composition, those or-

biting cooler stars may be considered more habitable than similar counterparts orbiting

hotter stars because they are likely to have a larger surface region that can support liquid

water.

It is important to note that all our simulations adopted the current planetary param-

eters estimated for TRAPPIST-1e, and the stellar spectrum was varied. The total stellar

irradiance was held constant by varying the orbital semi-major axis only between sim-

ulations, but a tidally locked configuration was retained. Therefore the two additional

simulations irradiated by Proxima Centauri and the Sun were not designed to represent

any real planet, and the resulting rotation rate was inconsistent with the orbital period

and tidally locked state (as the rotation period should increase with semi-major axis for a

tidally locked planet). I have designed the simulations to isolate the impacts of a different

host star spectrum on the simulated planetary climates.

Our method, however, has important limitations that must be addressed with addi-

tional research that is beyond the scope of this Chapter. As M dwarfs are more active than

G dwarfs, and the planet must orbit closer to the host star to intercept similar stellar flux

levels, the impact of flares and high-energy radiation must be considered (e.g. see Tilley

et al. 2019). Concerted studies in 3D are required to explore the interaction of the stellar

activity with the atmosphere, and in particular, the potential impacts on the O3 distribu-

tion, given that tidal locking gives rise to a permanent day- and nightside, the latter never

receiving direct stellar radiation. This work has begun for quiescent host stars (Yates et

al. 2020), and flaring host stars (Ridgway et al. 2022). Furthermore, the atmospheric com-

position in our simulations was kept constant in a simplified Earth-like configuration. It

is clear from our own Solar System that terrestrial planets can have extremely different

compositions. In this Chapter, I focused on the impacts of stellar spectra on climate and

potential implications on habitability, therefore I based our work on the only currently

known inhabited planet, Earth. However, Earth has sustained life through very different
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atmospheric compositions, given the the first evidence of life on Earth is from at least as

early as 3.7 Ga (Rosing 1999; Hassenkam et al. 2017).

Potentially important climate processes or mechanisms have also been omitted, such

as atmospheric chemistry (e.g. ozone in Yates et al. 2020), land-surface impact (e.g. Lewis

et al. 2018), dust (e.g. Boutle et al. 2020), ocean heat transport (e.g. Yang and Abbot 2014;

Yang et al. 2019a; Del Genio et al. 2019), and perhaps sea- or land-ice (Rose et al. 2017). In

particular, Yang and Abbot (2014) and Del Genio et al. (2019) found that ocean transport

also acts to reduce the day-night temperature contrast. Inclusion of ocean heat transport

would be expected to decrease our predicted day-night temperature contrasts and day-

side convection. However, the ocean transport is sensitive to the configuration of land

and ocean (Yang et al. 2019a). Additionally, ice formation may lead to a cooling of all our

simulations if it were included, and it might increase the differences between the M dwarf

cases and the simulation using the Sun because the ice albedo under G dwarf stellar spec-

tra is higher (Shields et al. 2013). However, as ice formation might well be limited to the

nightside, its effect on the overall climate of a tidally locked planet could be weak. The

reduction in ice albedo from hotter to cooler host stars suggests that their orbiting planets

may be more resistant to entering a “snowball” state (Rushby et al. 2019), which has oc-

curred at least three times for Earth (e.g. Lenton and Watson 2011). Several studies have

questioned whether the climate of tidally locked planets can exist in a stable regime and

avoid atmospheric collapse (Kasting et al. 2014; Turbet et al. 2018). The reduced day-night

temperature contrast found in our simulations irradiated by cooler host stars may aid their

atmospheric stability.

The adoption of a fixed Earth-like atmospheric composition also neglects the impact

of the stellar irradiation on the long-term evolution of the atmosphere, which is required

to determine the likely atmospheric composition. However, this is a difficult and poorly

constrained problem (Bolmont et al. 2017; Dong et al. 2018). Finally, the impact of life

itself was not considered. The presence of life on terrestrial exoplanets may fundamentally

alter the atmospheric composition (Nicholson et al. 2018; Vecchio et al. 2020), as has likely

happened throughout Earth’s own history (Lenton and Watson 2011; Lenton et al. 2018b).
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5.5 Chapter Summary

In this Chapter, I have established the effect that host star has on the climate of tidally

locked exoplanets. After considering climate, Chapter 6 will consider how the stellar spec-

trum affects life and potential biospheres through changes in atmospheric photochemistry.
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Chapter 6

Biogeochemical modelling of early

biospheres

6.1 Introduction

In this chapter, I investigate the effect of biospheres on the atmospheric composition of

TRAPPIST-1e and the Earth at 3.8 Ga. I focus on life prior to the evolution of oxygenic

photosynthesis, and particularly focus on how life may affect the atmosphere differently on

TRAPPIST-1e. Following this, the potential to observe biosignatures from this ecosystem

is investigated for TRAPPIST-1e.

Planets orbiting M-dwarfs provide the most realistic opportunity for detecting biosig-

natures in the near future through JWST and up and coming telescopes such as the Euro-

pean Extremely Large Telescope. JWST has already been used to determine that TRAPPIST-

1b+c are unlikely to have thick atmospheres (Greene et al. 2023; Zieba et al. 2023), but could

have surface pressures of up to 10 bar (Ih et al. 2023; Lincowski et al. 2023). In order to

detect potential life on these planets, which are orbiting very different host stars to our

Sun, it is important to not only study the potential abiotic atmospheres of these planets,

but also the potential relationship between life, the atmosphere and the host star (Catling

et al. 2018).



128 CHAPTER 6. BIOGEOCHEMICAL MODELLING OF EARLY BIOSPHERES

Life on other planets may most likely resemble life on the early Earth rather than

the modern day. Life was thought to have emerged during the early Archean at the latest

by 3.7 Ga (Rosing 1999), with potential for life to have emerged much earlier (Knoll and

Nowak 2017). Since then, life on Earth has diversified hugely, undergoing major evolu-

tionary revolutions including the evolution of oxygenic photosynthesis and multi-cellular

eukaryotes (Lenton and Watson 2011). The number of evolutionary steps as well as the

potential difficulty of some of these that are required to get to higher levels of complexity

means that many planets may be limited to more primitive life (Watson 2008). Simple

microbial biospheres similar to those that existed during the Archean could be the most

common.

The detection of primitive biospheres via their effect on CH
4

and CO has been con-

sidered for planets (at least around Sun-like stars), with ecosystems driven by H
2

and CO

consumption and are characterised by atmospheres with a low CO:CH
4

ratio (Sauterey et

al. 2020; Thompson et al. 2022). Krissansen-Totton et al. (2018c) predicts that biospheres

could produce a detectable disequilibrium with an atmosphere composed of CO
2
plus CH

4

in the absence of CO. This may be the most likely source of biosignature detection with

current instrumentation (Krissansen-Totton et al. 2018b). A potential additional challenge

for the unambiguous identification of biosignatures specific to planets around M-dwarf

stars is the accumulation of abiotic CO and possibly O
2
. This results from the photolysis

of CO
2

by FUV from the M-dwarf spectrum combined with a lower rate of recombination

of these species due to lower OH abundances caused by the lower NUV flux emitted by

M-dwarfs (Harman et al. 2015). Schwieterman et al. (2019) finds that high levels of CO

could accumulate on inhabited M–dwarf orbiting planets. Using GCMs and photochem-

ical models Fauchez et al. (2019), found that clouds and especially hazes could play an

important role in blocking the observations of Archean-like atmospheres in large regions

of JWST transmission spectra, however CO
2

features are likely to be readily observable on

such planets.

A fundamental challenge to identifying a biosignature from atmospheric concentra-

tions of CH
4
, CO and O

2
is that all of these gases have both abiotic and biological sources

and sinks, and may participate in biogeochemical cycles through the atmosphere-ocean-
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surface system. Their concentrations are therefore controlled by the combination of reg-

ulatory feedbacks generated by a combination of abiotic and hypothetical biological pro-

cesses. As argued by Catling et al. (2018), a consistent approach then requires populating a

hypothesis space with predictions from exo-Earth system models, applying observational

constraints and making full use of available context. Unlike atmosphere-only models, such

exo-Earth-system models make explicit the processes and hypotheses they include and

facilitate the incorporation of additional constraints and context from multiple sources.

This type of model has been applied to the early Earth (Kharecha et al. 2005; Sauterey et

al. 2020), however there has yet to be an ecosystem model focusing on the implications of

M-dwarfs spectra. Here, I use a newly developed coupled atmosphere-ocean-ecosystem

model to show that a H
2

and CO consuming biosphere, which produces CH
4

as a bi-

product, leads to an atmosphere with detectable levels of CO
2

and CH
4
, but also large

signals of CO for a TRAPPIST-1e analogue. I review the abiotic and ecosystem processes

considered in Sections 6.2 and 6.3. In Section 6.4, I outline the model components used

here, with results from the coupled model and subsequent transmission spectra shown

in Section 6.5. In Section 6.6, I discuss the implications of large CO features in our biotic

configuration that can lead to ambiguity in a potential biosphere.

6.2 Abiotic background assumptions and processes

I consider a terrestrial planet in the habitable zone of an M-dwarf star, with an Earth-like

atmosphere dominated by N
2

and CO
2
, with liquid water, noting that this may imply an

atypical evolutionary history given the star’s extended pre-main sequence phase (Luger

and Barnes 2015). In this work, we consider the habitable zone to be the orbital radii at

which a planet can maintain some liquid water at the surface (Kasting et al. 1993a). This

most likely also requires a functioning recycling of the lithosphere of some kind, in order

to cycle CO
2

and generate a silicate weathering feedback.

The atmosphere’s total hydrogen content will then be controlled by redox balance,

i.e. the balance between net surface reductant input and hydrogen escape, and atmo-

spheric composition by the combination of photochemistry and surface processes.
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Outgassing at the planetary surface is uncertain. Modern Earth plate tectonics allow

for the efficient cycling of volatiles, which is thought to be important for habitability by

controlling CO
2

over geological time scales (Walker et al. 1981). However, the tectonic

history of the Earth remains uncertain (e.g. Palin and Santosh 2021; Lourenço and Rozel

2023) and modern plate tectonics may only have evolved as late as 0.85 Ga (Korenaga 2013).

During the Archean, the Earth could have been in a stagnant lid state (Solomatov 1995),

where the lithosphere is a single lid and there is little surface motion. In these conditions,

outgassing rates are thought to be lower (Guimond et al. 2021). Arguments have also been

made that plate tectonic could have been preceded by a plutonic squishy lid, a regime that

has small strong plates that are separated by warm and weak regions created by plutonism

(Lourenço and Rozel 2023), similar to Harris and Bédard (2014) and Davies et al. (2023).

Modelling of this regime suggests that outgassing rates could be up to a factor of two

higher, assuming a similar extrusion efficiency of the lithosphere to today (Lourenço et

al. 2020).

The mix of gases outgassed is affected by the fugacity of the mantle (Kasting et

al. 1993b; Guimond et al. 2021). A more reduced mantle will outgas more H
2

and CO and

less H
2
O and CO

2
, while a higher mantle fugacity would lead to the opposite (Guimond

et al. 2021). Additional tectonically-driven reduced gases may be produced by serpen-

tinization at mid-ocean ridges (potentially a large source of H
2

and possibly CH
4
, with H

2

dominating on modern Earth McCollom and Bach 2009).

The atmospheres of planets orbiting M-dwarfs receive a different stellar spectra

compared to the Earth, which has an effect on climate (Shields et al. 2013; Eager-Nash

et al. 2020), as well as the atmospheric composition (Harman et al. 2015; Schwieterman

et al. 2019; Kozakis et al. 2022). M-dwarfs have a lower proportion of radiation in the ul-

traviolet range, particularly in the mid and near UV (200-400 nm) (Wunderlich et al. 2020),

which is important for photochemistry (Harman et al. 2015). On M-dwarfs, this allows

biosignature gases such as CH
4

to be able to be maintained at higher concentration for

a given CH
4

outgassing flux due to a lack of OH from water vapour photolysis (Segura

et al. 2005; Meadows et al. 2018; Schwieterman et al. 2019).

For lifeless planets, it has been found that O
2

may accumulate to significant levels in
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the atmosphere via the photolysis of CO
2
, with a slow recombination of oxygen and CO,

which is caused by a higher ratio of Far UV (FUV, 110–200 nm) to mid and near UV (200–

400 nm) compared to the Sun (Tian et al. 2014; Domagal-Goldman et al. 2014; Harman

et al. 2015; Ranjan et al. 2023). This is caused by the lower H
2
O photolysis as a result of

significantly reduced NUV flux compared to the Sun, which is able to reach close to the

surface to photolyse H
2
O (Harman et al. 2015). The NUV cross sections for H

2
O were

found to have been underestimated however, with Ranjan et al. (2020) finding that these

increased rates led to higher OH levels, which catalyse the recombination of CO and O to

reform CO
2
, and removes the possibility of O

2
false positives. NO can be feasibly produced

by lightning in the atmosphere and could eradicate the O
2

false positive, by catalysing the

recombination of CO and O (Harman et al. 2018). Hu et al. (2020) went on to show that

the inclusion of NO
x

reservoir species, HO
2
NO

2
and N

2
O

5
, could lead to large abiotic

sources of atmospheric O
2
. HO

2
NO

2
and N

2
O

5
act as reservoirs as they are relatively

stable and store NO in a form that cannot catalyse CO
2

formation, and would rainout

into the oceans. However, it was recently found that this result was due to the model top

height being too low (54 km), which leads to erroneously high levels of O production at

the model top (Ranjan et al. 2023). Thus, it is now thought that abiotic O
2
production from

CO
2

containing atmospheres is unlikely to be a potential false positive.

Although M-dwarfs emit significantly less UV radiation than G-dwarfs, some of

these stars can flare regularly (Hawley et al. 2014), which increases UV radiation inci-

dent on the planet and significantly impacts atmospheric composition (Chen et al. 2020;

Ridgway et al. 2022). For a modern Earth-like atmospheric composition, flaring increases

the formation of ozone in the upper atmosphere, which provides additional protection to

the planet’s surface from the UV radiation from subsequent flares (Ridgway et al. 2022).

Taking a temporal average of spectrum of a flaring M-dwarf is found to be a reasonable

approximation of the mean chemical composition (Ridgway et al. 2022).

6.3 Ecosystem processes

Methanogens are thought to be one of the first organisms to have been present on Earth

(Battistuzzi et al. 2004). Methanogens are methane producing microscopic organisms and
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Figure 6.1: Schematic showing the biosphere reaction pathways and an overview of the interaction with the

atmosphere captured in our modelling framework. Green boxes show processes, both biotic (dashed outline)

and abiotic (solid outline), circles show reservoirs of species and arrows show fluxes between reservoirs via

the different processes. Volcanic outgassing drives biospheric productivity by providing electron donors for

primary producers. These are used for either catabolism to produce energy and CH
4

as a waste product,

with this energy used for biomass production, which is then either recycled by secondary consumers and

eventually converted to CH
4

again or the biomass is buried in the sediments.

could have metabolised H
2

from volcanic outgassing. CO–consuming organisms are also

thought to have evolved early in Earth’s history (Ferry 2006; Lessner et al. 2006; Weiss

et al. 2016). These organisms had the potential to impact the composition of the atmo-

sphere by providing a major source of methane (Kharecha et al. 2005), which impacts the

climate (Eager-Nash et al. 2023). Models of plausible biospheres on the early Earth, which

include methanogens, have been used to investigate possible biological productivity and

subsequent atmospheric conditions (Kharecha et al. 2005; Ozaki et al. 2018; Sauterey et

al. 2020). Kharecha et al. (2005) found that early methanogenic biospheres could have con-

verted the majority of lower atmospheric hydrogen to methane, producing atmospheres

with methane concentrations from 10 to 3,500 ppm, controlled by redox balance between

reductant input and hydrogen escape, and with cycling of hydrogen through atmospheric

methane photolysis and biosphere methane production. I assume that life on other plan-

ets may also utilise available H
2
and CO for metabolism, to understand the effect that these

biospheres could have on planets that orbit M-dwarfs.
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Conceptually, a biosphere could function as summarised schematically in Figure 6.1,

which is the configuration considered in this model. I now describe a modelling frame-

work that follows similar logic to Kharecha et al. (2005), Ozaki et al. (2018), and Sauterey

et al. (2020), but is considered in more general terms to apply in an astrobiological context

for pre-photosynthetic biospheres exploiting free-energy gradients from available sub-

strates (Nicholson et al. 2022). Organisms use the available H
2

and CO to produce energy

(catabolism) via pathways such as:

4 H
2

+ CO
2

2 H
2
O + CH

4
(+ energy), (6.1)

4 CO + 2 H
2
O 2 CO

2
+ CH

3
COOH (+ energy), (6.2)

where this energy can be used for other metabolic processes such as building biomass

(anabolism), represented here as CH
2
O:

2 H
2

+ CO
2
(+ energy) CH

2
O + H

2
O, (6.3)

2 CO + H
2
O (+ energy) CH

2
O + CO

2
. (6.4)

The biomass will either descend to the ocean floor once the organism has died and is

buried, which contributes a burial of reducing matter and oxidises the Atmosphere-Ocean

system. Alternatively, secondary consumers would evolve that consume and recycle this

biomass (Kharecha et al. 2005):

2 CH
2
O CH

3
COOH CH

4
+ CO

2
. (6.5)

Some fraction of biomass however is inevitably buried, although this percentage is low on

the Earth with estimates of 0.2% in modern oceans (Berner 1982) and could have been 2%
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during the past based on studies on anoxic waters (Arthur et al. 1994). The growth rate

(relative rate at which Equation 6.1/6.2 occurs compared to Equation 6.3/6.4) is relatively

low for this pathway and thus, the biosphere would grow relatively slowly.

On Earth, anoxygenic photosynthesis evolved, which provided energy directly to

create biomass rather than from catabolism reactions. I assume that this takes the form of

H
2

and CO consuming organisms, which is modelled in the simplified form of

2 H
2

+ CO
2
+ ℎ𝜈 CH

2
O + H

2
O, (6.6)

2 CO + H
2
O + ℎ𝜈 CH

2
O + CO

2
. (6.7)

As abiotic sources of oxygen have been predicted from CO
2

photolysis, a build up of this

would also provide an energy source for catabolism, for example by reaction with CH
4

(known on Earth as methanotrophy Kasting et al. 2001):

2 O
2

+ CH
4

2 H
2
O + CO

2
(+ energy). (6.8)

Other pathways would be possible depending on what reducing species are most readily

available, such as CO:

O
2

+ 2 CO 2 CO
2
(+ energy). (6.9)

6.4 Methods

In this chapter, I use the Platform for Atmosphere, Land, Earth and Ocean (PALEO) mod-

elling framework (Daines and Lenton 2016), which is described in more detail in Chap-

ter 3. I use this to study potential abiotic conditions on planets as well biotic conditions

with life resembling that on Earth prior to the evolution of oxygenic photosynthesis. I do
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Table 6.1: Displays the values used for gravitational field strength at the surface, 𝑔 and the top of atmosphere

Solar constant, 𝑆, used in this Chapter for TRAPPIST-1e and the 3.8 Ga Earth. Values are consistent with

Fauchez et al. (2020) for TRAPPIST-1e. The Earth solar constant is taken at 3.8 Ga using the formulation in

Gough (1981).

Planet 𝑔 (m/s
2
) 𝑆 (W/m

2
)

TRAPPIST-1e 9.12 900

3.8 Ga Earth 9.81 1036

this by using a 1D photochemical atmosphere model coupled to a single box ocean that

hosts a biosphere. The model conserves redox balance across the atmosphere ocean sys-

tem. I do these experiments for Earth around 3.8 Ga, when these ecosystems were thought

to be present, and TRAPPIST-1e. TRAPPIST-1e is one of several planets in orbit around

TRAPPIST-1 (Gillon et al. 2017), which is an ultra cool M-dwarf and the planets in this

system are prime targets for atmospheric characterisation. The atmospheric composition

and climate solutions for the TRAPPIST-1e simulations are then used to generate synthetic

spectra using the Planetary Spectrum Generator (PSG) (Villanueva et al. 2018) to predict

the potential detectability of preoxygenic photosyntheic biospheres on TRAPPIST-1e. The

components of this model are now described in more detail.

6.4.1 Climate solution

The 1D atmosphere includes a radiative convective model to calculate the climate solution

that provides a vertical temperature and humidity profile. This climate state is then used

by the photochemical model to calculate chemical rates. For the purpose of this work,

these components are not coupled and a typical atmospheric composition is used for each

planetary configuration.

Radiative transfer is calculated using the Suite Of Community RAdiative Trans-

fer codes based on Edwards and Slingo (1996) (SOCRATES) (Manners et al. 2022), with

a convective adjustment based on Manabe and Strickler (1964), with a pseudo adiabatic

lapse rate. Tropospheric water vapour decreases with pressure (Manabe and Wetherald

1967) with a prescribed surface relative humidity of 0.7. Above the tropopause, the water

vapour mixing ratio is fixed at the tropopause value. A Solar constant of 75% of the mod-

ern value (1036 W/m
2
) is used for the 3.8 Ga Earth, based on Gough (1981), while a solar

constant of 900 W/m
2

is used for TRAPPIST-1e (Fauchez et al. 2020) (shown in Table 6.1).
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Figure 6.2: Pressure (a) and Temperature (b) profiles used that were generated for TRAPPIST-1e and the

3.8 Ga Earth.

SOCRATES employs the correlated-k method for radiative transfer. Thermal radiation is

treated via 17 bands (between 3.3𝜇m-10 mm), while stellar radiation is treated by 43 bands

(0.20-20𝜇m). These are suitable for atmospheres dominated by a mixture of N
2

and CO
2

(from 1% to 20%), with up to 3.5% CH
4

(see tests in Eager-Nash et al. 2023), supporting

surface pressures up to 10
6

Pa. These include CO
2
sub-Lorentzian line wings and CO

2
self-

broadening. Collision induced absorption is included for: N
2
–CH

4
, N

2
–N

2
and CO

2
–CO

2

from HITRAN (Karman et al. 2019), and CH
4
–CO

2
from Turbet et al. (2020). Line data

are from HITRAN 2012 (Rothman et al. 2013). The solar spectrum is taken for a 2.9 Ga

Sun spectrum from Claire et al. (2012), which has little difference in climate compared to

a 3.8 Ga given the same solar constant is used.

The climate for these simulations uses a mean climate state and is used for all sim-

ulations for a given planetary configuration of either TRAPPIST-1e or a 3.8 Ga Earth. An

atmosphere is imposed with a composition of N
2
, CO

2
and CH

4
for a 1 bar atmosphere.

CO
2

is fixed at 10% for the Earth case and 20% for TRAPPIST-1e to provide similar surface

temperatures (Figure 6.2). Methane is fixed at 0.18%, while N
2

makes up the remaining

atmosphere in each case. This is justifiable as long-term modelling including a carbon

cycle finds temperatures return to the abiotic steady state (e.g. Sauterey et al. 2020).

6.4.2 Atmosphere-Ocean

The coupled atmosphere-ocean model with a given climate solution solves the continuity

equation:
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𝜕𝑛𝑖
𝜕𝑡

= 𝑃𝑖 − 𝑛𝑖𝐿𝑖 −
𝜕Φ𝑖

𝜕𝑧
, (6.10)

where 𝑛𝑖 is the number density of species 𝑖, 𝑃𝑖 is the production rate of the species and

𝐿𝑖 is the loss rate. Φ𝑖 is flux of species 𝑖 from vertical transport. This is solved for the

atmosphere-ocean as a whole with flux across the atmosphere–ocean boundary calculated

using a stagnant boundary layer model (Liss and Slater 1974). Simulations were run for 3

to 100 million Earth years to allow the system to reach an equilibrium, which is considered

as when the reductant input is equal to reductant output through either hydrogen escape

or organic carbon burial. I now describe components of this model in more detail.

6.4.2.1 Photochemistry

Two reaction networks are used, the full network containing reactions with carbon, hydro-

gen, oxygen, nitrogen and sulphur species and a reduced network containing just carbon,

hydrogen and oxygen species. The species in each network are shown in Table 6.2, with

the left side of the table showing the species in the reduced network only. The reduced

network is used as it converges more readily, while the larger network is used to validate

the results of the reduced network. Some species are assumed to be short lived (indicated

in Table 6.2), meaning that their chemical lifetime is short enough to assume that the num-

ber density can be determined directly from the chemical production and loss rates only.

The full network is composed of 399 reactions, compared to 207 in the reduced network,

with the network derived from Gregory et al. (2021) and is shown in Appendix B. Reaction

rates are calculated as described in Section 3.3.2.3. Solar flux is split into 750 bins from

117.65 to 1000 nm, similar to the ATMOS model (Lincowski et al. 2018; Teal et al. 2022).

This included the adoption of a two stream approach to track stellar radiation for photol-

ysis (Teal et al. 2022). Cross sections and quantum yields come from the ATMOS open

access repository1 (Lincowski et al. 2018; Teal et al. 2022) and include the updated cross

sections for H
2
O (Ranjan et al. 2020). The atmosphere extends to 100km with 200 equally

spaced levels. The surface boundary conditions are shown in Table 6.2. As a result of

uncertainties in the reductant input, a range of potential values of H
2

volcanic outgassing

1. https://github.com/VirtualPlanetaryLaboratory/atmos

https://github.com/VirtualPlanetaryLaboratory/atmos
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are investigated, Φvolc(H2
), from 0.1 to 100 Tmol/yr. Fluxes are given in units of Tmol/yr,

which are global fluxes equivalent to an Earth sized planet. For the full network, a surface

boundary flux of NO and CO is included, which represents the role of lightning (Har-

man et al. 2018). In the reduced network, both lightning fluxes are excluded as nitrogen

chemistry is not included in this network and the CO flux would introduce an additional

reductant input, discussed further in Section 6.4.2.4.

Table 6.2: Species list and abiotic surface boundary conditions used in the model, which are either flux based

or use a fixed mixing ratio. Species that are short lived are indicated. Dry deposition velocities values are

also stated. The CHO network includes species up to the horizontal line in the table.

†
CO flux of this value is used for the full network only as part of lightning flux (equal to NO flux). For a

sensitivity study in Section 6.5.3.5 a range of abiotic CO fluxes were used from 0.1 to 100 Tmol/yr.

Species Short Flux Mixing ratio Dry deposition

lived (Tmol/yr) (mol/mol) velocity (cm/s)

CO
2

0.1

N
2

0.88

H
2
O -

CH
4

0.0802

H
2

0.1–100

CO 0.16
†

O
3

0.4

O
2

HO
2

1.0

H
2
O

2
0.5

O(
3
P) 1.0

O(
1
D) y

OH 1.0

HCO 0.1

H
2
CO 0.1

H 1.0

CH
3

1

CH
2

y

3

CH
2

Continued on next page



6.4. METHODS 139

Table 6.2 – continued from previous page

Species Short Flux Mixing ratio Dry deposition

lived (Tmol/yr) (mol/mol) velocity (cm/s)

CH
3
O 0.1

C
2
H

6
1×10

−5

C
2
H

5

C
2
H

4

CH
3
O

2

C
2
H

2

CH
3
CHO 0.1

C

CH

CH
2
CO 0.1

CH
3
CO 0.1

C
2
H

C
2

C
2
H

3

C
2
H

2
OH

C
2
H

4
OH

SO
2

0.802 1.0

H
2
S 0.0802

NO 0.16

CS
2

CS
*

2
y

HS

CS 0.01

HNO
2

y

HNO
3

0.2

NO
2

3×10
−3

N

Continued on next page
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Table 6.2 – continued from previous page

Species Short Flux Mixing ratio Dry deposition

lived (Tmol/yr) (mol/mol) velocity (cm/s)

HNO 1.0

NO
3

SO

S

1

SO
2

y

3

SO
2

y

HSO
3

y

SO
3

H
2
SO

4

HSO 1.0

S
2

OCS 0.01

S
3

S
4

S
8

OCS
2

y

N
2
O

5

HO
2
NO

2
0.2

N
2
O

HCS

Tropospheric water vapour is fixed and decreases with pressure (Manabe and Wether-

ald 1967) with a prescribed surface relative humidity of 70 %. Above the tropopause water

vapour may evolve from chemical sources and sinks, but when water vapour exceeds a

critical relative humidity (10 %), it will condense and rainout.
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The species can be deposited at the surface of the atmosphere as a result of either

species dissolving into water droplets and subsequently raining out of the atmosphere, or

through the particles directly settling from the atmosphere to the surface due to gravity

or turbulence, which is known as dry deposition. Rainout follows the prescription de-

scribed in (Giorgi and Chameides 1985), while dry deposition is modelled at the lowest

atmosphere level, with deposition flux, Φ
𝑑𝑒𝑝

𝑖
(molecules/cm

2
/s) for species 𝑖 is calculated

as

Φ
dep

𝑖
= 𝑛𝑖𝑣

dep

𝑖
, (6.11)

where 𝑣dep
is the deposition velocity. This represents the free fall of species out of the

atmosphere. Eddy diffusivity models the upward vertical mixing of the atmosphere and

is calculated for species 𝑖 as:

Φ
eddy

𝑖
= −𝐾𝑁 𝜕

𝜕𝑧

𝑛𝑖

𝑁
, (6.12)

where𝐾 is the eddy diffusion coefficient plotted in Figure 3.3, N is the total number density

of the atmosphere at height 𝑧.

Escape and molecular diffusion of molecular and atomic hydrogen follow the pro-

cedure outlined in Hu et al. (2012) and Ranjan et al. (2020). I follow the implementation

used in Hu et al. (2012), which combines diffusion and escape as linked processes. The

escape of atomic and molecular hydrogen is included for an N
2

dominated atmosphere.

The top-of-atmosphere spectra received by the planet used in this work are shown

in Figure 6.3. The solar spectrum for 3.8 Ga is generated from Claire et al. (2012), while

the quiescent spectrum for TRAPPIST-1 uses the spectrum from Peacock et al. (2019). The

mean flaring spectrum is generated using the same approach described in Ridgway et

al. (2022) using the TRAPPIST-1 spectrum from the Mega–MUSCLES survey (Wilson et

al. 2021).
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Figure 6.3: Top-of-atmosphere spectra used for Archean Earth at 3.8 Ga and TRAPPIST-1e and a mean flaring

TRAPPIST-1 spectrum. The spectra from 3.8 Ga Sun comes from Claire et al. (2012), while the TRAPPIST-

1 spectra is from (Peacock et al. 2019). The flaring spectra uses the the spectrum from Wilson et al. (2021)

and includes a temporally averaged spectrum which describes a regularly flaring star based on Ridgway et

al. (2022).

Table 6.3: Solubility and piston velocity values used within the model.

Species Solubility (mol/m
3
/Pa) Piston velocity (m/day)

CO
2

1.0×10
−2

4.8×10
−2

CH
4

1.4378×10
−5

4.8

H
2

8.0106×10
−6

11.23

CO 1.027×10
−5

4.147

O
2

1.2×10
−5

4.8

6.4.2.2 Ocean

A single box ocean is connected to the atmosphere, with reservoirs of species connected

between the atmosphere and ocean via diffusion. Using a similar procedure to Kharecha

et al. (2005) the diffusion is determined by a piston velocity and solubility coefficient, with

values given in Table 6.3. The flux across the ocean-atmosphere boundary for species 𝑋,

Φ(𝑋) is then:

Φ(𝑋) = 𝑣𝑝(𝑋) × (𝛼(𝑋) × 𝑝𝑋 − [𝑋]𝑎𝑞) × 𝐶, (6.13)

where 𝑣𝑝(𝑋) is the piston velocity, 𝛼(𝑋) is the Henry’s solubility coefficient, 𝑝𝑋 is the

surface partial pressure of 𝑋 and [𝑋]𝑎𝑞 is the ocean concentration of 𝑋. 𝐶 is a constant for

unit conversion to obtain a flux in mol/yr.

In the abiotic simulations, the ocean includes a CO sink, following the reaction de-

scribed in (Harman et al. 2015), taking the form:
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CO + H
2
O H

2
+ CO

2
, (6.14)

with the rate of removal of CO calculated as 𝜏[CO], where 𝜏 is a timescale of removal, with

a value of 10
−4

used here, and [CO] is the concentration of CO.

6.4.2.3 Biosphere

I coupled a simple ocean with a biosphere component to the 1D atmosphere model, which

is shown schematically in Figure 6.1. The primary production from this biosphere comes

from the consumption of H
2
and CO, which reach the ocean through the diffusion of these

species from the atmosphere.

The number of mols of H
2
/CO required to produce energy for the biomass pathway

can be measured experimentally. For methanogens, it has been measured that 10 mols of

CO
2

that are metabolised, 1 mol of CO
2

is coverted to biomass through anabolism (Schon-

heit et al. 1980; Fardeau and Belaich 1986; Morii et al. 1987). The proportion of the total

metabolism by a species in the form of anabolism is termed the growth rate, 𝜇. For the

purposes of this work, it is assumed that anoxic H
2

and CO consuming metabolisms have

a growth rate of 0.1, while for anoxic photosynthesisers, a growth rate of 1.0 is used as they

extract energy directly from the host star to fix carbon. The growth rate has only a minor

role in the evolution of the atmosphere, provided the burial fraction is low (Section 6.5.3.3).

Secondary consumers recycle organic carbon back to CH
4
. However, this process

is not 100% efficient and some fraction of the biomass is buried, which may limit the

production of CH
4
. The rate of organic carbon burial, 𝑥 is an unknown parameter, that

has thought to have decreased on Earth over its history, with a modern value of 0.2%

(Berner 1982). A value of 1% is used in these simulations unless otherwise stated. This

value may have been similar to the Archean based on measurements of carbon burial in

anoxic waters (Arthur et al. 1994). The sensitivity to various recycling rates is analysed

in Section 6.5.3.3, ranging from no recycling to 100% efficient recycling. The growth rate

and organic carbon burial rate are not considered for the oxic metabolisms. However, a

sensitivity study of the burial rate and growth rate for the other parameters shows that
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these only have a minor effect when the burial rate is above 10%, see Section 6.5.3.3.

Following similar treatment in Kharecha et al. (2005) and Ozaki et al. (2018), it is

assumed that either H
2

or CO are the limiting factors in primary productivity for anoxic

metabolisms. While oxic metabolisms are limited by the availability of O
2

and either CO

or CH
4

depending on the metabolism. The primary productivity, in terms of moles of

CH
4

equivalent of H
2

or CO consumed by anoxic metabolisms is:

Φbio =
1

4

𝜏bio([𝑋]𝑎𝑞 − [𝑋]𝑙𝑖𝑚𝑎𝑞 ), (6.15)

where the factor of a quarter comes from the ratio of CH
4

production relative to the con-

sumption of species 𝑋 (H
2

or CO) and [𝑋]𝑙𝑖𝑚𝑎𝑞 is the limiting concentration of species 𝑋,

which the biosphere is unable to draw concentrations below (set here as 4.6×10
−7

mol/m
3
).

𝜏 is the timescale for the biological reaction, which is assumed to be 10
4

yr
−1

. Provide this

timescale high enough to reduce ocean concentrations to [𝑋]𝑙𝑖𝑚𝑎𝑞 , which is expected for

a global biosphere, this parameter has no effect on the atmospheric configuration. The

burial rate is then defined as

ΦOCB = (1 − 𝑥 · 𝜇)Φbio , (6.16)

which is dependent on both the growth rater and the burial rate. The CH
4

flux from these

metabolisms is then the difference between these two fluxes.

In this work, two ecosystems are predominantly used:

1. Ecosystem 1: preoxygenic anoxic metabolisms only, including anoxic H
2

and CO

consumers (Equations 6.1–6.4) and secondary consumers (Equation 6.5)

2. Ecosystem 2: ecosystem 1 plus oxic metabolisms that metabolise O
2

with CH
4

or CO

(Equations 6.8+6.9)
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6.4.2.4 Global redox balance

In order to conserve redox balance at the surface, the deposition of species at the surface

via rain out and dry deposition is balanced by a restoring flux of H
2

in the case a net re-

ducing deposition and O
2

in the case of a net oxidant deposition, following the procedure

described in Harman et al. (2015). This excludes species that are coupled to the ocean, such

as H
2
, CH

4
, CO and O

2
, which as discussed above, have ocean reservoirs that can undergo

biologically or abiotically driven ocean chemistry. In order to maintain consistency in the

reductant input for the full network and the reduced network, surface boundary flux of

H
2
S is included in the surface redox balance discussed above. This ensures that the net

reductant input is determined by the H
2

and CH
4

abiotic fluxes only. SO
2

is considered a

redox neutral species, so does not affect the redox balance, while the combined lightning

fluxes of CO and NO have an equal and opposite redox state, so also do not contribute to

the redox balance.

6.4.3 Synthetic spectra

Synthetic spectra were generated using the Planetary Spectrum Generator (PSG) (Vil-

lanueva et al. 2018), adopting the parameters of TRAPPIST-1e (Agol et al. 2021). The fol-

lowing species were included to generate the spectrum: O
2
, CH

4
, N

2
, C

2
H

6
, O

3
, CO

2
, CO,

H, H
2
, O, C

2
H

2
, C

2
H

4
. From this the differences in transmission spectrum can be inves-

tigated between biotic and abiotic configurations to assess the detectability of a potential

biosphere of the form modelled here.

6.5 Results

I now present results of abiotic simulations of TRAPPIST-1e, comparing these to simila-

tions of the 3.8 Ga Earth, showing the importance of reductant input in abiotic O
2

levels.

Following this, I present results from the biotic configurations for TRAPPIST-1e, initially

benchmarking the coupled atmosphere ecosystem model against Kharecha et al. (2005) on

Earth, and subsequently compare the differences between early Earth biospheres on Earth

and on a hypothetical TRAPPIST-1e. Finally, I show transmission spectra for TRAPPIST-1e

for a range of both biotic and abiotic configurations.
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6.5.1 Abiotic oxygen production

Figure 6.4 shows a comparison of an abiotic configuration of the 3.8 Ga Earth and TRAPPIST-

1e, with near surface mixing ratios of key gases as a function of H
2

input. This is shown

for the full and reduced network. H
2

is the major hydrogen bearing species and thus its

concentration increases with input, balanced by escape and shows a similar trend for both

Earth and TRAPPIST-1e. CO is higher in the TRAPPIST-1e case because of CO
2

photol-

ysis and a lack of tropospheric OH from H
2
O photolysis to catalyse the recombination

of the CO
2

photolysis products (Harman et al. 2015). Near surface O
2

is shown in Fig-

ure 6.4b. Reductant input plays an important role in determining abiotic oxygen mixing

ratios. At low reductant input, Φvolc(H2
)< 10 Tmol/yr, O

2
becomes significantly higher

for the TRAPPIST-1e case compared to the Earth analogue. This is because reductant in-

put is lower than O
2

formation from CO
2

photolysis. When reductant input is higher than

oxygen production, O
2

returns to levels comparable to the Earth case.

The reduced and full chemical network show similar trends in atmospheric mixing

ratio. H
2

and CH
4

remain nearly identical between the two simulations. CO is higher

for both TRAPPIST-1e (when Φvolc(H2
)> 3.16 Tmol/yr) and the Earth. This is due to the

CO flux from lightning in the full network, which is not included in the reduced network.

This is not observed at Φvolc(H2
)≤ 3.16 Tmol/yr for TRAPPIST-1e as the CO source from

CO
2

photolysis is much larger. O
2

shows very similar trends between the full and reduced

network. For TRAPPIST-1e, the O
2

predictions at Φvolc(H2
)> 3.16 Tmol/yr are consistent

between both networks. For Earth, abiotic O
2

is higher when the full network is used,

which produces values closer to those found in Kasting (1990). The lower values in the

reduced network are similar to those quoted in Ranjan et al. (2023). As these O
2

values

are very low, differences are likely to be caused by the numerics of the solver.

6.5.2 Benchmarking of atmosphere ecosystem model

I now consider the effects of a biosphere composed of anoxic metabolisms of H
2

and CO. I

first compare our model simulations to Kharecha et al. 2005, who implemented a similar

ecosystem model. Figure 6.5 shows a comparison to their results for a H
2

and CO con-

suming biosphere with a 2% organic carbon burial rate. For a hydrogen volcanic flux of
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Figure 6.4: Surface mixing ratios for abiotic configurations of TRAPPIST-1e (solid) and the Earth irradiated

by a 3.8 Ga Sun (dashed) as a function of H
2

input. The full grid of simulations is shown for the reduced

network (crosses), while a subset of the network is plotted as circles.

6.02 Tmol/yr (see Figure 6.5a), the atmospheric profiles of CH
4

are similar up to 70 km,

above which our model predicts much lower CH
4

mixing ratios, potentially due to the dif-

ference in solar spectrum. The H
2

mixing ratio profile is similar for both cases, while CO

is drawn down to lower values near the surface in our model, but reaches higher abun-

dances at the top-of-atmosphere. Top-of-atmosphere differences could be attributed to

differences in solar spectrum, with the same plot repeated with the modern Earth spec-

trum shown as the dotted line in Figure 6.5a. For a larger range flux values, Figure 6.5b

shows the surface mixing ratios of H
2

and CH
4
, with the latter showing strong agreement

with Kharecha et al. (2005). The difference between the full and reduced reaction network

are minimal here, with the only difference at low reductant input, where CH
4

concentra-

tions are marginally higher in the full network.

6.5.3 Pre-photosynthetic biospheres on TRAPPIST-1e

I now show the effect of a hypothetical H
2
and CO consuming biosphere on the atmosphere

for a planet orbiting TRAPPIST-1, compared to the young Sun. I show results from ecosys-

tem 1 (anoxic H
2

and CO consumers) and subsequently ecosystem 2 (anoxic H
2

and CO

consumers and oxic CH
4

and CO consumers) for simulations with high O
2

mixing ratios.

6.5.3.1 Ecosystem 1

Figure 6.6 shows the surface mixing ratios for the biotic configuration with ecosystem 1

(anoxic H
2

and CO consumers only). The TRAPPIST-1e case has CH
4

at higher concen-
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Figure 6.5: Comparison to Kharecha et al. (2005). Data reproduced from Kharecha et al. (2005) (dashed lines),

(a) shows a mixing ratio vs altitude for case 2 biosphere in Kharecha et al. (2005), equivalent to their Fig. 7B.

This is shown for the 3.8 Ga Solar spectrum (Claire et al. 2012) (solid line) and the modern Solar spectrum

(dotted lines) from ATMOS (Teal et al. 2022). (b) shows the near surface mixing ratios of CH
4

and H
2

and

Table 2 for their case 3 biosphere. The case 2 and 3 biosphere has a growth rate of 0.1 and 1.0 for H
2

consumers

respectively, while the CO consumer growth rate is 0 for both cases. The organic carbon burial rate is 2 %.

The CO
2

surface mixing ratio is 2.5 %. Our simulations are shown for the reduced network in (a), while (b)

shows the full network (circles) and reduced network (crosses).

trations near the surface compared to the Earth, which is related to the lower OH concen-

tration in the troposphere. The general behaviour of CH
4

is similar for both cases, with

CH
4

now the dominant reductant species, and its concentration largely determined by the

balance of reductant input with hydrogen escape. The most notable difference however

is the relatively high surface oxygen (nearly 10%) at low Φvolc(H2
) < 3.16 Tmol/yr.

The high oxygen state emerges because of a low reductant input compared to the

O
2

production from CO
2

photolysis. Here, O
2

concentrations are higher than the reduc-

ing species, leading to a change of regime. Figure 6.8 compares the differences between

this oxidised state at Φvolc(H2
) = 1.78 Tmol/yr and the more familiar low oxygen state at

Φvolc(H2
) = 3.16 Tmol/yr.

At Φvolc(H2
) ≤ 1.78 Tmol/yr, the high levels of O

2
is the product of CO

2
photolysis

followed by the combination atomic oxygen:

CO
2

+ ℎ𝜈 CO + O, (6.17)

O + O + M O
2

+ M. (6.18)

When the reductant input is low, the molecular oxygen accumulates faster than it can be



6.5. RESULTS 149

10 1 100 101 102

volc(H2) (Tmol/yr)

10 7

10 6

10 5

10 4

10 3

10 2

10 1

100

At
m

os
ph

er
ic

 m
ix

in
g 

ra
tio

 (m
ol

/m
ol

)

CH4

CO
H2

10 1 100 101 102

volc(H2) (Tmol/yr)

10 22

10 19

10 16

10 13

10 10

10 7

10 4

10 1

At
m

os
ph

er
ic

 m
ix

in
g 

ra
tio

 (m
ol

/m
ol

)

O2

TRAPPIST-1e
3.8 Ga Earth
CHO network
CHONS network

Figure 6.6: Comparison of a hypothetical H
2

and CO consuming ecosystem (ecosystem 1) on Earth (solid

lines) compared to TRAPPIST-1e (dashed lines). (a) and (b) show near surface mixing ratios for key gases.

The full grid of simulations is shown for the reduced network (crosses), while a subset of the network is

plotted as circles.

reduced by the reductant input, leading to an accumulation of O
2

and O
3

(dotted lines

in Figure 6.8b). This O
3

shields the tropospheric UV flux (at Φvolc(H2
) = 1 Tmol/yr) and

reduces the photolysis of H
2
O via:

H
2
O + ℎ𝜈 OH + H, (6.19)

which further reduces the loss mechanisms for oxygen as well as CO and CH
4
. The high

levels of oxygen in the atmosphere lead to low levels of H
2
, causing the low methanogen

productivity at these fluxes with acetogens contributing the largest methane flux, shown

in Figure 6.7. The biologically driven production of CH
4
, which makes this the major

reducing hydrogen bearing species in the atmosphere rather than H
2

in the abiotic case

also allows O
2

to rise to higher levels, with CH
4

oxidised by OH, which is less abundant in

this regime, rather than by oxygen directly (Figure 6.8), allowing both species to remain

at relatively high concentrations.

When Φvolc(H2
) ≥ 3.16 Tmol/yr, the reductant input is large enough to significantly

reduce the O
2

concentration to levels seen in the Earth case. The subsequent lack of O
3

no longer shields the troposphere from UV radiation, increasing H
2
O photolysis in this

region. Increased OH leads to lower CO and CH
4

abundances. The reduction of oxygen

down to levels that are comparable to the Earth case allows for a higher H
2

abundance,

which consequently leads to an increase in H
2
consumption, which becomes the dominant
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Figure 6.7: Shows the methane production rate from ecosystem 1 for the 3.8 Ga Earth (dashed) and TRAPPIST-

1e (solid) case. The methane production rate is split between anoxic H
2

(red) and CO (grey) consumers. the

total of these is also shown (green) This plot used simulations with the reduced network.

source of biological methane production over CO consumption (Figure 6.7).

The biotic production of CH
4

allows O
2

to accumulate to higher mixing ratios than

the abiotic case. This is because the oxidation of CH
4
depends on the presence of OH from

water photolysis, which is produced at a lower rate on planets orbiting M-dwarfs and the

rate is reduced further when an ozone layer forms (Figure 6.8b-d). This allows O
2
and CH

4

to exist at higher concentrations simultaneously. This behaviour has similarly been found

in modelling of the great oxidation event on Earth (Pavlov and Kasting 2002; Gregory et

al. 2021), but for our TRAPPIST-1e configuration the abundance of O
2

and CH
4

are much

closer, being only an order of magnitude different (≈10
−3

and ≈10
−4

respectively).

At low hydrogen input, the CH
4

flux is a factor of two smaller on TRAPPIST-1e

compared to the Earth, see Figure 6.7. This is partly due to the oxygenated nature of the

atmosphere that is reducing the H
2
available for biotic consumption. When surface oxygen

levels reduce at higher hydrogen inputs, the H
2
consumers overtake CO consumers in their

productivity, and resembles the Earth case again. The productivity of CO consumers is

consistently higher for the TRAPPIST-1e case compared to the Earth due to the higher CO

abundance. The lower CH
4

flux is in contrast to the higher CH
4

abundance, but can be

explained by the lower rate of CH
4
destruction in the troposphere due to the lower amount

of OH from H
2
O photolysis (Segura et al. 2005).
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Figure 6.8: Showing the differences between the low oxygen state atΦ
volc

(H
2
) = 1.78 Tmol/yr (solid lines)

and the high oxygen scenario atΦ
volc

(H
2
) = 3.16 Tmol/yr (dash-dotted lines). (a), (b) and (c) show gas mixing

ratios, while (d) and (e) show reaction rates. (f) shows the downward shortwave flux at the top of atmosphere

(TOA) and the surface.
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Figure 6.9: Comparison between ecosystem 1 and 2 at low reductant inputs, which produced high oxygen

concentrations. (a) shows the near surface mixing ratios for key gases for ecosystem 1 (crosses) and ecosystem

2 (triangles). (b) shows the rate of biological reactions from ecosystem 2 in units of moles of CH
4

equivalent.

Above Φ
volc

(H
2
)= 1.78 Tmol/yr, the O

2
concentration drops and oxic metabolisms can no longer function,

thus becomes identical to ecosystem 1 and is not shown.

The full and the reduced reaction network, both show very similar predictions for

the atmospheric composition. This is shown in Figure 6.6. Most significantly, the high O
2

state is reproduced with both configurations. As I have now shown that the reduced and

full network show very similar results for the abiotic configurations, the reproduction

of Kharecha et al. (2005) and for ecosystem 1 for TRAPPIST-1e and the Earth. Moving

forward, only the reduced network is used.

6.5.3.2 Ecosystem 2

The presence of high abundances of O
2

provides an energy source for potential ecosys-

tems. The effect of including oxic CH
4

and CO consumers (Equations 6.8+6.9) alongside

the metabolisms in Ecosystem 1 (Ecosystem 2) is shown in Figure 6.9 for Φvolc(H2
) ≤

1.78 Tmol/yr. Figure 6.9a shows that O
2

concentrations could be drawn down to near

surface mixing ratios of the order 10
−5

, whilst also drawing down CH
4

concentrations

slightly. However, CO is found to rise by up to an order of magnitude (Figure 6.9a and

Figure 6.10a). In this ecosystem, the anoxic and oxic CO consumers dominate the biolog-

ical productivity, as the oxic CH
4

and anoxic H
2

consumer productivity is low, shown in

Figure 6.9b. The productivity of anoxic CO consumers is higher than in ecosystem 1 due

to the increased atmospheric CO concentration (Figure 6.9a).

The rise of atmospheric CO is a result of an increase in the photolysis rate of CO
2
,
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Figure 6.10: Shows a comparison between the atmospheric composition (a) and photolysis rates (b) produced

by ecosystem 1 (solid) and ecosystem 2 (dashed) when hydrogen input is 0.1 Tmol/yr.

caused by the reduction in O
2
and thus O

3
abundance, shown in Figure 6.10b atΦvolc(H2

) =

0.1 Tmol/yr. The reduction in O
2

also leads to an increase in the production of tropo-

spheric OH, which contributes to the lower CH
4

abundance in Ecosystem 2.

6.5.3.3 Anoxygenic photosynthesis and carbon burial

I now consider the potential impacts of anoxygenic photosynthesis compared to ecosys-

tems that obtain energy through catabolism. That is to say that the growth rate becomes

100%, as opposed to the 10% that was assumed previously. To consider the effects of this,

I investigate the change in growth rate alongside the sensitivity to the rate of organic car-

bon burial. I find that anoxygenic photosynthesis using H
2

and CO is unlikely to lead to

significant changes in the atmospheric composition unless the organic carbon burial rate

is low.

Ecosystems with low growth rates, such as prephotosynthetic biospheres are rel-

atively unaffected by the fraction of biomass that is buried. For a growth rate, 𝜇 of 0.1,

a change in CH
4

mixing ratio is observed from ≈0.001 for a low burial fraction down to

≈0.0004 when all organic carbon is buried (Figure 6.11a), with the CH
4

mixing ratio only

dropping noticeably below 0.001 mol/mol when the burial fraction is greater than 0.1.

This relatively small change is due to the fact that CH
4

is produced via catabolic reactions

for 90% of the H
2
or CO that is consumed, while the burial fraction affects what happens to

just the remaining 10%. Increasing the burial rate also has the effect of decreasing the bio-

spheres productivity, shown in Figure 6.11b. This is because as the organic carbon burial
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Figure 6.11: Comparing the effects of H
2

organic carbon burial rates and growth efficiencies for a H
2

and CO

consuming biosphere. (a) shows the change in near-surface composition vs burial fraction for H
2
, CH

4
, CO

and O
2
, while (b) shows the change in biosphere productivity of H

2
and CO consuming organisms. 𝜇 = 1.0

(solid lines) represent a growth rate equivalent to a phototrophic primary production, while the lower growth

rate of 𝜇 = 0.1 (dashed lines) represents a biosphere that produces energy from catabolic reactions instead of

using light.

fraction increases, less CH
4

is returning to the atmosphere, and thus less CH
4

is recycled

back to H
2

and CO, where it can be consumed by the biosphere again.

In contrast to this, ecosystems with high growth rates, such as via anoxygenic pho-

tosynthesis are more sensitive to the organic carbon burial fraction. At low organic car-

bon burial fractions (⪅ 0.01), the atmospheric composition is indistinguishable between

low and high growth rates, which was also found in Earth like configurations (Kharecha

et al. 2005). As organic carbon burial fraction continues to decrease beyond 0.01, atmo-

spheric CH
4

drops faster in the low growth rate case. This is because when the growth

rate is higher, CH
4

is produced entirely by secondary consumers, rather than through

catabolism processes, and the burial rate effectively determines how efficient secondary

consumers are at recycling biomass. Thus, efficient recycling of organic carbon by sec-

ondary organisms is required to produce CH
4

levels that are distinguishable from abiotic

configurations (compare Figure 6.11a to Figure 6.4).

For photosynthetic anoxic biospheres, if the organic carbon burial fraction is high,

high oxygen scenarios become more likely. For Φvolc(H2
) = 10 Tmol/yr, a burial fraction

of greater than 0.1, can lead to high oxygen states. This is because of the large burial of

reductant material and the significantly lower reducing power of the atmosphere from the

low CH
4

production, alongside a H
2

consumption from the biosphere.
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Figure 6.12: Shows the near surface O
2

mixing ratio, for biotic and abiotic configurations for a quiescent and

mean flaring spectrum of TRAPPIST-1.

6.5.3.4 Flaring

Flaring has the potential to prevent the O
2
build up found at lowΦvolc(H2

) in the quiescent

state. Using a mean flaring spectrum, shown in Figure 6.3, the surface mixing ratios for key

gases are shown in Figure 6.12. The change in spectrum due to flaring could be sufficient

to prevent O
2

accumulating to values of greater than 1%, seen in the quiescent state. The

increased FUV flux due to flaring prevents O
2

and importantly O
3

accumulation, which

maintains a weakly reducing atmosphere.

6.5.3.5 Carbon monoxide outgassing

As volcanic input can vary depending on the carbon-to-hydrogen ratio in the mantle, I

test the sensitivity of the atmosphere to CO and H
2

outgassing. Instead of volcanic flux

from H
2
, this is replaced with an equivalent CO flux, which is found to have a minor effect

on the atmospheric composition. Figure 6.13a shows the surface mixing ratios from the

key components of the atmosphere. Generally the atmospheric composition is the same

for a given CO or H
2

flux, particularly for CH
4
, while H

2
and CO are similar, apart from

at higher volcanic outgassing fluxes where small differences emerge. Figure 6.13b shows

the biotic methane flux associated with these different outgassed gases, which generally

show the same trend for both CO and H
2

consumers, with H
2

consumer productivity

marginally higher when H
2
is outgassed compared to CO, and vice versa for CO consumer

productivity.
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Figure 6.13: Comparing the effects of H
2

outgassing (solid lines) with an equivalent CO outgassing. (a) shows

the change in near surface composition vs the hydrogen outgassing rate for H
2
, CH

4
and CO, while (b) shows

the productivity of H
2

and CO consuming organisms.

6.5.4 Detectability of pre-photosynthetic biospheres on TRAPPIST-1e

Finally, I consider the detectability of potential preoxygenic-photosynthesising biospheres

for a planet like TRAPPIST-1e. Abiotic and biotic configurations are now presented from

PSG.

Biologically produced CH
4

shows strong signatures at high reductant input, but

at low reductant input both the CH
4

and O
2
/O

3
signatures are weak. The transmission

spectra for abiotic, and biotic ecosystem 1 and 2 configurations are shown in Figure 6.14

for a range of Φvolc(H2
). Both CO and CO

2
show strong features across all transmission

spectra, while CH
4

shows obvious signals only for the biotic configurations, which are

most visible at Φvolc(H2
) ≤=100 Tmol/yr. Thus planets may need to have high outgassing

rates for these biospheres to be detectable. The strongest O
3

feature is masked by CO
2

at

9.4 microns, although is most visible for ecosystem 1 when the reductant input is lowest.

The inclusion of oxygen photosynthesizers leads to this ozone feature being very difficult

to distinguish from CO
2
.

6.6 Discussion

In the simulations discussed in this chapter, biospheres that consume H
2

and CO pro-

ducing CH
4

as a waste product have the potential to be observed. Signatures for CH
4

are present when the reductant input is greater than 10 Tmol/yr, which were absent in
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Figure 6.14: Transmission spectra for biotic and abiotic configurations used here for TRAPPIST-1e with stellar

spectra that is quiescent and a mean flaring spectra. Transmission spectra is generated using PSG Villanueva

et al. (2018), with features labelled with the species causing them.
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abiotic cases (see Figure 6.14). As well as this, strong features of CO
2

as well as signs of

water vapour are seen in all cases. This could be sufficient to suggest a biosphere with

Krissansen-Totton et al. (2018c) finding that this mix could provide a chemical disequilib-

rium strong enough to suggest the presence of life.

This work revisits the consideration that CO is an antibiosignature for M–dwarf

orbiting planets. I find that ecosystems that consume CO can lead to atmospheres with

high levels of CO, one to two orders of magnitude higher on TRAPPIST-1e compared to

the Earth. This is caused by the lower OH production rate on M–dwarf planets. Further,

I find strong CO features in transmission spectra, despite the presence of CO consuming

organisms. This may lead to some ambiguity as to whether this would be a definitively

indicative biosphere (Thompson et al. 2022). Our results do support the conclusions from

Schwieterman et al. (2019) that CO does not necessarily represent an anti-biosignature and

can accumulate to high concentrations on inhabited planets for M–dwarf orbiting planets.

As our transmission spectra is generated using a 1D model only without haze, the

effects of clouds and hazes have not been considered in the detectability. The presence

of cloud may affect transmission spectra as discussed in Fauchez et al. (2019), which may

mask some features around 20ppm. This may mean that if TRAPPIST-1e had a lower

reductant input, the detection of methane may not be possible, while a flux of greater than

1 Tmol/yr would provide stronger signals. Similarly, a thin haze layer may be present in

the highest H2 outgassing rate, which may clear many features below 3 microns (Fauchez

et al. 2019). However features of CH
4

beyond 3𝜇m may be detectable, but only when H
2

outgassing is high, Φvolc(H2
) > 10 Tmol/yr.

Segura et al. (2005) predicted that CH
4

concentrations would be higher if biological

fluxes were the same compared to Earth due to a lower rate of photochemical destruction.

However, I find biological methane flux is lower due to the atmosphere’s slower recycling

of CH
4

back to biologically consumable substrates for the TRAPPIST-1e configuration in

the troposphere, leading to similar CH
4

abundances between Earth and TRAPPIST-1e.

Similarly, I find weaker CH
4

peaks compared to Fauchez et al. (2019). This may be be-

cause in this work, CH
4

photolysis was found to peak deeper in the atmosphere meaning

methane drops off substantially from around 50 km, compared to above 80 km in Fauchez
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et al. (2019).

The generation of high oxygen states by anoxygenic biospheres is likely to be affected

by the CO
2

concentration. While a relatively low CO
2

abundance of 10% is used here,

higher CO
2

levels could see high levels of O
2

persisting for higher reductant inputs.

The oxidising regime that emerges at these low H
2

input levels in ecosystem 1, with

only anoxic H
2

and CO consumers may also be missing important processes. At these

levels of 10%, processes such as oxidative weathering are likely to be important (Daines

et al. 2017). More work is required to establish the plausibility of the states with high levels

of oxygen found here due to different surface compositions.

The configuration used here effectively assumes a well mixed rapidly rotating planet.

These planets are likely to be tidally locked however, and either increasing the spatial res-

olution of 1D photochemical models to include day, night and terminator regions with

appropriate mixing parametrisations or coupled chemistry-GCM are required to better

constrain the detectability of these biospheres.

6.7 Conclusion

I use a coupled biosphere-atmosphere model to investigate the potential biosignatures

from a H
2

and CO consuming biosphere, which produces CH
4

as a waste product. I find

that TRAPPIST-1e under a low reductant input with a CH
4

producing biosphere may pro-

duce relatively high levels of surface O
2

of close to 0.1 mol/mol, which is not seen in the

Earth case. This is due to CH
4

and O
2

being able to coexist to relatively high levels on

M-dwarfs due to a lack of OH. In this high oxygen scenario, ozone may be detectable at

9.4 microns, although this is difficult due to the presence of CO
2
. The inclusion of oxy-

gen consuming organisms, could reduce these oxygen levels to around 10
−5

mol/mol. At

higher reductant inputs, oxygen abundance decreases and strong features of CH
4

along

with CO
2

may provide a robust biosignature. I also show that CO is likely to be present in

high quantities, even with a CO consuming organisms. The use of a mean flaring profile

removes the high oxygen states shown, however further work is required to understand

how a time dependent flaring spectrum may affect the results observed. I have shown that
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anoxygenic photosynthesisers are unlikely to affect the atmospheric composition signifi-

cantly compared to a prephotosyntheic biospheres, unless the recycling efficiency of sec-

ondary producers is low, where atmospheric CH
4

becomes very low. These results show

that simple biosphere models with consistent ocean fluxes are important in determining

atmospheric composition for understanding the potential role of life on the atmospheric

composition of exoplanets.

6.8 Chapter Summary

In this Chapter, I have shown that the host star can have a significant effect on the atmo-

spheric composition of a planet with a biosphere. For a planet like TRAPPIST-1e orbiting

an M-dwarf, when the reductant outgassing rate is low, a methane producing anoxic bio-

sphere could lead to high concentrations of O
2
, due to photochemically driven oxygen

production, which is stabilised at higher mixing ratios due to the biotic conversion of H
2

and CO to CH
4
. I show that biospheres that utilise this O

2
could lead to more productive

biospheres than an Earth analogue, and produce high levels of CO. Next, I conclude my

overall science findings from this thesis and discuss avenues for future work.
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Chapter 7

Conclusions & Future work

7.1 Conclusion

This thesis has focused on improving our understanding of the Archean, and the appli-

cation of this to exoplanets. I have used a climate model to improve our understanding

of the potential Archean climate, as well as the atmospheric processes on tidally locked

exoplanets. I have also used a single column coupled atmosphere-biosphere model to

understand the interaction between life and the environment. This has been applied to

the early Earth and to Trappist-1e, which can be treated as indicative to other Earth like

planets orbiting M-dwarfs.

Chapter 2 provides an overview of our understanding of the Archean in terms of

atmospheric composition and the solid Earth, as well as the current state of exoplanet de-

tection, atmospheric characterisation and the search for life. Particular interest is placed

on the Archean because this is when life originated on Earth. Life on exoplanets may, then,

be more likely to be similar to this period compared to the modern Earth, where many

complex evolutionary processes occurred to get to this stage. I explain why geological

evidence suggests that the Archean atmosphere was more reducing than today, with sig-

nificantly less O
2
. Alongside this, carbon dioxide concentrations were likely higher than

the present day. This is required to offset the lower luminosity of the Sun relative to today,

whilst maintaining a planetary surface that is not completely ice covered. Carbon dioxide
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is the main candidate for this as the concentrations of this gas are controlled on geological

timescales through a negative feedback with temperature, known as the silicate weather-

ing feedback. Meanwhile, the characterisation of the atmosphere of exoplanets that are

Earth-like are likely to be limited to planets orbiting M-dwarfs due to current observational

constraints. In this context, Earth-like refers to planets that receive a similar stellar flux

and are a similar size to the Earth. However, due to the great distance of these exoplanet

targets from Earth, observations of their atmospheres through transit spectroscopy are

our best opportunity to potentially observe biosignatures. Observations of atmospheric

disequilibrium may provide the best evidence for biosignatures, such as the coexistence of

methane, water vapour and carbon dioxide in the atmosphere, accompanied by relatively

low levels of carbon monoxide. This would likely provide the greatest evidence for life if

the early Archean Earth was observed as an exoplanet.

In Chapter 3, I introduce a range of modelling techniques that can be used to un-

derstand the atmospheres of planets. General circulation models (GCM) allow for un-

derstanding of atmospheric processes with high spatial resolution, such as atmospheric

circulation and clouds. These have developed our understanding of the Archean and

terrestrial exoplanets, for example by finding that lower carbon dioxide concentrations

are required to keep the Archean ice free, compared to simulations in 1D models (Char-

nay et al. 2020). Photochemical models are important for constraining the abundances

of species in the atmosphere. These have been used to understand the formation of haze

(Arney et al. 2016), as well as abiotic oxygen production on exoplanets (Harman et al. 2018;

Ranjan et al. 2023). Models of biospheres, which effectively provide chemistry at the

ocean/surface of the planet, can be used in conjuncture with photochemical models to

understand the role of life on the atmosphere. These have been used to predict the effect

of various metabolisms on the atmospheric composition and climate of the early Earth.

In this work, I used both a general circulation model to investigate the climate and atmo-

spheric circulation on terrestrial planets, as well as a coupled photochemical-ecosystem

model of preoxygenic photosynthetic biospheres to investigate the interaction between

life and the atmosphere. This Chapter describes the developments that were made to the

models to carry out the work in the subsequent chapters.
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The work in Chapter 4 investigates the role of methane in the climate of the Archean.

Methane is produced as a waste product by methanogens (methane producing organ-

isms), and as such, large quantities of methane are predicted to have been present in the

atmosphere during the Archean. Using a GCM, I investigated the effect of a range of

potential methane concentrations on the climate of the Archean. I found that methane

can provide a radiative forcing of up to 8.5 W/m
2
. Above this maximum value, radia-

tive forcing decreases because methane’s shortwave absorption increases to the point that

it is greater than the longwave forcing. This leads to global mean surface temperatures

peaking at a methane to carbon dioxide ratio of 0.1, and methane being able to warm the

Archean by up to 7 K compared to simulations with no methane. Methane also affects the

meridional circulation, with higher methane concentrations leading to an increase in the

equator to pole temperature gradient, due to a combination of a change in atmospheric

circulation and the relative methane radiative forcing at the equator compared to the poles.

After investigating the Archean, Chapter 5 switches focus to understanding the cli-

mate of terrestrial exoplanets. I used a similar modelling configuration to Chapter 4 to

understand the effect of stellar type on the climate of tidally locked exoplanets. Under-

standing the climate of these planets is important for understanding their potential hab-

itability, as well as highlighting the contrasts between these planets and our the Earth. In

this chapter, the stellar spectrum of a hypothetical TRAPPIST-1e was changed to have a

spectrum of TRAPPIST-1, Proxima Centauri and the Sun, keeping all other parameters

constant. I find that more radiation is absorbed directly by the atmosphere when irra-

diated by an M-dwarf compared to a G-dwarf. This leads to lower cloud coverage as

the atmosphere is more stable against convection, leading to less upwelling air from the

surface. As a result of the lower cloud coverage, the global mean surface temperature is

warmer due to a lower cloud albedo, with the surface temperature on the nightside of the

planet increasing the most, partly due to the increased efficiency of transport of energy

from the day to nightside as the atmosphere is heated directly by stellar radiation.

Following the increased understanding of atmospheric processes on both the Archean

Earth and M-dwarf orbiting exoplanets, Chapter 6 investigates the potential interaction

between life and the atmosphere in both of these cases. Specifically, in this work I inves-
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tigate the role of preoxygenic photosynthetic organisms on the atmospheric composition.

This includes H
2

and CO consuming organisms that produce CH
4

as a waste product.

I found that this biosphere on TRAPPIST-1e may be less productive than an equivalent

biosphere on Earth, but the atmospheric methane mixing ratio is higher. This is because

CH
4

is more photo-chemically stable in the atmosphere, due to a lower photolysis rate of

H
2
O on TRAPPIST-1e. We also find, that at low reductant inputs, the conversion of H

2

and CO to CH
4
may lead to oxygen accumulating in the atmosphere of TRAPPIST-1e. This

may lead to a niche for oxygen consuming organisms, which could dramatically increase

the productivity of such a biosphere. We test this, by including oxygen metabolisers that

can consume O
2

alongside either CO or CH
4
. We find that the organism consuming O

2

and CO, can drastically increase the productivity of the biosphere, which can decrease

oxygen levels down to around 10
−5

mol/mol, but also leads to an increase in CO mix-

ing ratios. I find that the evolution of anoxygenic photosynthesis is unlikely to alter the

atmospheric composition, unless the recycling efficiency of organic matter by secondary

consumers is low. This is equivalent to saying that the organic carbon burial fraction of

less than ≈ 5 % would be required to maintain similar atmospheric compositions between

photosynthetic and non-photynthetic biospheres. To observe these primitive biospheres,

transmission spectroscopy in the region 0.5 to 17𝜇m, a detection of methane and carbon

dioxide may provide the most likely biosignature, although strong signatures of carbon

monoxide would also be expected for planets orbiting M-dwarfs, even with the evolution

of CO consuming organisms.

7.2 Future Work

The work from this thesis has opened up avenues for future work in increasing both our

understanding of the Archean Earth and the applications this can have on exoplanets.

7.2.1 Archean clouds

Following Eager-Nash et al. (2023), a further study can be conducted on the change in

cloud under different CO
2

and CH
4

conditions, shown in Figure 7.1. This shows the low,

medium and high cloud amount versus the global mean temperature for the data from the
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Figure 7.1: Showing the relationship between global mean surface temperature and the low, mid and high

cloud amount in simulations with varying levels of CO
2

and CH
4
.

simulations in Chapter 4. Low and medium cloud amount has a clear negative correlation

with global mean surface temperature, which is primarily driven by varying CO
2

and

CH
4

concentrations. The relationship between high cloud amount and temperature is less

obvious, with a negative correlation appearing for low CH
4

simulations, while high CH
4

tends to decrease the high cloud amount, whilst also leading to a decrease in temperature.

Understanding the role of cloud is important as a secondary effect for climate, with

Goldblatt et al. (2021) showing that cloud could reduce the amount of CO
2

required to

maintain a constant mean surface temperature over Earth’s history. Reduced low cloud

leads to a reduction in the planetary albedo, which generally leads to cooling, with Fig-

ure 7.1a showing that the reducing low cloud with temperature could be amplifying the

greenhouse effects of CO
2
and CH

4
. Meanwhile high cloud is important for its greenhouse

effect, thus a lowering of high cloud leads to a lower greenhouse contribution of cloud.

These results could provide a valuable understanding of clouds over a large parameter

space for the Archean.

7.2.2 The role of methane on a tidally locked planet

Following up from Eager-Nash et al. (2020) and Eager-Nash et al. (2023), one can consider

the role of methane on a tidally locked planet. From Eager-Nash et al. (2023), we learnt

that at high concentrations, methane becomes a strong absorber on near infrared radiation,

while Eager-Nash et al. (2020) shows that the higher proportion of radiation in the infrared

of M-dwarfs leads to warmer climates. An exploration of the effect of methane on a tidally

locked planet orbiting an M-dwarf would be an obvious next step.
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Figure 7.2: mean surface temperature due to change in methane abundance for global, dayside and nightside

for TRAPPIST-1e with 3% carbon dioxide atmosphere.

Figure 7.2 shows a proof of concept study of this, for a 3% CO
2

atmosphere with

CH
4

ranging from 0.001% to 1%. Two key observations can be made here, with methane’s

strong absorption of stellar radiation leading to a drop in temperatures on the order of

20 K, which is 2 to 3 times the drop in global temperatures seen in the Archean Earth case

in Chapter 4. Secondly, an interesting transition occurs between 0.015% and 0.03%, where

the global mean temperature drops and then rapidly increases as CH
4

concentration is

increased. This is predominantly caused by a change in the nightside temperature (green

line in Figure 7.2), and appears to be caused by a change in the circulation in this regime,

as described in Sergeev et al. (2022b). A more detailed investigation into this behaviour

is important, to understand the potential of methane producing life to potentially cause

quite drastic changes in the climate.

7.2.3 3D chemistry of Archean-like worlds

A key next step in this work is to bring together modelling of general circulation models

and photochemical models to coupled chemistry climate modelling of Archean like plan-

ets. Investigating this will be particularly important for tidally locked planets, where there

is a constant dayside where photochemistry can occur and nightside with no photochem-

istry. Observations from transmission spectroscopy are able to detect the atmospheric

composition of the terminator region only, and so understanding what this region may
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look like is important.

Coupled chemistry climate modelling of Archean like planets, could be readily

achieved following this work, by using the chemical network developed and predicted

surface fluxes in the coupled chemistry climate model developed in Ridgway et al. (2022).
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Appendix A

Climate of the Archean-like

Atmospheres

A.1 Additional figures

Here, we figures of the full grid of similations from Chapter 4. Figure A.1 and Figure A.2

shows the same information as Figure 4.3 and Figure 4.5 respectively, but for the full grid

of simulations.
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Figure A.1: Zonal averaged air temperature (colour scale), for increasing surface partial pressures of carbon

dioxide from left to right, and methane from top to bottom. Plotted as latitude vs 𝜎, where 𝜎 is the pressure

divided by the global mean surface pressure. The same colour scale is used for each plot, with maximum

and minimum temperatures for each simulation displayed in the top right of each sub figure.
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Figure A.2: Zonal averaged meridional stream functions (colour scale), for increasing surface partial pressures

of carbon dioxide from left to right, and methane from top to bottom. Positive and negative values represent

clockwise and anticlockwise circulation respectively. Contours show the heating of the atmosphere due to

shortwave radiation in K/day. The same colour scale is used for each plot, with maximum values for the

stream function (SF) and shortwave heating rate (SW) are shown for each simulation in the bottom right of

each sub figure.
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Appendix B

Chemical network

Table B.1: Photolysis reactions used in this network, with reactants (R) and products (P), with cross section

and quantum yields from the open access ATMOS model (Teal et al. 2022). The horizontal line within the

table shows the cutoff for the CHO network described in Chapter 6.

R1 R2 P1 P2 P3 BR Source

O
2

ℎ𝜈 O(
3
P) O(

1
D) -

O
2

ℎ𝜈 O(
3
P) O(

3
P) -

H
2
O ℎ𝜈 H OH -

H
2
O ℎ𝜈 H

2
O(

1
D) -

H
2
O ℎ𝜈 H H O(

3
P)

O
3

ℎ𝜈 O
2

O(
1
D) -

O
3

ℎ𝜈 O
2

O(
3
P) -

H
2
O

2
ℎ𝜈 OH OH -

H
2
O

2
ℎ𝜈 H HO

2
-

CO
2

ℎ𝜈 CO O(
3
P) -

CO
2

ℎ𝜈 CO O(
1
D) -

H
2
CO ℎ𝜈 H

2
CO -

H
2
CO ℎ𝜈 HCO H -

HO
2

ℎ𝜈 OH O(
3
P) -

HO
2

ℎ𝜈 OH O(
1
D) -

CH
4

ℎ𝜈 1

CH
2

H
2

-

Continued on next page
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Table B.1 – continued from previous page

R1 R2 P1 P2 P3 BR Source

CH
4

ℎ𝜈 CH
3

H -

CH
4

ℎ𝜈 3

CH
2

H H

C
2
H

6
ℎ𝜈 3

CH
2

3

CH
2

H
2

C
2
H

6
ℎ𝜈 CH

4

1

CH
2

-

C
2
H

6
ℎ𝜈 C

2
H

2
H

2
H

2

C
2
H

6
ℎ𝜈 C

2
H

4
H H

C
2
H

6
ℎ𝜈 C

2
H

4
H

2
-

C
2
H

6
ℎ𝜈 CH

3
CH

3
-

CH ℎ𝜈 C H -

CH
2
CO ℎ𝜈 3

CH
2

CO -

C
2
H

2
ℎ𝜈 C2H H -

C
2
H

2
ℎ𝜈 C2 H

2
-

C
2
H

4
ℎ𝜈 C

2
H

2
H

2
-

C
2
H

4
ℎ𝜈 C

2
H

2
H H

CH
3
CHO ℎ𝜈 CH

3
HCO -

CH
3
CHO ℎ𝜈 CH

4
CO -

HNO
2

ℎ𝜈 NO OH -

HNO
3

ℎ𝜈 NO
2

OH -

NO ℎ𝜈 N O(
3
P) -

NO
2

ℎ𝜈 NO O(
3
P) -

SO ℎ𝜈 S O(
3
P) -

H
2
S ℎ𝜈 HS H -

SO
2

ℎ𝜈 SO O(
3
P) -

SO
2

ℎ𝜈 1

SO
2

- -

SO
2

ℎ𝜈 3

SO
2

- -

S
2

ℎ𝜈 S S -

S
4

ℎ𝜈 S
2

S
2

-

S
3

ℎ𝜈 S
2

S -

Continued on next page
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Table B.1 – continued from previous page

R1 R2 P1 P2 P3 BR Source

SO
3

ℎ𝜈 SO
2

O(
3
P) -

HSO ℎ𝜈 HS O(
3
P) -

OCS ℎ𝜈 CO S -

HO
2
NO

2
ℎ𝜈 HO

2
NO

2
-

HO
2
NO

2
ℎ𝜈 OH NO

3
-

N
2
O

5
ℎ𝜈 NO

3
NO

2
-

N
2
O

5
ℎ𝜈 NO

3
NO O(

3
P)

NO
3

ℎ𝜈 NO O
2

-

NO
3

ℎ𝜈 NO
2

O(
3
P) -

N
2
O ℎ𝜈 N

2
O(

1
D) -

CS
2

ℎ𝜈 CS S -

CS
2

ℎ𝜈 CS
*

2
- -
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Table B.2: Bimolecular reactions used in this network. Reactions sourced from the Kinetic Database for Astrochemistry (KIDA) are from https://kida.astrochem-tools.org/.

The horizontal line within the table shows the cutoff for the CHO network described in Chapter 6.

R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

O(
1
D) H

2
O - OH OH - 1.63e-10 0.000 -60 Burkholder et al. (2019)

O(
1
D) H

2
- OH H - 1.20e-10 0.000 0 Burkholder et al. (2019)

H
2

O(
3
P) - OH H - 3.44e-13 2.670 3160 Baulch et al. (1992)

OH H
2

- H
2
O H - 2.80e-12 0.000 1800 Burkholder et al. (2019)

H O
3

- OH O
2

- 1.40e-10 0.000 470 Burkholder et al. (2019)

H HO
2

- H
2

O
2

- 6.90e-12 0.000 0 Burkholder et al. (2019)

H HO
2

- O(
3
P) H

2
O - 1.60e-12 0.000 0 Burkholder et al. (2019)

H HO
2

- OH OH - 7.20e-11 0.000 0 Burkholder et al. (2019)

O(
3
P) OH - O

2
H - 1.80e-11 0.000 -180 Burkholder et al. (2019)

OH HO
2

- H
2
O O

2
- 4.80e-11 0.000 -250 Burkholder et al. (2019)

OH O
3

- HO
2

O
2

- 1.70e-12 0.000 940 Burkholder et al. (2019)

O(
3
P) HO

2
- OH O

2
- 3.00e-11 0.000 -200 Burkholder et al. (2019)

HO
2

O
3

- OH O
2

O
2

1.00e-14 0.000 490 Burkholder et al. (2019)

HO
2

HO
2

- H
2
O

2
O

2
- 3.00e-13 0.000 -460 Burkholder et al. (2019)

OH H
2
O

2
- H

2
O HO

2
- 1.80e-12 0.000 0 Burkholder et al. (2019)

Continued on next page

https://kida.astrochem-tools.org/


176
A

PPEN
D

IX
B.

CH
EM

ICA
L

N
ETW

O
RK

Table B.2 – continued from previous page

R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

O(
3
P) O

3
- O

2
O

2
- 8.00e-12 0.000 2060 Burkholder et al. (2019)

OH OH - H
2
O O(

3
P) - 1.80e-12 0.000 0 Burkholder et al. (2019)

O(
1
D) N

2
- O(

3
P) N

2
- 2.15e-11 0.000 -110 Burkholder et al. (2019)

O(
1
D) O

2
- O(

3
P) O

2
- 3.30e-11 0.000 -55 Burkholder et al. (2019)

OH CO - H CO
2

- 1.50e-13 0.000 0 Burkholder et al. (2015)

H HCO - H
2

CO - 1.83e-10 0.000 0 KIDA

HCO HCO - H
2
CO CO - 4.48e-11 0.000 0 KIDA

OH HCO - H
2
O CO - 1.80e-10 0.000 0 KIDA

O(
3
P) HCO - H CO

2
- 5.00e-11 0.000 0 KIDA

O(
3
P) HCO - OH CO - 5.00e-11 0.000 0 KIDA

HCO ℎ𝜈 - H CO - 1.00e-02 0.000 0 Pinto et al. (1980)

H
2
CO H - H

2
HCO - 2.16e-12 1.620 1090 KIDA

HCO O
2

- CO HO
2

- 5.20e-12 0.000 0 Burkholder et al. (2015)

OH H
2
CO - H

2
O HCO - 5.50e-12 0.000 -125 Burkholder et al. (2015)

H
2
CO O(

3
P) - HCO OH - 3.40e-11 0.000 1600 Burkholder et al. (2015)

O(
3
P) H

2
O

2
- OH HO

2
- 1.40e-12 0.000 2000 Burkholder et al. (2019)

Continued on next page
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Table B.2 – continued from previous page

R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

OH CH
4

- CH
3

H
2
O - 2.45e-12 0.000 1775 Burkholder et al. (2015)

O(
1
D) CH

4
- CH

3
OH - 1.66e-10 0.000 0 Burkholder et al. (2015)

O(
1
D) CH

4
- H

2
CO H

2
- 8.75e-12 0.000 0 Burkholder et al. (2015)

1

CH
2

CH
4

- CH
3

CH
3

- 3.60e-11 0.000 0 Zahnle et al. (2006))

1

CH
2

O
2

- H CO OH 2.05e-11 0.000 750 Baulch et al. (1994)

1

CH
2

O
2

- H
2

CO
2

- 2.05e-11 0.000 750 Baulch et al. (1994)

1

CH
2

N
2

-
3

CH
2

N
2

- 1.00e-11 0.000 0 KIDA

3

CH
2

H
2

- CH
3

H - 5.00e-15 0.000 0 Tsang and Hampson (1986)

3

CH
2

CH
4

- CH
3

CH
3

- 7.13e-12 0.000 5050 KIDA

3

CH
2

O
2

- HCO OH - 4.10e-11 0.000 750 Zahnle et al. (2006)

CH
3

O
2

- H
2
CO OH - 3.00e-16 0.000 0 Burkholder et al. (2015)

CH
3

O(
3
P) - H

2
CO H - 1.10e-10 0.000 0 Burkholder et al. (2015)

CH
3

O
3

- CH
3
O O

2
- 5.40e-12 0.000 220 Burkholder et al. (2015)

CH
3

OH - CH
3
O H - 1.20e-12 0.000 2760 KIDA

CH
3

ℎ𝜈 -
3

CH
2

H - 1.00e-05 0.000 0 Zahnle et al. (2006)

CH
3

HCO - CH
4

CO - 9.30e-11 0.000 0 Krasnoperov et al. (2005)

Continued on next page
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Table B.2 – continued from previous page

R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

CH
3

H
2
CO - CH

4
HCO - 1.12e-14 3.360 2170 KIDA

CH
4

O(
3
P) - CH

3
OH - 8.41e-12 1.560 4280 KIDA

1

CH
2

H
2

- CH
3

H - 1.20e-10 0.000 0 KIDA

1

CH
2

H
2

-
3

CH
2

H
2

- 1.26e-11 0.000 0 KIDA

1

CH
2

CO
2

- H
2
CO CO - 1.00e-12 0.000 0 Zahnle (1986)

3

CH
2

O(
3
P) - CO H H 2.04e-10 0.000 270 KIDA

3

CH
2

CO
2

- H
2
CO CO - 3.90e-14 0.000 0 Tsang and Hampson (1986)

OH C
2
H

6
- H

2
O C

2
H

5
- 7.66e-12 0.000 1020 Burkholder et al. (2015)

C
2
H

6
O(

3
P) - C

2
H

5
OH - 8.63e-12 1.500 2920 KIDA

C
2
H

6
O(

1
D) - OH C

2
H

5
- 3.40e-11 0.000 0 Dillon et al. (2007)

C
2
H

6
O(

1
D) - H

2
O C

2
H

4
- 1.02e-10 0.000 0 Dillon et al. (2007)

C
2
H

6
O(

1
D) - CH

3
CH

3
O - 2.04e-10 0.000 0 Dillon et al. (2007)

C
2
H

5
HCO - C

2
H

6
CO - 7.21e-11 0.000 0 Baggott et al. (1987)

CO O(
1
D) - CO O(

3
P) - 4.70e-11 0.000 -63 Davidson et al. (1978)

C
2
H

5
H - CH

3
CH

3
- 6.00e-11 0.000 0 Baulch et al. (1992)

C
2
H

5
O(

3
P) - CH

3
HCO H 3.00e-11 0.000 0 Tsang and Hampson (1986)

Continued on next page
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Table B.2 – continued from previous page

R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

C
2
H

5
OH - CH

3
HCO H

2
4.00e-11 0.000 0 Zahnle et al. (2006)

CH
3
O

2
H - CH

3
O OH - 1.60e-10 0.000 0 Tsang and Hampson (1986)

CH
3
O

2
O(

3
P) - CH

3
O O

2
- 8.30e-11 0.000 0 Herron (1988)

HCO
3

CH
2

- CH
3

CO - 3.00e-11 0.000 0 Tsang and Hampson (1986)

CH
3
O CO - CH

3
CO

2
- 2.60e-11 0.000 5940 KIDA

3

CH
2

O(
3
P) - CO H

2
- 1.36e-10 0.000 270 KIDA

CH
3

OH - H
2
CO H

2
- 5.30e-15 0.000 2530 KIDA

C
2
H

5
O

2
- C

2
H

4
HO

2
- 1.00e-14 0.000 0 Burkholder et al. (2015)

C
2
H

5
H - C

2
H

4
H

2
- 3.00e-12 0.000 0 KIDA

C
2
H

5
O(

3
P) - H

2
CO CH

3
- 2.67e-11 0.000 0 KIDA

C
2
H

5
O(

3
P) - CH

3
CHO H - 1.33e-10 0.000 0 KIDA

C
2
H

5
OH - CH

3
CHO H

2
- 1.00e-10 0.000 0 KIDA

C
2
H

5
OH - C

2
H

4
H

2
O - 4.00e-11 0.000 0 KIDA

C OH - CO H - 1.15e-10 -0.340 0 KIDA

C O
2

- CO O(
3
P) - 4.90e-11 -0.320 0 KIDA

CH H - C H
2

- 1.24e-10 0.260 0 KIDA

Continued on next page
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Table B.2 – continued from previous page

R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

CH O(
3
P) - CO H - 6.60e-11 0.000 0 Baulch et al. (2005)

CH H
2

-
3

CH
2

H - 2.90e-10 0.000 1670 Baulch et al. (2005)

CH O
2

- CO OH - 8.30e-11 0.000 0 Lichtin et al. (1984)

CH CO
2

- HCO CO - 5.71e-12 0.000 345 Baulch et al. (1992)

3

CH
2

O(
3
P) - H HCO - 3.40e-12 0.000 270 KIDA

3

CH
2

H - CH H
2

- 2.00e-10 0.000 0 Baulch et al. (2005)

CH
2
CO H - CH

3
CO - 6.89e-12 0.885 1430 Baulch et al. (2005)

CH
2
CO O(

3
P) - H

2
CO CO - 3.80e-12 0.000 680 Baulch et al. (1992)

CH
2
CO

3

CH
2

- C
2
H

4
CO - 2.90e-10 0.000 0 Canosa-mas et al. (1984)

CH
3
CO H - H

2
CH

2
CO - 1.92e-11 0.000 0 KIDA

CH
3
CO H - HCO CH

3
- 1.03e-11 0.000 0 KIDA

CH
3
CO O(

3
P) - CO

2
CH

3
- 2.63e-10 0.000 0 Baulch et al. (2005)

CH
3
CO O(

3
P) - OH CH

2
CO - 8.75e-11 0.000 0 Baulch et al. (2005)

CH
3
CO OH - H

2
O CH

2
CO - 2.01e-11 0.000 0 Tsang and Hampson (1986)

CH
3
CO CH

3
- C

2
H

6
CO - 5.40e-11 0.000 0 Adachi et al. (1981)

CH
3
CO CH

3
- CH

4
CH

2
CO - 1.00e-11 0.000 0 Hassinen et al. (1990)

Continued on next page
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Table B.2 – continued from previous page

R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

CH
3
CO

3

CH
2

- CH
3

CH
2
CO - 3.00e-11 0.000 0 Tsang and Hampson (1986)

CH
3
CO C

2
H - C

2
H

2
CH

2
CO - 3.00e-11 0.000 0 Tsang and Hampson (1986)

CH
3
CO HCO - CO CH

3
CHO - 1.50e-11 0.000 0 Tsang and Hampson (1986)

3

CH
2

3

CH
2

- C
2
H

2
H

2
- 2.00e-11 0.000 400 Baulch et al. (1992)

3

CH
2

3

CH
2

- C
2
H

2
H H 1.80e-10 0.000 400 Baulch et al. (1992)

C
2
H

1

CH
2

- CH C
2
H

2
- 3.00e-11 0.000 0 Tsang and Hampson (1986)

C
2
H

3

CH
2

- CH C
2
H

2
- 3.00e-11 0.000 0 Tsang and Hampson (1986)

C
2
H O

2
- CO CO H 3.00e-11 0.000 0 KIDA

C
2
H O(

3
P) - CO CH - 2.41e-11 0.000 230 Devriendt and Peeters (1997)

C
2
H H

2
- C

2
H

2
H - 1.95e-14 2.320 4 Baulch et al. (2005)

C
2
H CH

4
- C

2
H

2
CH

3
- 7.67e-12 0.940 328 Baulch et al. (2005)

C
2
H C

2
H

5
- C

2
H

2
C

2
H

4
- 3.00e-12 0.000 0 Tsang and Hampson (1986)

C
2

H
2

- C
2
H H - 1.77e-10 0.000 1469 Kasting (1990)

C
2

CH
4

- C
2
H CH

3
- 5.05e-11 0.000 297 Kasting (1990)

C
2

O(
3
P) - C CO - 5.00e-11 0.000 0 Kasting (1990)

C
2

O
2

- CO CO - 1.50e-11 0.000 550 Kasting (1990)
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182
A

PPEN
D

IX
B.

CH
EM

ICA
L

N
ETW

O
RK

Table B.2 – continued from previous page

R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

3

CH
2

CH
3

- C
2
H

4
H - 7.00e-11 0.000 0 Kasting (1990)

3

CH
2

C
2
H

3
- CH

3
C

2
H

2
- 3.00e-11 0.000 0 Kasting (1990)

C
2
H

3
H - C

2
H

2
H

2
- 3.30e-11 0.000 0 Kasting (1990)

C
2
H

3
H

2
- C

2
H

4
H - 2.60e-13 0.000 2646 Kasting (1990)

C
2
H

3
CH

4
- C

2
H

4
CH

3
- 2.40e-14 4.020 2754 Kasting (1990)

C
2
H

3
C

2
H

6
- C

2
H

4
C

2
H

5
- 3.00e-13 0.000 5170 Kasting (1990)

C
2
H

4
OH - H

2
CO CH

3
- 2.20e-12 0.000 -385 Kasting (1990)

C
2
H

4
O(

3
P) - HCO CH

3
- 5.50e-12 0.000 565 Kasting (1990)

C
2
H C

2
H

6
- C

2
H

2
C

2
H

5
- 5.10e-11 0.000 76 KIDA

CH CH
4

- C
2
H

4
H - 6.66e-11 -0.400 0 Thiesemann et al. (1997)

3

CH
2

C
2
H

5
- CH

3
C

2
H

4
- 3.00e-11 0.000 0 Tsang and Hampson (1986)

O(
3
P) C

2
H

2
-

3

CH
2

CO - 3.00e-11 0.000 1600 Burkholder et al. (2015)

C
2
H

3
O(

3
P) - CH

2
CO H - 5.50e-11 0.000 0 Kasting (1990)

C
2
H

3
OH - C

2
H

2
H

2
O - 8.30e-12 0.000 0 Kasting (1990)

C
2
H

3
CH

3
- C

2
H

2
CH

4
- 3.40e-11 0.000 0 Kasting (1990)

C
2
H

3
C

2
H

3
- C

2
H

4
C

2
H

2
- 2.40e-11 0.000 0 Kasting (1990)
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R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

C
2
H

3
C

2
H

5
- C

2
H

4
C

2
H

4
- 3.00e-12 0.000 0 Kasting (1990)

C
2
H

5
C

2
H

3
- C

2
H

6
C

2
H

2
- 6.00e-12 0.000 0 Kasting (1990)

C
2
H

5
C

2
H

5
- C

2
H

6
C

2
H

4
- 2.30e-12 0.000 0 Kasting (1990)

C
2
H

2
OH - CH

2
CO H - 1.00e-13 0.000 0 Kasting (1990)

C
2
H

2
OH H - H

2
O C

2
H

2
- 5.00e-11 0.000 0 Kasting (1990)

C
2
H

2
OH H - H

2
CH

2
CO - 3.30e-11 0.000 2000 Kasting (1990)

C
2
H

2
OH O(

3
P) - OH CH

2
CO - 3.30e-11 0.000 2000 Kasting (1990)

C
2
H

2
OH OH - H

2
O CH

2
CO - 1.70e-11 0.000 1000 Kasting (1990)

C
2
H

4
OH H - H

2
O C

2
H

4
- 5.00e-11 0.000 0 Kasting (1990)

C
2
H

4
OH H - H

2
CH

3
CHO - 3.30e-11 0.000 2000 Kasting (1990)

C
2
H

4
OH O(

3
P) - OH CH

3
CHO - 3.30e-11 0.000 2000 Kasting (1990)

C
2
H

4
OH OH - H

2
O CH

3
CHO - 1.70e-11 0.000 1000 Kasting (1990)

CH
3
CHO H - CH

3
CO H

2
- 2.80e-11 0.000 1540 Kasting (1990)

O(
3
P) CH

3
CHO - CH

3
CO OH - 1.80e-11 0.000 1100 Burkholder et al. (2015)

OH CH
3
CHO - CH

3
CO H

2
O - 4.63e-12 0.000 -350 Burkholder et al. (2015)

CH
3
CHO CH

3
- CH

3
CO CH

4
- 2.80e-11 0.000 1540 Kasting (1990)
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Table B.2 – continued from previous page

R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

C
2
H

5
CH

3
- C

2
H

4
CH

4
- 1.50e-12 0.000 0 Kasting (1990)

C
2
H HCO - CO C

2
H

2
- 1.00e-10 0.000 0 Tsang and Hampson (1986)

O(
3
P) CH

3
- H

2
CO H - 1.10e-10 0.000 0 Burkholder et al. (2019)

O(
1
D) CO

2
- O(

3
P) CO

2
- 7.50e-11 0.000 -115 Burkholder et al. (2019)

CH
3
O

2
O

3
- CH

3
O O

2
O

2
2.90e-16 0.000 1000 Burkholder et al. (2015)

C
2
H

4
OH O

2
- CH

3
CHO HO

2
- 6.30e-14 0.000 550 Burkholder et al. (2015)

O(
1
D) O

3
- O

2
O

2
- 1.20e-10 0.000 0 Burkholder et al. (2019)

O(
1
D) O

3
- O

2
O(

3
P) O(

3
P) 1.20e-10 0.000 0 Burkholder et al. (2019)

HS CS - CS
2

H - 1.50e-13 0.000 0 Burkholder et al. (2015)

CH
3

HNO - CH
4

NO - 1.85e-11 0.600 176 Choi and Lin (2005)

N O
2

- NO O(
3
P) - 3.30e-12 0.000 3150 Burkholder et al. (2019)

N O
3

- NO O
2

- 0.00e+00 0.000 0 Burkholder et al. (2015)

N OH - NO H - 5.00e-11 0.000 6 KIDA

N NO - N
2

O(
3
P) - 2.10e-11 0.000 -100 Burkholder et al. (2019)

NO O
3

- NO
2

O
2

- 3.00e-12 0.000 1500 Burkholder et al. (2019)

HO
2

NO - NO
2

OH - 3.44e-12 0.000 -260 Burkholder et al. (2019)
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R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

O(
3
P) NO

2
- NO O

2
- 5.30e-12 0.000 -200 Burkholder et al. (2019)

H NO
2

- OH NO - 1.35e-10 0.000 0 Burkholder et al. (2019)

HCO NO - HNO CO - 1.35e-11 0.000 0 Dammeier et al. (2007)

HNO ℎ𝜈 - NO H - 1.70e-03 0.000 0 Dammeier et al. (2007)

H HNO - H
2

NO - 3.01e-11 0.000 500 Tsang and Herron (1991)

O(
3
P) HNO - OH NO - 3.80e-11 -0.080 0 KIDA

OH HNO - H
2
O NO - 8.00e-11 0.000 500 Tsang and Herron (1991)

OH HNO
2

- H
2
O NO

2
- 3.00e-12 0.000 -250 Burkholder et al. (2019)

C
2
H

5
HNO - C

2
H

6
NO - 1.60e-12 0.000 1000 Zahnle (1986)

HNO
3

OH - H
2
O NO

3
- 2.40e-14 0.000 -460 Burkholder et al. (2015)

N HO
2

- NO OH - 2.20e-11 0.000 0 Brune et al. (1983)

HO
2

NO
2

- HNO
2

O
2

- 5.00e-16 0.000 0 Burkholder et al. (2015)

SO O
2

- SO
2

O(
3
P) - 1.60e-13 0.000 2280 Burkholder et al. (2015)

SO HO
2

- SO
2

OH - 2.80e-11 0.000 0 Kasting (1990)

OH SO - H SO
2

- 2.70e-11 0.000 -335 Burkholder et al. (2015)

SO
3

H
2
O H

2
O H

2
SO

4
H

2
O - 6.90e-14 1.000 -6540 Krasnopolsky (2012)
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Table B.2 – continued from previous page

R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

HSO
3

O
2

- HO
2

SO
3

- 1.30e-12 0.000 330 Burkholder et al. (2015)

HSO
3

OH - H
2
O SO

3
- 1.00e-11 0.000 0 Kasting (1990)

HSO
3

H - H
2

SO
3

- 1.00e-11 0.000 0 Kasting (1990)

HSO
3

O(
3
P) - OH SO

3
- 1.00e-11 0.000 0 Kasting (1990)

OH H
2
S - HS H

2
O - 6.10e-12 0.000 75 Burkholder et al. (2015)

H
2
S H - H

2
HS - 3.66e-12 1.940 455 Peng et al. (1999)

O(
3
P) H

2
S - OH HS - 9.20e-12 0.000 1800 Burkholder et al. (2015)

O(
3
P) HS - SO H - 7.00e-11 0.000 0 Burkholder et al. (2015)

HS O
2

- OH SO - 4.00e-19 0.000 0 Burkholder et al. (2015)

HS HO
2

- HSO OH - 1.00e-11 0.000 0 Stachnik and Molina (1987)

HS HS - H
2
S S - 1.50e-11 0.000 0 Schofield (1973); Tiee et al. (1981)

HS HS - H
2

S
2

- 5.00e-14 0.000 0 Schofield (1973); Tiee et al. (1981)

HS HCO - H
2
S CO - 5.00e-11 0.000 0 Kasting (1990)

HS H - H
2

S - 2.00e-11 0.000 0 Tiee et al. (1981)

HS S - H S
2

- 5.00e-12 0.000 0 Nicholas et al. (1979)

S O
2

- SO O(
3
P) - 1.60e-12 0.000 -100 Burkholder et al. (2015)

Continued on next page
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R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

OH S - H SO - 6.60e-11 0.000 0 Burkholder et al. (2015)

S HCO - H OCS - 8.00e-11 0.000 0 Loison et al. (2012)

S HCO - HS CO - 4.00e-11 0.000 0 Loison et al. (2012)

S HO
2

- HS O
2

- 5.00e-12 0.000 0 Kasting (1990)

S HO
2

- SO OH - 5.00e-12 0.000 0 Kasting (1990)

S
2

O(
3
P) - S SO - 1.66e-11 0.000 0 Singleton and Cvetanović (1988)

HS H
2
CO - H

2
S HCO - 1.70e-11 0.000 800 Harman et al. (2015)

1

SO
2

M -
3

SO
2

- - 1.00e-12 0.000 0 Turco et al. (1982)

1

SO
2

M - SO
2

- - 1.00e-11 0.000 0 Turco et al. (1982)

1

SO
2

ℎ𝜈 -
3

SO
2

- - 1.50e+03 0.000 0 Turco et al. (1982)

1

SO
2

ℎ𝜈 - SO
2

- - 2.20e+04 0.000 0 Turco et al. (1982)

3

SO
2

O
2

- SO
3

O(
3
P) - 1.00e-16 0.000 0 Turco et al. (1982)

1

SO
2

O
2

- SO
3

O(
3
P) - 1.00e-16 0.000 0 Toon et al. (1987)

1

SO
2

SO
2

- SO
3

SO - 4.00e-12 0.000 0 Turco et al. (1982)

3

SO
2

M - SO
2

- - 1.50e-13 0.000 0 Turco et al. (1982)

3

SO
2

ℎ𝜈 - SO
2

- - 1.13e+03 0.000 0 Turco et al. (1982)
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Table B.2 – continued from previous page

R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

3

SO
2

SO
2

- SO
3

SO - 7.00e-14 0.000 0 Turco et al. (1982)

SO NO
2

- SO
2

NO - 1.40e-11 0.000 0 Burkholder et al. (2015)

SO O
3

- SO
2

O
2

- 3.40e-12 0.000 1100 Burkholder et al. (2015)

HO
2

SO
2

- SO
3

OH - 1.00e-18 0.000 0 Burkholder et al. (2015)

HS O
3

- HSO O
2

- 9.00e-12 0.000 280 Burkholder et al. (2019)

HS NO
2

- HSO NO - 2.90e-11 0.000 -250 Burkholder et al. (2015)

S O
3

- SO O
2

- 1.20e-11 0.000 0 Burkholder et al. (2015)

SO SO - SO
2

S - 2.00e-15 0.000 0 Chung et al. (1975); Martinez and Herron (1983)

SO
3

SO - SO
2

SO
2

- 2.00e-15 0.000 0 Chung et al. (1975)

S CO
2

- SO CO - 1.00e-20 0.000 0 Yung and Demore (1982)

HCO SO - HSO CO - 5.20e-12 0.000 0 Assumed equal to HCO + O
2
→ HO

2
+ CO

HSO NO - HNO SO - 1.00e-15 0.000 0 Burkholder et al. (2019)

HSO OH - H
2
O SO - 4.80e-11 0.000 -250 Assumed same as OH + HO

2
→ H

2
O + O

2

HSO H - S H
2
O - 1.60e-12 0.000 0 Assumed same as H + HO

2
→ O(

3
P)+ H

2
O

HSO H - HS OH - 7.20e-11 0.000 0 Assumed same as H + HO
2
→ OH + OH

HSO H - H
2

SO - 6.90e-12 0.000 0 Assumed same as H + HO
2
→ H

2
+ O

2

Continued on next page
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R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

HSO HS - H
2
S SO - 3.00e-11 0.000 0 Zahnle et al. (2006)

HSO O(
3
P) - OH SO - 3.00e-11 0.000 -200 Assumed same as O(

3
P)+ HO

2
→ OH + O

2

HSO S - HS SO - 3.00e-11 0.000 0 Kasting (1990)

H OCS - CO HS - 9.07e-12 0.000 1940 Lee et al. (1977)

HS CO - OCS H - 4.15e-14 0.000 7660 Kurbanov and Mamedov (1995)

O(
1
D) OCS - CO SO - 3.00e-10 0.000 0 Gauthier and Snelling (1975)

O(
3
P) OCS - CO SO - 2.10e-11 0.000 2200 Burkholder et al. (2015)

O(
3
P) OCS - S CO

2
- 8.33e-11 0.000 5530 Singleton and Cvetanović (1988)

OCS S - CO S
2

- 1.90e-14 3.970 580 Lu et al. (2006)

OH OCS - CO
2

HS - 7.20e-14 0.000 1070 Burkholder et al. (2015)

HO
2

H
2
S - H

2
O HSO - 3.00e-15 0.000 0 Burkholder et al. (2015)

OCS
2

S - OCS S
2

- 5.00e-12 0.000 0 Basco and Pearson (1967)

S
3

O(
3
P) - S

2
SO - 1.00e-16 0.000 0 Assumed equal to rate for S

2
+ O(

3
P)→ S + SO

S
4

O(
3
P) - S

3
SO - 1.00e-16 0.000 0 Assumed equal to rate for S

2
+ O(

3
P)→ S + SO

OCS
2

CO - OCS OCS - 3.00e-12 0.000 0 Zahnle et al. (2006)

CH
3
O

2
NO - CH

3
O NO

2
- 2.80e-12 0.000 -300 Burkholder et al. (2015)

Continued on next page



190
A

PPEN
D

IX
B.

CH
EM

ICA
L

N
ETW

O
RK

Table B.2 – continued from previous page

R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

NO CH
3
O - HNO H

2
CO - 2.30e-12 -0.700 0 IUPAC

CH
3
O NO

2
- H

2
CO HNO

2
- 1.10e-11 0.000 1200 Burkholder et al. (2015)

O(
3
P) HNO

3
- OH NO

3
- 3.00e-17 0.000 0 Burkholder et al. (2015)

O(
3
P) N

2
O

5
- NO

2
NO

2
O

2
3.00e-16 0.000 0 Burkholder et al. (2015)

NO
2

NO
3

- NO NO
2

O
2

4.35e-14 0.000 1335 Burkholder et al. (2019)

NO
2

O
3

- NO
3

O
2

- 1.20e-13 0.000 2450 Burkholder et al. (2019)

NO
3

NO
3

- NO
2

NO
2

O
2

8.50e-13 0.000 2450 Burkholder et al. (2019)

O(
3
P) HO

2
NO

2
- OH NO

2
O

2
7.80e-11 0.000 3400 Burkholder et al. (2015)

OH HO
2
NO

2
- H

2
O NO

2
O

2
4.50e-13 0.000 -610 Burkholder et al. (2019)

O(
3
P) NO

3
- O

2
NO

2
- 1.30e-11 0.000 0 Burkholder et al. (2019)

HO
2

NO
3

- OH NO
2

O
2

3.50e-12 0.000 0 Burkholder et al. (2019)

NO NO
3

- NO
2

NO
2

- 1.70e-11 0.000 -125 Burkholder et al. (2019)

OH NO
3

- HO
2

NO
2

- 2.00e-11 0.000 0 Burkholder et al. (2019)

N NO
2

- N
2
O O(

3
P) - 5.80e-12 0.000 -220 Burkholder et al. (2019)

O(
1
D) N

2
O - N

2
O

2
- 4.64e-11 0.000 -20 Burkholder et al. (2019)

O(
1
D) N

2
O - NO NO - 7.26e-11 0.000 -20 Burkholder et al. (2019)
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R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

CS O
2

- OCS O(
3
P) - 2.75e-19 0.000 0 Burkholder et al. (2015)

CS O
2

- CO SO - 1.45e-20 0.000 0 Burkholder et al. (2015)

CS O
3

- OCS O
2

- 3.00e-16 0.000 0 Burkholder et al. (2015)

CS
2

O(
3
P) - CS SO - 2.88e-11 0.000 650 Burkholder et al. (2015)

CS
2

O(
3
P) - CO S

2
- 6.60e-13 0.000 650 Burkholder et al. (2015)

CS
2

O(
3
P) - OCS S - 2.64e-12 0.000 650 Burkholder et al. (2015)

OH CS
2

- HS OCS - 2.00e-15 0.000 0 Burkholder et al. (2015)

CS
*

2
M - CS

2
M - 2.50e-11 0.000 0 Wine et al. (1981); Toon et al. (1987)

CS
*

2
O

2
- CS SO

2
- 1.00e-12 0.000 0 Wine et al. (1981); Toon et al. (1987)

CS
*

2
CS

2
- CS CS S

2
1.00e-12 0.000 0 Domagal-Goldman et al. (2011)

CS
2

SO - OCS S
2

- 1.60e-13 0.000 2280 Assumed same as SO + O
2

O(
3
P) CS - CO S - 2.70e-10 0.000 760 Burkholder et al. (2015)

H HCS - H
2

CS - 1.83e-10 0.000 0 Assumed same as H + HCO → H
2

+ CO

S HCS - H CS
2

- 5.00e-11 0.000 0 Assumed same as O(
3
P)+ HCO → H + O

2

S HCS - HS CS - 5.00e-11 0.000 0 Assumed same as O(
3
P)+ HCO → OH + CO

1

CH
2

S
2

- H CS HS 2.05e-11 0.000 750 Assumed same as
1

CH
2

+ O
2
→ H + CO + OH

Continued on next page
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Table B.2 – continued from previous page

R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

1

CH
2

S
2

- H
2

CS
2

- 2.05e-11 0.000 750 Assumed same as
1

CH
2

+ O
2
→ H

2
+ CO

2

3

CH
2

S
2

- HCS HS - 4.10e-11 0.000 750 Assumed same as
3

CH
2

+ O
2
→ HCO + OH

CH
3

HCS - CH
4

CS - 9.30e-11 0.000 0 Assumed same as CH3 + HCO → CH4 + CO

3

CH
2

S - CS H
2

- 9.86e-11 0.000 270 Assumed same as
3

CH
2

+ O(
3
P)→ CO + H2

3

CH
2

S - H HCS - 3.40e-12 0.000 270 Assumed same as
3

CH
2

+ O(
3
P)→ H + HCO

3

CH
2

S - CS H H 2.38e-10 0.000 270 Assumed same as
3

CH
2

+ O(
3
P)→ CO + H + H

HS HCS - H
2
S CS - 5.00e-11 0.000 0 Assumed same as HS + HCO → H

2
S + CO

C HS - CS H - 2.00e-10 0.000 0 KIDA

C S
2

- CS S - 4.90e-11 -0.320 0 Assumed same as C + O
2
→ CO + O(

3
P)

CH S - CS H - 6.60e-11 0.000 0 Assumed same as CH + O(
3
P)→ CO + H

CH S
2

- CS HS - 8.30e-11 0.000 0 Assumed same as CH + O
2
→ CO + OH

CH CS
2

- HCS CS - 3.49e-10 0.000 40 Zabarnick et al. (1989)

OCS CH - H CO CS 1.99e-10 0.000 -190 Zabarnick et al. (1989)

C
2

S - C CS - 5.00e-11 0.000 0 Kasting (1990)

C
2

S
2

- CS CS - 1.50e-11 0.000 550 Kasting (1990)

O(
1
D) SO

2
- O(

3
P) SO

2
- 5.28e-11 0.000 0 Burkholder et al. (2019)

Continued on next page
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Table B.2 – continued from previous page

R1 R2 R3 P1 P2 P3 𝑨 𝜶 𝜷 (K) Source

O(
1
D) SO

2
- SO O

2
- 1.67e-10 0.000 0 Burkholder et al. (2019)

HS H
2
O

2
- H

2
S HO

2
- 5.00e-15 0.000 0 Burkholder et al. (2019)

HSO O
2

- HS O
3

- 2.00e-17 0.000 0 Burkholder et al. (2019)

HSO O
3

- HS O
2

O
2

1.00e-13 0.000 0 Burkholder et al. (2019)

CS NO
2

- OCS NO - 7.60e-17 0.000 0 Burkholder et al. (2015)

N
2
O

5
H

2
O - HNO

3
HNO

3
- 2.00e-21 0.000 0 Burkholder et al. (2019)

SO HO
2

- HSO O
2

- 2.80e-11 0.000 0 Harman et al. (2015)

HSO NO
2

- HNO SO - 1.00e-15 0.000 0 Harman et al. (2015)
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Table B.3: Termolecular reactions used in this network. Reactions sourced from the Kinetic Database for Astrochemistry (KIDA) are from https://kida.astrochem-tools.org/

and those sourced from the International Union of Pure and Applied Chemistry (IUPAC) are obtained from https://iupac-aeris.ipsl.fr/. The horizontal line within the table

shows the cutoff for the CHO network described in Chapter 6.

R1 R2 P1 P2 𝑨1 𝜶1 𝜷1 (K) 𝑨2 𝜶2 𝜷2 (K) 𝑭𝒄 Source

H O
2

HO
2

- 5.30e-32 -1.800 0 9.50e-11 0.400 0 0.600 Burkholder et al. (2019)

HO
2

HO
2

H
2
O

2
O

2
2.10e-33 0.000 -920 1.00e-10 0.000 0 0.600 Burkholder et al. (2019)

O(3P) O(3P) O
2

- 9.46e-34 0.000 -485 1.00e-10 0.000 0 0.600 Campbell and Gray (1973)

O(3P) O
2

O
3

- 6.10e-34 -2.400 0 1.00e-10 0.000 0 0.600 Burkholder et al. (2019)

CO O(3P) CO
2

- 6.51e-33 0.000 2188 1.00e-10 0.000 0 0.600 Slanger et al. (1972)

H CO HCO - 5.29e-34 0.000 373 1.00e-10 0.000 0 0.600 KIDA

H H H
2

- 8.85e-33 -0.600 0 1.00e-10 0.000 0 0.600 Baulch et al. (1992)

H OH H
2
O - 6.78e-31 -2.000 0 1.00e-10 0.000 0 0.600 KIDA

OH OH H
2
O

2
- 6.90e-31 -1.000 0 2.60e-11 0.000 0 0.600 Burkholder et al. (2019)

CH
3

CH
3

C
2
H

6
- 1.13e-25 -3.750 494 7.42e-11 -0.690 88 0.600 KIDA

CH
3

H CH
4

- 2.63e-28 -2.980 635 3.50e-10 0.000 0 1.000 KIDA

CH
3

O
2

CH
3
O

2
- 4.00e-31 -3.600 0 1.20e-12 1.100 0 0.600 Burkholder et al. (2015)

C
2
H

5
H C

2
H

6
- 6.11e-28 -2.000 1040 1.66e-10 0.000 0 1.000 KIDA

C H
2

3

CH
2

- 7.00e-32 0.000 0 2.06e-11 0.000 55 1.000 KIDA

CH H
2

CH
3

- 5.11e-30 -1.600 0 2.00e-10 0.150 0 0.798 Baulch et al. (2005)

3

CH
2

H CH
3

- 3.10e-30 0.000 -457 1.50e-10 0.000 0 0.600 Gladstone et al. (1996)

3

CH
2

CO CH2CO - 1.00e-28 0.000 0 1.00e-15 0.000 0 0.600 Yung et al. (1984)

Continued on next page

https://kida.astrochem-tools.org/
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Table B.3 – continued from previous page

R1 R2 P1 P2 𝑨1 𝜶1 𝜷1 (K) 𝑨2 𝜶2 𝜷2 (K) 𝑭𝒄 Source

CH
3

CO CH
3
CO - 5.90e-36 0.000 0 1.24e-13 1.050 2850 0.600 Baulch et al. (2005)

C
2
H H C

2
H

2
- 2.64e-26 -3.100 721 3.00e-10 0.000 0 1.000 Tsang and Hampson (1986)

C
2
H

2
H C

2
H

3
- 2.60e-31 0.000 0 3.80e-11 0.000 1374 0.600 Kasting (1990)

C
2
H

4
H C

2
H

5
- 2.15e-29 0.000 349 4.95e-11 0.000 1051 0.600 Kasting (1990)

OH C
2
H

2
C

2
H

2
OH - 5.50e-30 0.000 0 8.30e-13 2.000 0 0.600 Burkholder et al. (2015)

OH C
2
H

4
C

2
H

4
OH - 1.10e-28 -3.500 0 8.40e-12 -1.750 0 0.600 Burkholder et al. (2015)

H NO HNO - 1.34e-31 -1.320 370 2.44e-10 -0.410 0 0.600 Tsang and Herron (1991)

N N N
2

- 4.10e-34 0.000 0 1.00e-10 0.000 0 0.600 KIDA

O(3P) NO NO
2

- 9.10e-32 -1.500 0 3.00e-11 0.000 0 0.600 Burkholder et al. (2019)

OH NO HNO
2

- 7.10e-31 -2.600 0 3.60e-11 -0.100 0 0.600 Burkholder et al. (2019)

OH NO
2

HNO
3

- 1.80e-30 -3.000 0 2.80e-11 0.000 0 0.600 Burkholder et al. (2019)

HNO
3

OH H
2
O NO

3
6.50e-34 0.000 -1335 2.70e-17 0.000 -2199 1.000 Burkholder et al. (2015)

SO O(3P) SO
2

- 5.10e-31 0.000 0 5.31e-11 0.000 0 0.600 Singleton and Cvetanović (1988)

OH SO
2

HSO3 - 3.30e-31 -4.300 0 1.60e-12 0.000 0 0.600 Burkholder et al. (2015)

O(3P) SO
2

SO
3

- 1.80e-33 2.000 0 4.20e-14 1.800 0 0.600 Burkholder et al. (2015)

S S S
2

- 1.00e-33 0.000 -206 2.26e-14 0.000 -415 0.600 Du et al. (2008); Babikov et al. (2017)

S S
2

S
3

- 1.65e-33 0.000 -144 1.38e-14 0.000 -450 0.600 Du et al. (2011)

S
2

S
2

S
4

- 2.50e-30 0.000 0 5.00e-11 0.000 0 0.600 Langford and Oldershaw (1972)

S S
3

S
4

- 1.65e-33 0.000 -144 1.38e-14 0.000 -450 0.600 Assumed equal to S +S
2
→ S

3

Continued on next page
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Table B.3 – continued from previous page

R1 R2 P1 P2 𝑨1 𝜶1 𝜷1 (K) 𝑨2 𝜶2 𝜷2 (K) 𝑭𝒄 Source

S
4

S
4

S
8

- 2.50e-30 0.000 0 5.00e-11 0.000 0 0.600 Assumed equal to S
2

+ S
2
→ S

4

H SO HSO - 4.40e-32 -1.300 0 7.50e-11 0.200 0 0.600 Assumed equal to H + O
2

+ M → HO
2

+ M

CO S OCS - 6.51e-33 0.000 2188 1.00e-10 0.000 0 0.600 Assumed equal to O(3P)+ CO + M → CO
2

OCS S OCS
2

- 9.72e-25 -6.980 6046 3.50e-11 -8.220 4206 0.600 Lu et al. (2006)

NO
2

NO
3

N
2
O

5
- 2.40e-30 -3.000 0 1.60e-12 0.100 0 0.600 Burkholder et al. (2019)

N
2
O

5
- NO

3
NO

2
1.30e-03 -3.500 11000 9.70e+14 0.100 11080 0.350 IUPAC

HO
2

NO
2

HO
2
NO

2
- 1.90e-31 -3.400 0 4.00e-12 -0.300 0 0.600 Burkholder et al. (2019)

HO
2
NO

2
- HO

2
NO

2
4.10e-05 0.000 10650 6.00e+15 0.000 11170 0.400 IUPAC

O(3P) NO
2

NO
3

- 3.40e-31 -1.600 0 2.30e-11 -0.200 0 0.600 Burkholder et al. (2019)

O(1D) N
2

N
2
O - 2.80e-36 -0.900 0 1.00e-10 0.000 0 0.600 Burkholder et al. (2019)

CS2 S CS S
2

7.40e-31 0.000 0 2.20e-12 0.000 0 0.600 Gao and Marshall (2011)

H CS HCS - 5.29e-34 0.000 373 1.00e-10 0.000 0 0.600 Assumed same as H + CO → HCO
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