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Abstract

This PhD dissertation focused on developing and applying new methods for Mendelian Randomisa-

tion (MR), a technique that uses genetic variants as instrumental variables in order to assess causal

effects of exposures on health outcomes. The major focus of the applied research is psychiatric re-

search and mental health, with a range of analyses that address the topic of causal risk factors for

depression with the use of these genetics-informed methods.

The first contribution of this dissertation is the development of new methods for pleiotropy-robust MR

by leveraging sex specificity of phenotypes. These methods allow for more accurate and robust es-

timation of causal effects by cancelling out potential pleiotropic effects of genetic instruments. The

second contribution is a new method for appraising high-dimensional correlated variables in multivari-

able MR. This method allows for the inclusion of multiple correlated variables as exposures in MR

analyses, through a transformation to groups of exposures that have attractive statistical properties

and biological meaning. Finally, the dissertation provides an applied analysis of how inflammation

and BMI affect a range of depression phenotypes with cutting-edge methods. This analysis replicates

previous results on the harmful effects of overweight on mood and challenges the independent effect

of inflammation as proxied by CRP. The introduction of the dissertation is divided into two parts. The

first part provides a walkthrough of the epidemiological concepts of bias, randomisation, and causal

inference with observational data. The second part is a specific introduction to MR, including its

underlying assumptions and limitations, as well as detailed discussion of developments that make it

more robust. Overall, this dissertation contributes new methods and applied analyses to the field of

MR, with potential implications for researchers and practitioners.
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Chapter 1

Introduction to Epidemiology and

Evidence from Observational Data

In this PhD thesis, I explore new methods in Mendelian randomisation (MR), an

approach in the analysis of observational data that uses genetic variants as instru-

mental variables and allows for causal inference. The focus is the development of

new ways to analyse large-scale genetic data, and linked health exposures and out-

comes, with the major focus of the applied analyses being the relationship of body

weight, inflammatory status, and depression. In the field of psychiatric research,

uncovering such causal links could inform treatment strategies for depression and

other psychiatric disorders.

1.1 A Brief history of evidence-based medicine in Epidemiology

Epidemiology, as it is currently practiced, can be defined as the scientific study of the

distribution and determinants of health-related states and events in populations, with

the aim of identifying and understanding the causes as well as the consequences of
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diseases, and developing effective strategies for their prevention and control [1]. This

approach to health research is rooted in the methodological traditions of statistics,

and reflects a particular worldview that values empirical observation, experimenta-

tion, and the use of statistical methods to analyse data. A range of practices result-

ing from this empiricist turn are codified in the wide term evidence-based medicine

(’EBM’). This approach relies on the systematic collection and critical appraisal of

evidence through data to inform clinical decision-making, rather than relying solely

on clinical experience or intuition [2].

EBM represents a significant turning point in the history of medicine. It was driven

by the need to counteract the adoption of questionable medical practices that had

gained acceptance. A classic example is lobotomy and the field of ’psychosurgery’,

which involved a range of techniques based on severing connections between the

prefrontal cortex and the rest of the brain to treat mental disorders. This procedure

was first performed by Italian surgeon Fiamberti and later developed by American

surgeon Walter Freeman II in Washington D.C., and was performed without adequate

evidence to support its efficacy and often led to serious side effects and permanent

damage [3]. What led to its abolition was in part the social movements against it and

the gradual emergence of effective medications, the first of whom being chlorpro-

mazine, an anaesthetic found to have sedating effects.

Likewise, in the 19th and early 20th centuries, people with mental illness were fre-

quently institutionalised in large asylums, where they were subjected to neglect and

abuse. However, this approach was later found to be ineffective and harmful, and
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many of these institutions were eventually shut down.

1.2 Hierarchy of Evidence

A puzzling recognition is that the seemingly inhuman practices mentioned above

were not completely devoid of any evidence. The key is that the level of evidence,

which predominantly constituted personal experience seen through the lens of po-

litical and religious doctrine, was poor within today’s EBM framework. Indeed, the

interrelated fields of statistics and epidemiology arguably grew out of a need to ad-

dress the inadequacies of this traditional approach [4].

EBM emphasises a reproducible and systematic testing of medical practices, rather

than relying on the personality traits, eminence or political influence of individual

medical practitioners or institutions where they are practiced. This approach helps

ensure that medical practices are based on reliable evidence and are consistently ef-

fective and safe, rather than being based on outdated or dubious practices. Among

the popular tools of EBM is a hierarchy of evidence, visualised in Figure 1.1, which

solidifies the notation that not all evidence is equal. It has become familiar to health-

care practitioners when appraising, applying, or teaching medicine [5]. At the bottom

of the pyramid, we find case series, which consist of descriptions of individual dis-

ease cases from a single or small number of study centres. If the group of cases

share a common characteristic that is viewed to be rare in the general population,

then this provides some evidence that the characteristic could play a role in the dis-

ease. They are limited by lack of comparison groups and selection bias. A notorious

example is the publication of a case series in the Lancet suggesting a link between
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Case Series, Case Reports, 
Expert Opinion

Case Control Studies

Cohort Studies
(Prospective, Retrospective)

RCTs

SRs, MAs
of RCTs

MR

Figure 1.1: Hierarchy of evidence. We follow Davies et al. [6] in the introduction of MR studies in
this common visualisation tool [5]. SRs: systematic reviews; MAs: meta-analyses; RCT: randomised
controlled trial; MR: Mendelian Randomisation.

the MMR vaccine and autism [7]. This in turn caused a reluctance in vaccination.

Subsequent epidemiological studies did not provide evidence for this, and the case

series was retracted, with the Lancet admitting that the article contained false and

fabricated elements.

Moving up the pyramid, we find case-control studies, which compare individuals with

a particular condition (cases) to those without it (controls). They are seen as an

improvement over the first level of the pyramid as, by adding a control group that is

closely matched as possible to the cases in terms of measured characteristics (such

as age, sex, and socioeconomic status), they provide an ideally close approximation
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of what the outcome would have been if the individuals were not exposed (coun-

terfactual). A famous example is a preliminary case-control study of smoking and

lung cancer by Sir Richard Doll and Sir Austin Bradford Hill that reported a strong

association between smoking status and lung cancer [8]. The authors recognised

the limitations of this case-control design and they led research efforts that became

the British Doctors Study, a meticulous longitudinal study that convincingly demon-

strated that smoking precedes lung cancer development [9] (also see next paragraph

on cohort studies). Case-control studies can suffer from bias due to the inherent dif-

ficulties in obtaining matched groups, and causality cannot be established. If the

controls are not matched from the same or a reasonably similar reference popula-

tion, then the comparison group may differ systematically from the cases in ways that

affect the association [1]. However, for many research questions such as the link of

smoking with lung cancer, well-performed case-control studies are a valuable tool.

Cohort studies, which follow a group of individuals over time, are considered a step

up in quality from case-control studies. They follow individuals over a sustained

period, either forward in time following initial recruitment, or retrospectively from a

fixed point in the past to the present day. One representative example of a modern

prospective cohort study is the UK Biobank (UKB) [10]. UKB was launched in 2006

and follows over 500,000 individuals over time, collecting extensive information on

a wide range of biological and environmental factors. At baseline, participants com-

pleted a comprehensive questionnaire that inquired about their lifestyle, personal

history, and medical conditions. This information, together with biological samples

that are being added iteratively (e.g. increasing levels of genetic data are being

added since 2015 [11]), has enabled researchers to investigate a broad range of

26



diseases and health outcomes. One major strength of cohort studies like UKB is the

ability to query multiple risk factors in very well-powered samples. However, they are

not immune to bias. A key criticism of UKB is that the study is not fully representative

of the UK general population, by virtue of its participants being slightly older, wealth-

ier, thinner, less likely to smoke or drink alcohol, and having had fewer diagnosed

health conditions at baseline [12]. This makes disease associations uncovered in

UKB hard to generalise to people of non-European ancestries and socioeconomic

status. Another bias affecting many UKB analyses is its use of self-reported data on

diet and lifestyle factors such as as smoking [13] or physical activity [14]. For these

two examples, the correlation between self-reported measures and more objective

measures such as cotinine levels or accelerometer readings is often modest, which

inevitably leads to bias.

Close to the top of evidence pyramid are randomised controlled trials (RCTs), which

are the predominant example of an experimental study, and offer numerous advan-

tages for minimizing bias [15]. The canonical RCT design involves assigning partici-

pants at random to receive either a putative active treatment for a medical condition,

or a control treatment. Where possible, the allocation is blinded to the study co-

coordinator (e.g. a doctor) and the participant. Randomisation ensures that other

factors that may impact patient prognosis are balanced between the treatment and

control groups. This means that any differences in the outcomes of patients at the

end of the study can be confidently attributed to the treatment itself. The same cer-

tainty cannot be automatically extended to case control and cohort studies, where

such prognostic factors would have to be directly identified and accurately measured,
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before being appropriately adjusted for in a complex statistical model. The concepts

of confounding and causation will be covered in detail in the remaining parts of this

chapter.

Meta-analyses of RCTs are considered the most robust type of evidence [16], as

they combine results from multiple trials that attempt to answer the same scientific

question. This generally leads to a large increase in the precision of the overall es-

timate. Furthermore, by virtue of summarising evidence from multiple study teams

with subtle but unavoidable variations in their study population or trial implementa-

tion, their findings are more generalisable and representative than those of a single

study.

Despite sitting at the top of the evidence hierarchy, meta-analyses are not immune to

bias caused by selective reporting of results by study authors or selective publication

of ‘significant’ findings by journal editors. Fortunately, by virtue of the fact that meta-

analyses contain multiple independent study results, these biases can be detected

through graphical methods, such as Egger regression [17].

1.2.1 Summary remarks

While the evidence pyramid was a turning point for summarising evidence and for im-

proving research conduct, it can be oversimplifying if used as a sole marker of qual-

ity. For example, the pyramid places RCTs at the top of the hierarchy. However, their

quality varies greatly depending on factors such as allocation concealment (ensuring

participants are randomly allocated to groups without influence from researchers),
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blinding (keeping participants and researchers unaware of which group they are in),

and attrition bias (loss of participants during the study due to withdrawal or loss to

follow-up) [18]. In addition, the pyramid does not always account for nuances in re-

search design, such as sample size and the analytical choices of the study analysts.

Modern cohort studies such as UKB have very extensive baseline characterisation

of their target populations, linkage with many other data sources, and much larger

sample sizes than RCTs. Due to ethical and logistical reasons, sometimes the best

available evidence is a non-randomised study, such as in the case of smoking and

lung cancer where there have been no randomised experiments however the evi-

dence has been convincing and influential. Therefore, it is important to consider the

limitations of the pyramid and to approach evidence evaluation with a critical eye,

taking into account the nature of the research question, pragmatic limitations and

external available evidence.

1.3 Why are observational studies unreliable for learning about

causality?

We have so far touched on several types of bias that can affect the validity of in-

terpreting observational study findings that link a risk factor or exposure to a health

outcome in a causal manner, when there the exposure has not been fixed by design.

One of the most significant sources of bias is confounding, where a potentially un-

measured quantity exists that influences both the exposure and the outcome. A clas-

sic example is the association of coffee consumption and various health outcomes.

Confounding arises since coffee drinkers are also more likely to smoke, and smoking
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is an established risk factor for cardiovascular, metabolic and neoplastic disease. In

a recent wide-scoping meta-analysis, adequate adjustment for smoking in primary

studies largely nullified previously identified harmful associations of coffee drinking

[19]. Reverse causation is another important concern if the ’outcome’ could also be

a cause of the exposure. For example, in studies assessing the association between

depression and the risk of chronic diseases, depression may be both a cause as

well as a consequence of chronic diseases such as stroke [20], arthritis [21, 22], and

chronic obstructive pulmonary disease [23]. The burden on health and well-being

is so substantial that depression can and does often ensue, but the inverse is also

plausible. Information bias may occur when there are inaccuracies in measuring ei-

ther the exposure or the outcome. This can happen for several reasons, such as the

use of self-reported measures, which can lead to inaccuracies if participants do not

report their symptoms truthfully or if the questions do not accurately quantify the true

severity of depression.

1.4 Using Directed Acyclic Graphs (DAGs) to understand bias

In light of the increasing importance of using observational data to answer causal

research questions, it is crucial to understand its limitations from a theoretical per-

spective, so that methods can be developed to overcome them. Perhaps the single

most useful methodological framework to address this are directed acyclic graphs

(DAGs) [24], which provide a graphical representation of the assumptions about the

relationships between a set of variables.

In a DAG, variables are represented as nodes, and their connections are illustrated
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by lines connecting two nodes known as edges/arcs in graph theory. The edges point

from one node to another, that is they are ‘directed’ to represent the flow of causality

from one variable to another. The absence of an arrow between two variables de-

notes no causal relationship between them.

For example, Figure 1.2 (a) represents the scenario where there is no direct causal

effect between an exposure X and an outcome Y , but the variable U (a confounder)

is a common cause of both. Such a variable could lead to X and Y being statistically

significantly associated, despite there being no causal effect. Figure 1.2 (b) repre-

sents the related scenario where, in addition to U confounding the X-Y association,

X does exert a causal effect on Y .

Figure 1.2: DAG representation of the relationship between risk factor X, disease Y in the presence
of confounder U a) No causal effect of X on Y , b) a causal effect of X on Y

Figure 1.2b is consistent with the following linear model for Y given X and U for

individuals i=1,...,n.

Yi = βiXi + Ui. (1.1)

The causal effect of X on Y is denoted by βi, but what does this mean? One way

to motivate this quantity is via the potential outcomes framework. Let Yi(Xi = xi) be

the potential outcome when Xi takes the observed value xi. Let Yi(Xi = xi − 1) be

the potential outcome when Xi, contrary to fact, takes the value xi − 1. That is, their

exposure has been shifted down by one unit. The individual causal effect (ICE) for
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person i can be defined as the difference between these two potential outcomes:

ICE = Y (Xi = xi)− Y (Xi = xi − 1)

= βiXi + Ui − (βi(Xi − 1) + Ui)

= βi. (1.2)

The average causal effect (ACE) can be defined as the expected value of the same

potential outcome contrast, taken over the entire population:

ACE = E[Y (Xi = xi)− Y (Xi = xi − 1)]

= β. (1.3)

In practice, we cannot estimate the ICE, only the ACE. Under the assumption of

homogeneity (βi = β), the two quantities are the same.

1.4.1 How does confounding bias causal estimates?

Consider an extended version of model 1.1:

Xi = γXUi + εXi (1.4)

Yi = βXi + γYUi + εY i, (1.5)

where εXi and εY i are independent error terms and the parameters γX and γY to-

gether govern the strength of confounding. Using a well known result, regressing Y

on X will yield an observational association βobs that will take the following value:
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βobs =
cov(X, Y )

var(X)

=
βvar(X) + γY cov(X,U)

var(X)

= β +
γXγY σ

2
U

σ2
X

,

where σ2
U and σ2

X represent the variance of U and X respectively. We see that the

obtained association is therefore not a reliable estimate of the causal effect β in the

presence of unmeasured confounding. Specifically, a non-zero γXγY σ2
Y

σ2
X

term could

easily lead to a statistically significant observational association even if the causal

effect β is zero. Clearly this bias increases as the strength of confounding increases.

One way to remove with bias would be to appropriately measure and adjust for the

confounder U . For example, we may conduct an exhaustive search for potential con-

founders and adjust for them all in a complex statistical model. However, even if a

number of important confounders have been found, we can never be certain that

some have been missed. This is visualised in Figure 1.3a. Alternatively, even if

all confounders have been found, it is possible that what is used in the analysis is

an inaccurate proxy for U as shown in Figure 1.3b. This is especially pertinent for

self-reported measures, such as questionnaires. In both cases, adjusting for UObs or

UMeasured only will not be sufficient to completely remove confounding bias, and the

observational estimate would therefore be contaminated to allow a causal interpre-

tation. This confounding structure is the simplest form of what is referred to as an

open backdoor path in causal inference and DAGs. The term ’open’ refers to it not

being adjusted in the analysis, and ’backdoor’ describes the existence of a path from
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X to Y through U .

Confounders are a common issue in observational epidemiological studies, and

while adjusting for known confounders helps reduce bias, it is difficult to explicitly

model all potential confounders. This leads to inaccuracies in the estimation of a

causal effect of an exposure on an outcome, even if all measured confounders are

accounted for. In the next chapter, we will explore instrumental variables as a way to

obtain estimates that are naturally robust to such biases. This is particularly impor-

tant as accumulating evidence on multiple exposures affecting outcomes becomes

available and it is not always possible to accurately specify all potential confounders.

X Y

UObs UUnobs

β

(a) Observed and Unob-
served Confounders

X Y

U UMeasured

β

(b) Measurement Error in
Confounder

X Y

U

γX γY

β

(c) Reverse Causality

Figure 1.3: Common issues in interpreting observational associations: Unobserved confounding,
measurement error and reverse causality

A third possibility exists to frustrate the ability of an observational association to

reflect a true causal effect, namely reverse causation, as represented by the DAG in

Figure 1.3c. In this case, even if all confounders could be appropriately measured

and adjusted for, the observational association from a regression of Y on X would

not reflect β. To see this we assume the following model in place of (1.5) linking X

to Y , where X is now the dependent variable

Xi = βY + γXU + εXi, (1.6)
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Incorrectly regressing Y on X would be equivalent to fitting the model

Yi =
X − γXU − εXi

β
, (1.7)

so that βobs would incorrectly estimate 1/β instead. Therefore, in the absence of any

certainty as to the temporal order of X and Y , as is the case with a sizeable majority

of exposure-outcome pairs collected in observational data, reverse causality cannot

be ruled out.

1.5 Instrumental Variables: A solution to confounding and re-

verse causation

A major focus of quantitative economics is determining the causal effect of individ-

ual decisions or governmental policies on economic output. However, proper ran-

domised experiments are rarely performed to guide this and so there is a strong

reliance on observational data, which opens up the possibility of confounding. For

instance, in studies of enrolment in voluntary training for furthering job opportunities,

those that undertake this ’treatment’ may be actively seeking higher earnings, hence

their enrolment. This additional factor can contribute to behaviours other than job

training that are financially beneficial for them. Regressing their subsequent earn-

ings on treatment status would therefore be agnostic to this latter fact. As a result,

interpreting this estimate as an unbiased causal effect of voluntary training on earn-

ings could be misleading.

As outlined in Section 1.1, unobserved variables that affect an exposure and an
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outcome can bias the estimate of the causal effect. This can be understood from

a statistical perspective as being a consequence of the fact that the unmeasured

‘error’ terms in equations (1.4) and (1.5) are correlated due to the presence of the

confounder variable U in both. This is sometimes referred to in economics as an

errors-in-variables problem. A straightforward approach would be to use multiple

regression, that is to estimate E(Y |X,U), in order to remove the contribution of U .

Even if U was measured, it is not necessary that only U is a confounder (unmea-

sured confounders) or that U is measured accurately (see Chapter 1.1). It is also

likely in practice that missing data on U would reduce the effective sample size.

The nature of this problem motivated the use of instrumental variables (IV). The early

contributors to the theory and applications of the methods are the economists Philip

G. Wright, Ragnar Frisch and Olav Reiersol [25]. The approach involves finding a

variable that is strongly predictive of a treatment variable of interest but independent

of the error term in the outcome equation. This way, the variance explained by the

IV in the treatment can be used in place of the confounder-affected treatment sta-

tus and an estimate of the causal effect that is naturally robust to errors-in-variables

can be obtained. Reiersol used this approach to investigate the relationship be-

tween education and income, where education is the treatment variable and income

is the outcome variable. Reiersol recognised that education is likely to be endoge-

nous, meaning that there are unobserved confounders that affect both education and

income. For example, individuals with particular personality traits such as conscien-

tiousness may be more likely to obtain higher levels of education and higher incomes

[26]. This can lead to biased estimates of the causal effect of education on income.
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To address this problem, Reiersol used the distance between an individual’s home

and the nearest school as an IV for education.

1.5.1 A formal definition of an IV

An instrumental variable is an ‘exogenous’ quantity, Z, that is strongly associated

with a treatment or exposure X. The crucial distinction is that Z should temporally

precede X. It then targets that specific part of the variation of the endogenous X

that is distinct from U . In the example of the first paragraph, if the participants in

the job training program live near the program centre, then they may be more likely

to enrol independently of other reasons. Three core conditions have to be met in

order for the estimates to be valid. These are given below and represented using an

extended DAG in Figure 1.4:

1. Z is strongly associated with X (relevance assumption).

2. Z affects Y only through X (exclusion restriction).

3. Z does not share causes with X or Y (exchangeability assumption).

Z X Y

U

IV 1 β1

IV 3

IV 2

Figure 1.4: The IV core conditions.

If the three IV core conditions are satisfied, then Z should be independent of Y

in the absence of a causal effect from X to Y . This means the Z-Y association can

be used as a valid test for causality. In order to estimate the average causal effect of
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assigning all participants to receive a college education (X = 1) versus no college

education (X = 0):

ACE = E[Y (Xi = 1)− Y (Xi = 0)], (1.8)

we required an additional condition of Homogeneity, that the causal effect is inde-

pendent of Z [27]. The IV estimate for the ACE is then

β̂ =
Cov(Z, Y )

Cov(Z,X)
=

1
n−1

∑N
j=1(zj − z̄)(yj − ȳ)

1
n−1

∑N
j=1(zj − z̄)(xj − x̄)

. (1.9)

The link between IV analyses and randomised experiments is clear if we consider

random assignment (R) as the ultimate IV. In an idealised trial, R perfectly predicts

which treatment an individual receives. It is independent of any confounders that

could in theory influence whether (outside the confines of the trial) an individual

takes a treatment or not, and can only affect the outcome through the treatment. It

is for this reason that an analysis of trial data by randomised group, which is also

known as an intention to treat (ITT) analysis, is a valid test for the causal effect of

the treatment on the outcome. Furthermore, this test remains valid even if there is a

degree of non-compliance, meaning that some patients in fact do not take the treat-

ment they were randomised to receive. [28].

In econometrics, researchers typically use one or a small number of variables as

instruments, which are chosen carefully to meet the IV core conditions. Examples of

commonly used instruments include distance/ location [29], parental education level

[30], and weather patterns [31].

The IV approach has been used in medical research. An example is in studies

comparing the effectiveness of different drugs for a particular condition. Some clini-
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cians may be more likely to prescribe one drug over others not just as a universally

accepted and only therapeutic option, as many alternatives exist in many stages of

diagnosis or treatment, but due to their personal preference or experience [32]. The

crucial connection with IVs as discussed above is that this preference is external to

the patient’s condition and outcome, as well as external to any confounders of their

association. Hence, clinicians’ preference has been used as an IV.

In recent years, there has been increasing interest in the use of genetic variants as

IVs in observational studies. The development of genome-wide association studies

(GWAS) has led to the identification of thousands of genetic variants that are robustly

associated with various traits and outcomes. In the next chapter, we will discuss in

more detail the use of genetic variants as instruments in Mendelian Randomisation

analyses and the challenges and limitations associated with this approach.
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Chapter 2

Exploiting Genes as Instrumental

Variables

2.1 Exploiting Genetic Variation for Causal Inference

2.1.1 Genes as the Basis of Inheritance

In 1865, Mendel published a report that summarised a series of experiments he per-

formed on garden peas . He studied the pattern of inheritance of certain ancestral

characteristics (e.g. colour, shape) to the progeny and proposed two that explained

his experimental findings. He observed that differences in characteristics of the par-

ents, specifically green and yellow colour hybridisation, led to a progeny with colours

with a predictable distribution [33]. One of the colours of the parents was more fre-

quently observed in the progeny (75%) and the other less so. The underlying factors

that controlled this were then named dominant and recessive alleles.

The investigation of how multiple characteristics are passed on led to the formula-

tion of the law of independent assortment (LIA). It was assumed that, if two genes
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influence different characteristics, then they will follow an independent way of trans-

mission. In other words, information for the heredity of one phenotype does not

predict the presence of another phenotype.

With later works on cytology and microscopic observation of cell events that lead to

the production of gametes (e.g. sperm cells, ova), the argument that chromosomes

were the bearer of heredity was formulated and started getting adopted [34]. The

genetic factors that Mendel described were physically anchored to chromosomes

[35]. During the production of mature haploid cells (secondary oocyte, secondary

spermatocyte), each chromosome is the result of a crossover between the two chro-

mosomes in the premature diploid cell (primary oocyte, primary spermatocyte). With

this knowledge of the chromosomes as the unit of heredity, it was reasonable to as-

sume that LIA holds for genes that are positioned far apart in a chromosome and

chiasmatic events would not affect their independent assortment. However, genes

that are in close proximity and on the same chromosome are less likely to separate

during this crossover. They are therefore more likely to be passed on jointly. For

example, Bateson (1904) studied the colour in crossbred sweet peas and found that

specific combinations of characteristics were more likely to be observed. This statis-

tical dependence has come to be known as linkage [36].

From this there is a natural connection with RCTs as described in Chapter 1.2. Just

as randomisation guarantees that the received treatment is a direct result of a ran-

dom process (e.g. pseudorandom number generator), the independent assortment

of sufficiently distant genes can be well described as a random process since each

parent’s genotype is carried forward in the offspring randomly [37]. This is commonly

visualised as in Figure 2.1, where the common processes in both settings are ap-
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parent [38]. As an intuitive example, we consider the case of ALDH2 and alcohol

consumption [39]. ALDH2 is an enzyme involved in the breakdown of alcohol. It

catalyses the oxidation of acetaldehyde to acetic acid, a product that can be more

readily eliminated from the urine. The gene that codes for ALDH2 is located on chro-

mosome 12. There are two common isoforms of the gene: ALDH2∗1 (wild-type) and

ALDH2∗2. ALDH2∗2 contains a single nucleotide polymorphism (SNP) in position

487 that codes for a glutamate instead of lysine, with the functional results being a

drastic reduction of enzymatic activity. As a result, acetaldehyde accumulates more

easily when alcohol is consumed and a host of symptoms ensue (e.g. vasodilation

leading to flushing and a drop in blood pressure, histamine release causing nausea

and vomiting). As the parental alleles for ALDH2 are randomly allocated to offspring

when gametes fertilise, an individual’s genotype for ALDH2 is determined at random

and that proportion of alcohol metabolism that is attributable to ALDH2 enzymatic

activity is also determined at random. The practical consequence of this is that indi-

viduals with the ALDH2∗2 version of the gene consume far less alcohol on average

compared to ALDH2∗1 carriers. We can therefore view the population as being ran-

domised into a RCT in which they receive a lower or higher alcohol dose depending

on their genotype. From this realisation, only a small conceptual leap is required in

order to view the ALDH2 gene as an Instrumental Variable.
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RCT Natural Experiments

Randomisation
Random Allocation of Alleles,

Clinicians' Preference, 
Distance from Facility

Outcome Outcome Outcome Outcome

Tests
No Confounding

Figure 2.1: The concept of natural experiments can be likened to that of randomised controlled trials
(RCTs), which are enabled by instrumental variable (IV) analyses. Various IVs have been used in
health research, such as genetic variants that are randomly distributed, proximity to medical facilities,
central differences in practices and policies, or preferences of clinicians. In both RCTs and natural
experiments facilitated by IV analyses, the goal is to create intervention and control groups with
balanced covariates [38].

2.2 Performing an MR analysis with individual level data

The first conceptualisation of the MR approach in epidemiology was motivated by

discrepant findings in the role of cholesterol in cancer [40]. In a short letter to the

editor of the Lancet in 1986 [41], Katan summarised the findings from the Seven

Countries cohort study that looked into cancer rates in countries with different nutri-

tion cultures and, as a result, different serum cholesterol population levels. Although

the pooled estimate did not suggest a strong association, within-country estimates

showed higher rates of cancer in those with lower cholesterol levels. Katan knew

that a determinant of serum cholesterol apolipoprotein E (APOE) has three common

isoforms: ApoE2, ApoE3, and ApoE4. Each of these isoforms is coded by a different
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gene and, depending on the genetic profile, an individual can carry all possible pair-

wise combinations of them. Katan reasoned that, as long as different isoforms of the

ApoE protein predicted varying serum cholesterol levels, the carriers of the geno-

type that is linked with lower cholesterol are expected to have lower odds of cancer

if there is a true causal effect. He also observed that this approach could capture an

inherent, lifelong predisposition to lower levels of cholesterol, rather than a spurious

association due to cancer affecting cholesterol or due to the action of other con-

founding variables. One early application of the method published in 1991 involved

the within-sibling comparisons of outcomes in acute myeloid leukemia [42]. The re-

discovery of the method by Davey Smith and Ebrahim [37] and its generalisation to

other epidemiological questions contributed to its popularisation.

G X Y

U

β

Figure 2.2: A directed acyclic graph (DAG) for Mendelian randomisation. The genetic variant G
causes the exposure X, X causes the outcome Y, and the confounder U affects both X and Y.

Figure 2.2 formally defines a genetic variant G as an Instrumental Variable for

use in estimating the causal effect (β) of modifying exposure X by a single unit on a

health outcome Y . Assuming data for N individuals on G, X and Y , a practical way

to obtain an estimate for the causal effect (β̂) is by using two-stage least squares

regression (TSLS) [43]. This simple method involves a first stage of regressing X

on G in order to obtain the genetically predicted value of X; as can be seen in Fig.

2.2, these are not correlated with any confounders of X and Y (U ), thus removing

the contribution of external factors in the X-Y relationship. The first-stage model and

the extraction of the genetically predicted exposure (X̂) can be expressed as:
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X = γ0 + γGG+ εX (2.1)

X̂ = γ̂0 + γ̂GG. (2.2)

IV estimates are also consistent for a binary outcome [44]. In the first stage, the

IV is regressed on the exposure, and the predicted values (X̂) are then used in place

of the exposure in the second stage. The only difference is that a logistic regres-

sion model [45] is typically used to estimate the effect of the exposure on the binary

outcome. As the estimated parameters will be in the logit scale , careful interpre-

tation of the effects is necessary. To improve clarity, we can calculate the average

marginal effect [46]. This represents the change in the probability of the binary out-

come for a unit increase in the exposure, holding all other variables constant and can

be interpreted as a risk difference.

2.3 Mendelian randomisation with summary data

2.3.1 What is a genome-wide association study?

The MR approach was initially proposed for models that rely on individual-level data.

To obtain the necessary data, we would need information on allele dosage for all

k SNPs across all N participants, along with exposure X and outcome Y data for

these participants, as well as a set of default covariates (such as genetic principal

components that account for ancestry, and genotype chip that causes differences in

measurement) and problem-specific covariates (such as age, sex, and area of resi-

dence). By using this data, we can estimate the causal effect of X on Y , as shown in
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Eq. 1.9. However, individual level data is not always available and alternative meth-

ods must be used.

With the advent of more affordable technologies and large-scale cross-institution col-

laborations, a standard practice of identifying associations of genetic variants with

phenotypes was developed, the genome-wide association study (GWAS). An early

GWAS study of myocardial infarction identified candidate genes that are involved in

the inflammatory cascade [47]. Despite the many methodological efforts, the core

of the approach remains that of an association analysis of the genotype status with

the corresponding phenotype, sequentially for each variant. Therefore, given the

availability of genetic data for a population with a known phenotype X, each allele is

regressed on the phenotype one at a time as shown in Equation 2.3. In the above

example of a binary phenotype of case or control status for myocardial infarction, a

generalised linear model can be used, where the log-odds (logit) of the event are

modeled, as shown in Equation 2.4.

Xc = γ0 + γC,Gi
Gi (2.3)

logit(Pr(Xb = 1)) = γ0 + γB,Gi
Gi. (2.4)

A common tool to visualise such statistically significant associations arising from

these models is a Manhattan plot (Figure 2.3). In this plot, p-values are displayed

for each tested genetic variant against their physical location on the chromosomes,

commonly by increasing position. The position of each genetic variant is estimated

by comparing its observed physical location on the reference genome, a complete,

high-quality, and well-annotated representation of human genome. The vertical axis
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of the plot shows the negative log10 of the p-value, which succinctly summarises

the strength of the association in one number; a horizontal line to visualise the

genome-wide significance threshold (5 × 10−8) is commonly included. This visual-

isation quickly identifies common variants that are most strongly associated with the

phenotype. This particular threshold is arrived at by bearing in mind the concept

of type I error inflation. Each variant-exposure association represents a test, and

performing multiple tests without some degree of correction is bound to lead to false

positive results by chance [1]. Therefore, a standard practice is to divide the nominal

value of p = 0.05 by 10−6 based on the assumption that there are approximately 1

million independent tests in the human genome given its length and the frequency

and mapping of recombination events.
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Figure 2.3: An example of a Manhattan plot to visualise GWAS results. The x-axis represents chro-
mosome and position of the particular variant. Each dot represents a genetic variant, and the y-axis
shows the negative log10 of the p-value for each variant’s association with the phenotype of interest.
Variants above the horizontal line (highlighted in red) represent statistically significant associations at
the genome-wide level. This plot illustrates simulated data for p−values for illustrative purposes.

In GWAS studies, G realistically represents a selected sample of the genome be-

cause of two important considerations. The first point is the recognition that not the

entire genome is covered. This stems from a historical technological obstacle. There

are now technologies available to accurately characterise the entirety of the genetic

profile of an individual (whole-genome sequencing); however, these are expensive

and have just started becoming available in large biobanks (the first batch of whole
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genome sequencing (WGS) of 100,000 individuals enrolled in UK Biobank was re-

leased in November 2021). What is more, for the particular issue of leveraging those

rare variants as instruments in MR (Chapter 2.2), these may not explain a substantial

proportion of variance in the population and common variants from existing GWAS

studies are arguably better candidates (see Instrument Strength in Chapter 1.5).

To counteract this, a standard in the area is array genotyping, a method that directly

types a subset of all genetic variants, coupled with genetic imputation. Genetic impu-

tation is a computational approach that infers an individual’s genotype for a particular

position that has not been directly characterised, through a comparison with a large

reference panel of fully genotyped individuals, so that the statistical dependence (or

linkage) of the variants is understood. This allows researchers to indirectly infer an

individual’s genotype with a high degree of certainty for a much larger set of genetic

variants than simply those that are directly observed from the genotyping array [48].

Secondly, even in the covered area of the genome, the models described in Eq. 2.3

and Eq. 2.4 are stable if the variants targeted are commonly observed in the pop-

ulation. It has been observed that imputation methods perform suboptimally when

rare variants are not observed. Therefore, a cutoff is commonly applied to exclude

rare variants based on minor allele frequency (MAF), with a popular threshold choice

being MAF> 0.01.

Two phenomena that started becoming apparent with the evolution of GWAS stud-

ies of common ‘complex’ traits (such as obesity or height) and have informed the

development of dedicated MR methods are a) the modest magnitude of individual

SNP-trait associations, [49], and simultaneously b) the large number of genetic vari-

ants robustly associated with a trait [50]. This motivated a displacement from simple
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’Mendelian’ traits towards a model with small contributions from many variants. The

issues that arise when IV analyses are applied in genetics are discussed in Chapter

2.2.

Practical challenges in data availability, however, obviously limit the ability of individ-

ual researchers to perform such analyses because the release of genetic data and

baseline variables is uncommon due to privacy concerns and data protection reg-

ulations [51]. However, the community is increasingly publishing GWAS results as

summary statistics for the strength of association of variants with phenotypes, esti-

mated as shown in Eq. 2.3 and Eq. 2.4. This practice enables collaborative projects

(such as GWAS meta-analyses) and facilitates a range of downstream analyses, in-

cluding an extension of the basic MR approach called two-sample summary data

MR.[52].

In two-sample MR, the type of data that is required is thus simplified as follows. First,

summary statistics for a set ofK independent SNPs (γXk SEγXk
, k = 1 . . . K) that ide-

ally have prior evidence supporting their causal contribution to X are retrieved from

a publicly available GWAS of X. The association of these same variants with the

outcome Y are also retrieved in a separate GWAS yielding (ΓY k SEΓY k
, k = 1 . . . K).

As each variant is an independent IV (Chapter 1.5), an individual causal effect for

the kth SNP can be estimated as the ‘Wald ratio’ β̂XY,k =
ΓY,k

γX,k
[53]. In words, the

Wald ratio is the ratio of the SNP-Y and SNP-X association. If the causal parameter

of interest is a ratio parameter, then the null is one and if it is a difference then it is

zero. A combined inverse variance weighted causal effect estimate across all SNPs
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can also be calculated as:

β̂IV W =

∑K
k=1 β̂XY,kwXY,k∑K

k=1wXY,k

where wXY,k = Var−1(β̂XY,k). (2.5)

Typically, uncertainty in the SNP-X association is ignored, which is a reasonable as-

sumption when all SNPs are genome-wide significant for the exposure. This means

that

Var(β̂XY,k) ≈ SE2
ΓY k

/γ2X,k, (2.6)

and this variance estimate is therefore typically used when calculating the IVW esti-

mate.

The IVW estimation strategy is borrowed from the general meta-analysis literature,

where the aim is to quantitatively combine the results of many independent studies

that aim to estimate the same, or reasonably similar, quantity (Chapter 1.1). As many

concepts in summary-data MR are borrowed from this technique, we will introduce

them briefly in this paragraph. The most efficient approach in synthesising such in-

dividual estimates is the inverse-variance weighted (IVW) shown in equation (2.7)

[54]. Therefore, larger studies with more precise estimates contribute more to the

final pooled IVW estimate than smaller studies. For clarity, I present an example of

a hypothetical meta-analysis of the effects of physical activity on depression.

Table 2.1: Summary of three hypothetical studies investigating the effect of physical activity on de-
pression. RCT: randomised controlled trial.

Study Sample Size Effect Size (β) Variance (SE2)
RCT 1 1200 -0.25 0.04
RCT 2 1500 -0.30 0.03
RCT 3 1000 -0.20 0.06

We first calculate the inverse-variance weight that we assign for each study. This
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is as follows

wi =
1

SE2
i

,

where i = 1, ..., 3 is a study index, and SEi the corresponding standard error. The

weights then are:

w1 =
1

0.04
= 25, w2 =

1

0.03
= 33.33, w3 =

1

0.06
= 16.67.

We see that the smaller study with a consequently more variable effect size will

be less represented in the pooled estimate. A weighted effect size estimate can be

calculated as the sum of each study’s effect size multiplied by its weight, over the

sum of the weights:

β̂IV W =

∑
i = 1kwiβ̂i∑k

i=1wi

.

The pooled IVW estimate is then calculated as:

β̂w =
(25)(−0.25) + (33.33)(−0.30) + (16.67)(−0.20)

25 + 33.33 + 16.67
= −0.26.

In figure 2.4, a Forest plot with of the summary data estimates is presented.
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Figure 2.4: IVW meta-analysis of the effect of physical activity on depression. Size of the weight
assigned to each study is inversely proportional to the variance of the estimate.

So the weighted effect size estimate for the relationship between physical activity

and depression is -0.26, indicating a negative association between PA and depres-

sion. In the MR setting, we are therefore effectively treating the Wald ratio causal

estimate for each SNP as an estimate from an independent study.

Returning to the general meta-analysis context, in order to perform statistical infer-

ence, we need a measure of how variable the pooled IVW estimate is. Its SE is then

calculated as:

SEIV W =

√
1∑
wi

.

We see that this SE will be smaller than each of the contributors.

When performing a meta-analysis of studies, we usually expect some of the differ-

ence in their estimates to be explained by differences in their population, specific

characteristics of the intervention, the exact comparison conducted, or the defini-

tion of the outcome. [55]. This can be quantified by estimating between-study vari-

ance (heterogeneity ), a statistical test that characterizes this variability in effect sizes

across studies, or in the context of MR how individual SNP causal effects across vary.

The following formula is used to estimate the between-study heterogeneity, τ̂ 2 and
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Cochran’s Q statistic as:

τ̂ 2 =
Q− (k − 1)∑k
i=1wi −

∑k
i=1 w

2
i∑k

i=1 wi

, where Q =
k∑

i=1

wi(β̂i − β̂IV W )2.

Cochran’s Q statistic tests for heterogeneity among the study effect sizes, which

follows a Chi squared distribution on K − 1 degrees of freedom if all studies are esti-

mating precisely the same quantity. If Q is large with respect to this null distribution,

the variance of the IVW estimate can be scaled up to account for the additional un-

certainty due to heterogeneity. This can be done under an additive random effects

model or a multiplicative random effects model, where in each case wi is replaced

with

Additive Random Effects : wAi =
1

Var(β̂k) + τ̂ 2
.

Multiplicative Random Effects : wMi =
ϕ2

Var(β̂k)
where ϕ =

Q

K − 1
.

The same theory transfers to summary data MR analyses, where differences in the

causal effect estimates across SNPs could indicate possible violations of the IV core

conditions, which we will cover in more detail in the next subsection.

As the uncertainty in the variant-exposure association is very low due to the selection

process that satisfies IV1, the uncertainty of the Wald ratio is predominantly driven

by the variance of the ΓY,1−K summary statistics.

An important property of the IVW estimate of equation (2.5) is that it is asymptot-

ically equivalent to the causal estimate obtained from individual level data using

TSLS, as shown in Eq. 1.9. Summary data MR estimates remain valid when the

SNP-exposure and SNP-outcome association estimates are obtained from separate
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samples (i.e. a two-sample MR design), as long as the samples are sufficiently simi-

lar with respect to genetic architecture [56]. For example, if the genetic variants used

as IVs have subsantially different allele frequencies in the two samples, this can

imply a different population structure and may lead to inaccuracies in the effect esti-

mates. Additionally, if only some of the IV variants on the exposure are located in the

outcome sample, this can lead to inconsistencies in the effect estimates and invalid

results. These potential concerns are the reason why practitioners use datasets from

populations of similar ancestry and by performing appropriate quality control mea-

sures to ensure that the genetic variants used as IVs are consistent across the data

sets.

2.3.2 Why do we use independent SNPs in summary data MR?

In GWAS studies, particularly those involving complex traits, many SNPs will be

genome-wide significant for the exposure. Therefore, one might naively assume that

all of them can be used as IV. However, the vast majority of these SNPs will only

be associated because they are closely located (or in LD) with a single ‘causal’ SNP

(Chapter 2.1.1). To circumvent this, only the top ‘hit’ from a distinct genomic region

is used as an IV. This means that the SNPs used in the MR analysis are all indepen-

dent and justify the simple meta-analytic form of the IVW estimate. Methodological

advances that enable summary data MR with correlated SNPs have been proposed

[57, 58, 59], but are beyond the scope of this thesis.

One popular way of picking the best set of independent SNP IVs is called clumping

[60]. Let’s assume that we have K SNPs that surpass the threshold of 5× 10−8. The

LD matrix is a K ×K matrix of the frequencies of common pairwise inheritances of
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all variants in a given population. If the observed co-occurrence deviates from the

one expected, then the two alleles are likely passed on together. Specifically, for

two loci i (alleles I, i) and j (alleles J , j), the element ij in the LD matrix can be

computed as rij =
pipj−pij√
pIpipJpj

(p: observed probability). For our purpose of identifying

a set of independent genetic variants, we obtain externally observed estimates of

the linkage matrix, we specify a sufficiently low r2 cutoff value, and only retain for

further analyses variants that have the smallest p−value and are pairwise correlated

to a degree lower than the threshold. A similar approach that does not preferentially

retain the largest association but rather one based on MAF among the variants in LD

is called pruning but is not well suited for MR as strength of association is important

for the IV1 core condition; picking independent variants based on MAF might not

preferentially choose those that are strongest [61].

Informing instrument selection from GWAS studies offers the advantage of expand-

ing the search scope and increasing the number of SNPs. This increase in turn

has been shown to enhance the power of MR analyses, thus making it easier to de-

tect smaller effect sizes or retain power in limited sample sizes [62]. This, however,

comes at the cost of possibly including some invalid instruments.

2.4 Why might genetic variants violate the IV core conditions?

2.4.1 Weak Instrument Bias

The validity of MR depends on how confidently we can argue that the IV core con-

ditions are met. The first condition (Chapter 1.5) states that the SNP/IV must be

strongly associated with the exposure; if it is weakly associated, a phenomenon

known as weak instrument bias will emerge, leading to biased effect estimates [63].
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This type of bias has originally been described in traditional instrumental variable

analyses [64]. Instrument strength is commonly quantified by the F-statistic, a single

measure that captures the strength of the G-X association.

F̂ =
1

K

K∑
k=1

γ̂2j
SE2

γXk

. (2.7)

As a rule of thumb, values lower than 10 indicate that such bias is expected. The

nature of the bias is different in one-sample and two-sample MR. In one-sample MR,

where both the instrumental variable and the outcome are measured in the same

sample, weak instrument bias can result in estimates of the causal effect that are

biased towards the observational association. This happens because the residual

correlation of X and Y that is not removed by the IV is from the action of the same

confounder U in the same sample. On the other hand, in two-sample MR, where X

and Y are measured in independent samples, weak instrument bias leads to bias

towards the null. The magnitude of the dilution of the expected β̂ is then quantified

as

β̂ = β × F − 1

F
. (2.8)

The use of the straightforward F -statistic is an easy means to diagnose its presence,

and therefore it is one of the ways in which between-SNP causal effect heterogeneity

can emerge.

2.4.2 Horizontal Pleiotropy and pleiotropy-robust MR

As discussed in Chapter 1.5, a crucial assumption in IV analyses is that the IV affects

Y only throughX; in other words, Y and the instrument are independent conditionally

on X and all confounders of X and Y . Particularly for the purposes of applications
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of IV in genetic epidemiology as is performed in MR, this is unlikely to hold. A more

realistic view of variants is that some of them affect the expression of one or a few

genes. If the genes code for or regulate genes that code for proteins, the proteins in

turn affect a wide array of phenotypes; multiple proteins are critical actors in many

biochemical cascades [65, 66]. The phenomenon whereby a SNP affects the out-

come through pathways other than the exposure of interest is termed ‘pleiotropy’. It

is highly likely that pleiotropy will be present in many analyses, especially those in-

volving complex traits. It is thus unlikely that all retrieved associations of a GWAS for

a phenotype (see paragraph 2.3.2) represent true causal relationships. The obtained

associations will contain a mix of true causal effects and indirect associations.

The first widely used pleiotropy-robust MR method was published in 2015 by Bowden

and co-authors [67]. The authors underline the close relationship of MR with multi-

ple instruments and meta-analysis of RCTs (also see Chapter 2.3). In both cases,

individual causal effects are reported and a pooled estimate seeks to synthesise

the available evidence to increase precision. Their method repurposed a sensitiv-

ity analysis, Egger regression [68], from the meta-analysis methodological literature

with the following rationale: In meta-analyses of RCTs, smaller studies that report

larger effects of the treatment under investigation are treated preferentially through-

out the submission and publication process. This results in their over-representation

in the literature and at the same time a lower representation of studies that report

null or opposite findings. As a result, the pooled estimate of these studies together

with larger studies may not accurately capture the underlying treatment effect. In a

similar manner, each SNP provides one causal estimate and the final estimate of the

effect is the meta-analysis of all individual effects (see also Chapter 2.3); there will
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be deviation from the expected fitted line if there is pleiotropy, akin to publication bias

in meta-analyses.

To make the concepts concrete, assume the following data-generating mechanism

for X and Y

X = γG+ U + εX .

Y = βX + αG+ U + εY . (2.9)

This differs in an important way to the previous canonical model because the genetic

variant G affects Y through X by a magnitude of γ but also violates IV3 as it directly

affects Y by a factor of α (the pleiotropic effect). This pleiotropic pathway render a

TSLS/IVW analysis to be biased. To see why this is the case, we note that under this

more general model the true SNP-outcome association for SNP k can be written as

SNP k -Y assocn : ΓY k = αk + βγXk. (2.10)

The Wald ratio estimand for SNP k is then equal to

Wald ratio
ΓY k

γXk

= β +
αk

γXk

= β + bias.

MR-Egger extends a basic IVW analysis by the addition of an additional intercept

term in the IVW model (Chapter 2.3). This can directly model this pleiotropic path-

way. The weaker assumption that MR Egger makes is that, across all SNPs, the

pleiotropic effects αk are independent of the G-X association (Instrument Strength

independent of Direct Effect, InSIDE). MR Egger is shown to provide robust esti-
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mates of β even if all SNPs have a pleiotropic effect and their mean value is non-

zero, in which case the intercept reflects the average pleiotropic effect.

Although the InSIDE assumption is not as restrictive as assuming all SNPs are valid

IVs, there still is a possibility that in many scenarios InSIDE is violated; for example

if a SNP affects the outcome through a confounder, then γ and α will be correlated.

This motivated the development of the median-based approach [69] which can tol-

erate more general violations of IV3. Specifically, Bowden et al. show that, if the

majority (> 50%) of SNPs are valid (so that their α values are zero), then the me-

dian estimator can retrieve the true causal effect even if the InSIDE assumption is

violated. The uptake of the methods has been significant, with many applied MR

analyses performing them as sensitivity analyses. In Chapter 3, we introduce a new

method that is pleiotropy-robust and its validity is based on a more lenient assump-

tion than the InSIDE assumption.

2.5 Multivariable Mendelian Randomisation

An alternative way to address the issue of pleiotropy is through multivariable MR

(MVMR). MVMR is an extension of the MR framework that allows for the inclusion

of multiple exposures in a single model. This approach was popularised in the MR

field in 2015 [70]. The rationale is that prior knowledge of pleiotropic pathways can

be used to select multiple exposures that are affected by the same genetic variants,

which can then be included in a single multivariable MR model. In such models, the

direct effects of each included exposure can be estimated, and if there are variants

that impact many of the included exposures, MVMR will appropriately separate these

effects and yield an accurate estimate. This can alleviate the issue of IV3 violation.
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For example, in the context of the relationship between depression, adiposity and

inflammation as proxied by C-reactive protein (CRP), CRP and BMI are known to be

strongly correlated. This interplay between CRP and BMI is important to consider in

analyses that aim to assess the direct causal effect of CRP. Some genetic variants

of C-reactive protein (CRP) have been found to be strongly associated with BMI. A

complete assessment of this motivated a detailed applied analysis and is reported

in Chapter 5. If we were to use all the GWAS hits as instruments for CRP in an

MR analysis, we would likely violate the IV3 core condition if BMI directly affects

depression. However, in a MVMR model, we could include both CRP and BMI as

individual exposures taking into account their pleiotropic relationship.

More generally, we assume a data generating model for two exposures:

X1 = γ1G1 + U + εX2.

X2 = βX1X2X1 + γ2G2 + U + εX1.

Assume that G∗ contains G1 and G2 in Figure 2.5) and the outcome of interest is

influenced by both exposures and the confounder:

Y = β1X1 + β2X2 + U + εY .

The directed acyclic graph (DAG) for this model is presented in Figure 2.5. If a

genome-wide association study (GWAS) of X2 is used to guide the choice of the in-

strument for MR studies, it is likely that some of the identified SNPs, denoted as G∗,

would reflect indirect associations with X1. This is because X2 is influenced by both

X1 and G2 in the data generating model, and some of the SNPs associated with X2
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may be associated with X1 indirectly through the γ2 × βX1X2 pathway. This pathway

also affects the outcome Y through the β2 coefficient.

Therefore, if we were to use the G∗ SNPs as instruments for MR analysis, we would

not be able to estimate the direct causal effect of X2 on Y , as an additional pathway

would be inadvertently included in the analysis. To overcome this problem, we can

use a multivariable MR (MVMR) approach. Specifically, we can include genetic infor-

mation on both X1 and X2 and simultaneously proxy both exposures with a common

set of genetic instruments G∗. This approach allows us, in theory, to retrieve the

direct and indirect effect of X1 on Y through the pathway involving X2, as well as the

direct effect of X2 on Y through the β2 coefficient.

In order for MVMR to be valid, the genetic variants used must meet certain assump-

tions, similar to those required for the previously described IV analyses (Chapter

1.5). Specifically, there are three conditions that the set of variants have to fulfill [70]:

1. G∗ is jointly associated with at least one of the exposures,

2. G∗ is not associated with any confounding factors of the exposure-outcome as-

sociations, and

3. G∗ is independent of the outcome, conditionally on the exposures and confound-

ing factors.

The first MVMR condition requires that we can use G∗ to genetically predict all of the

exposures in the model (in this case X1 and X2) whilst additionally guaranteeing that

the genetically predicted values are not co-linear. In Chapter 4, we demonstrate a

particularly challenging scenario of performing MVMR analysis with multiple, highly

correlated exposures using high-resolution metabolite data. We explore how dimen-

sionality reduction techniques, such as principal component analysis, can transform
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the exposures to meaningful independent components that suffer less from severe

IV condition violations.

G∗ X2

X1

Y

U

γ1 β2

γ2
βX1X2

β1

G1

G2

X1

X2

Y

U

γ1 β1

γ2

βX1X2

β2

Figure 2.5: Assumed data-generating mechanisms that motivate MVMR. In the left panel, a pleiotropic
effect is highlighted in red. In the right panel, two causal effects are explicitly defined and estimated.
The instrument selection procedure is generalised to include associations with X1 or X2.

2.5.1 Mediation Analysis

One active area of research that is a natural continuation of MVMR models is medi-

ation analysis, which looks to further investigate the mechanisms of an exposure’s

effect on an outcome. For instance, height may have a range of downstream effects

that can be measured with MR (especially given the strong genetic component of

height), however intervening on height to prevent negative consequences is unreal-

istic. Hence, a more interesting and actionable question would be an examination

of pathways through which height affects health. A hypothetical mediation analysis

would estimate the independent effect of height on a given outcome and track how

this changes when other, potentially modifiable exposures are also jointly modelled.

In observational epidemiology and especially psychology, traditional mediation ap-

proaches are based on fitting multiple models based on the inferred causal mecha-

nism. Assuming one exposure and one mediator for simplicity, this approach would

include fitting models assuming a data structure consistent with the causal diagrams

in 2.6a. First, an estimate for the effect of exposure X on mediator M is obtained
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(β̂XM ) by regressing X on M . Then, both X and M are used as predictors in a multi-

variable model. The mediated effect is then defined as the product of β̂XM and β̂M . A

recent extension with many methodologically attractive properties is the combination

of causal thinking and mediation analysis [71]. Here, we present the ideas in the

context of MR, that is with genetic variants as instruments, as has been previously

discussed and implemented by Carter and co-authors [72]. The process is similar to

the one described above. A model is first fitted to estimate the effect of genetically

proxied X on M (βXM . Then, a multivariable MR model is fitted where both X and M

are jointly predicted by a common set of variants to estimate the direct effects βX and

βM . Finally an MR model is fitted to estimate the total causal effect of X on Y , which

equals βXMβM +βX . From these separate analyses it is then possible to decompose

the total causal effect into its direct and indirect (mediated) components. In Chapter

5.3, we present investigations on methods for estimating mediated effects.

X
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U

βX

βXM

βM

G1

G2

X

M

Y

U

γ1 βX

γ2

βXM

βM

Figure 2.6: Causal mediation analysis in MR.

2.6 Summary & Aims of Dissertation

In summary, MR provides a useful way of leveraging genetic data to infer the causal

influence of exposures on health outcomes subject, which can avoid bias due to

confounding, but relies instead on a variety of strong assumptions. In Chapter 3, we

64



present a novel approach that uses gene-by-sex interactions to accommodate ex-

tensive pleiotropy that violates the InSIDE assumption. In Chapter 4, we investigate

a series of dimensionality reduction approaches to simultaneously assess a large

number of highly correlated exposures in a joint MVMR model. In Chapter 5, we

report an applied analysis on how inflammation and body mass independently affect

a range of mood-related outcomes. We conclude with a discussion of the main con-

tributions of our work to the MR literature and point to further work that remains to

be done.
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Chapter 3

Sex Stratification and Pleiotropy

3.1 Introduction

The present Chapter describes a novel approach of pleiotropy-robust estimation of a

causal effect in MR (Chapter 2.4). Through an investigation of gene-sex interactions,

an alternative instrument that targets sex interactions can cancel out the pleiotropic

contribution, subject to certain more lenient assumptions regarding the distribution

of the pleiotropic effects. Parts of this work have been published in Genetic Epidemi-

ology [73].

As presented in Section 1, pleiotropy, a direct effect of the SNPs used as instruments

on the outcome of interest, is one of the factors that may hinder the validity of the MR

estimates. While pleiotropy is increasingly recognised as an inherent characteristic

of the genome, IV analyses and their applications in MR have strong assumptions

that require the variables used as instruments to be much simpler in their function

and ideally affecting only the targeted exposure. Therefore, additional care has to

be taken to translate the results of GWAS studies to reliable indicators of SNPs as

instruments. In Chapter 2.5, we describe how prior information on how a given set
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of variants affects multiple exposures (measured pleiotropy ) can guide the construc-

tion of a joint MVMR model. In Chapter 2.4, we present the different models that

are pleiotropy-robust without any requirements on specifying the phenotype through

which the pleiotropic effect is exerted (unmeasured pleiotropy). These models have

desirable properties as it is not always feasible to point exactly to the physiological

pathway (Chapter 2.5), more so in less well studied variants or variants in non-coding

regions.

In this chapter, we introduce an approach in this latter category of robust meth-

ods. Robustness to pleiotropy is conceptualised differently and is cancelled exactly,

without the strong distributional assumptions of other methods. We follow the ap-

proach of previous works on gene-by-environment interaction (GxE) and focus on

a binary environmental interaction that conveniently allows for the cancellation. We

generalise the approach to accomodate more realistic scenarios of targetting weaker

interactions.

3.2 Gene-Environment Interactions & MR

Recent observations suggest that the data generating mechanisms of gene-phenotype

associations are not optimally described by the simple single-phenotype regressions

performed in GWAS studies (Equations 2.3, 2.4) but are rather parts of larger net-

works with multiple gene-by-environment interactions. In line with these findings,

pleiotropy-robust MR methods that leverage these interactions have been proposed.

The characteristic property of such an interacting environmental trait is that it mod-

ulates the magnitude of the association of the variant with the phenotype. In DAG

notation, this can be visualised as an additional interacting node between G and S
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(Figure 3.1). This assumed data generating mechanism can then serve as a source

of alternative instruments for MR. The canonical example in MR is alcohol consump-

tion, aldehyde dehydrogenase-2 (ALDH2) and sex ([39], Chapter 3.1). In the existing

body of literature that makes use of GxE interactions to provide pleiotropy-robust MR

estimates, a prime example is the investigation of the effect of alcohol consumption

on blood pressure in an Asian population [39]. In this study, the authors use homozy-

gosity status for a common polymorphism in alcohol dehydrogenase 2 (ALDH2) as

an IV. Biological reasoning justifies this choice as ALDH2 is directly involved in the

enzymatic breakdown of ethanol. It is located in the mitochondria and, after the re-

duction of alcohol to acetaldehyde by ALDH1, converts acetaldehyde to acetate, a

nontoxic product. A point mutation causes a drastic reduction in this enzymatic ac-

tivity and is highly prevalent in Asians. What is of particular interest to the scope

of this chapter is the sensitivity analysis that the authors use to test the validity of

the ALDH2 instrument. Given the culturally determined low consumption of alcohol

among women, they hypothesised that any association with ALDH2 homozygosity

status with blood pressure would reflect a pleiotropic effect. They interpret the null

association as supportive of the IV3 core condition, that is that ALDH2 exerts its

effect on blood pressure only through alcohol consumption. The validity of the MR

estimates would depend on the extent to which the interaction is strong.

Spiller et al. [74, 75] have developed the MR-GxE method, a formal framework that

explicitly models the interaction. They use the example of a varying G-BMI associ-

ation across strata of TDI [75] and a range of anthropometric, lifestyle, and disease

status covariates [74].

Another related method that implicitly uses interactions is the MR G-Estimation un-
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der No Interaction with Unmeasured Selection (MR-GENIUS) [76]. Tchetgen Tchet-

gen et al. use the Lewbel’s estimator for endogenous regressors with heteroskedas-

ticity [77] and extend it to allow for violations of IV2 and IV3 (here discussed in Chap-

ter 1.5). A crucial advantage of this approach is the appropriate performance without

a need for specification of the interacting covariate.

With the present work, we wish to address some issues in the practical use of in-

teractions in MR. First, within the MR GxE framework, the authors acknowledge that

complications can arise when the true data generating mechanism includes an inter-

action variable that is in reality downstream of both G and X. It is particularly difficult

to completely exclude this possibility for complex traits that occur in later life stages,

such as education, income, or behavioural traits. Secondly, it may be more difficult

to obtain interactions that are as strongly predictive of X as the associations are.

Assuming that such very strong interactions are rare, which is generally observed in

GxE studies [78], leveraging weaker interactions could induce a dilution of the esti-

mated effect; thus, a weak-instrument robust approach may be warranted.

In Section 3.3, we describe the pleiotropy cancellation process and the simulation

designs that will be investigated.

3.3 Data Generating Mechanisms

We consider the following models for a continuous exposure X and a continuous

outcome Y of a set of i.i.d individuals. The causal mechanism is visualised in Figure

3.1.
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Figure 3.1: Causal diagram representing the assumptions of an MR GxE analysis with a binary
covariate of interaction (Sex). G: Genetic variant used as instrument; X: Exposure; Y: Outcome; U:
Confounder; S: Sex; IG,S : Gene-Sex Interaction Variable.

X|G., S, U =
k∑

j=1

γjGj + βXSS +
k∑

j=1

∆jSGj + βUXU + εX . (3.1)

Y |X,S,G., U = βX +
k∑

j=1

αjGj + βUYU + βSY S + εY . (3.2)

A set of k independent genetic variants influence the exposure X (magnitude of

effect γ) and the outcome Y (α). This pleiotropic effect α invalidates IV3 and its

distribution determines whether IVW or the pleiotropy-robust methods can retrieve

consistent estimates for β (Chapter 2.4). If this effect is normally distributed and zero-

centred (α ∼ N(0, σ2
α)) and is orthogonal to the strength of the G − X association

(α |=|= γ), then IVW is asymptotically unbiased. If α satisfies the InSIDE assumption,

then MR Egger may be useful; alternatively, if the majority of the α elements are zero,

that is if most of the SNPs are valid, then the median- and mode-based estimators

can be accurate (Chapter 2.4). We will be focusing on challenging cases where

the InSIDE assumption is violated. At this stage of presentation, we keep ∆ and α

independent but we elaborate on this in Section 3.4 where we describe when and

how it can be relaxed. The binary covariate S andG both contribute to a multiplicative

interaction IG,S which affects the exposure (∆). We also assume that there is a direct

effect of S on X and Y .
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The target of the estimation is the average causal effect of an intervention on X by a

single unit, while all other factors in model (2) are held fixed. In potential outcomes

notation, this causal effect can be written as the population average:

β = E[Y (X)− Y (X − 1)].

where β is the coefficient of X in outcome model (2). When the data are generated

according to models (3.1) and (3.2), applying standard Two Stage Least Squares

(2SLS) to estimate the association between Y and the genetically predicted expo-

sure will not yield a consistent estimate of the causal effect, because each genetic

variant exerts a direct pleiotropic effect on Y not through X. This bias can be seen

when we rewrite model (3.2) and express Y as a function only of G, S and U in (3.3),

Y |G., S, U =
k∑

j=1

{αj + β(γj +∆jS)}Gj + (ββSX + βSY )S + (ββUX + βUY )U + βεX + εY .(3.3)

Thus, this α term in Eq. 3.3 is carried through when we predict X with G and inaccu-

racies can ensue. If S is unobserved, but follows a distribution with probability mass

function P (S) that is independent of G and U, we can then marginalise over S. Here

we assume that E(S|G,U) = E(S) = 1
2
, which gives the reduced form model in (3.4):

Y |G., U =
k∑

j=1

{αj + β(γj +
1

2
∆j}Gj +

1

2
βSY + (ββUX + βUY )U + βεX + εY

=
k∑

j=1

(αj + βγ∗j )Gj + ε∗Y

=
k∑

j=1

Γ∗
jGj + ε∗Y . (3.4)
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The Wald ratio causal estimand for a single SNP j is the ratio of theGj-Y association,

Γ∗
j , and the Gj-X association averaged over S, γ∗j :

βj = β +
αj

γ∗j
. (3.5)

When all SNPs are chosen to be mutually independent (not in LD, Chapter 2.1.1), the

2SLS estimate is asymptotically equivalent to an inverse variance-weighted average

of the SNP-specific causal effect estimates (Chapter 2.3). The IVW estimate is gen-

erally used in MR studies because of this asymptotic equivalence, but also because

it can be calculated with only summary data (Chapter 2.3, [79]). MR with summary

data also facilitates the inspection of heterogeneity in causal estimates across SNPs

(for example due to pleiotropy).

3.3.1 Robustness to Pleiotropy and Weak Instrument Bias

As described in Chapter 2.4, the IVW estimate is able to consistently estimate the

causal effect as long as the pleiotropic effects αj follow a zero-centered distribution

and are independent of the SNP-exposure associations. This holds if the sample

covariance Ĉov(αj, γ
∗
j ) = 0, which is referred to as the InSIDE assumption [80]. The

InSIDE assumption is automatically satisfied if αj = 0 for all SNPs. If some SNPs

have a non-zero pleiotropic contribution to Y , then IVW can still be valid if the dis-

tribution of the effects suggests that effectively pleitropic contributions are cancelled

out within this set (α ∼ N(0, σ2
α)). Still in that case, there will be heterogeneity among

the individual causal effect of each SNP and this additional heterogeneity can be

modelled by performing a random effects (RE) meta-analysis. Under an additive RE
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formulation, this is equivalent to fitting

Γ̂∗
j = βγ̂∗j + αj + σY jεj, εj ∼ N(0, 1), α ∼ N(0, τ 2). (3.6)

This is most commonly done using least squares to estimate β and the DerSimonian

and Laird moment-based estimate for τ 2 [81]. In meta-analyses of trials, this mod-

elling approach assumes that the true study effect in each individual study is different

and the RE model this difference by estimating a variance component for the total

effect.

The InSIDE assumption could be implausible in many settings and further robust

estimation strategies that rely on alternative identifying assumptions have been de-

veloped (median and weighted median estimators [69], mode-based estimator [82],

Chapter 2.4).

Another issue affecting MR studies is weak instrument bias. For example, in the two

sample context, the IVW estimate is known to be diluted towards zero by a factor of

x =
F̄ − 1

F̄
,

where F̄ = 1
K

∑K
j=1

γ2
j

SE2
γj

is the mean F-statistic. Weak instrument bias can be cor-

rected for with Simulation-Extrapolation [83]. A benefit of the Robust-Adjusted Profile

Score (MR-RAPS) approach [84] is that it offers an exact solution for dealing with

weak instrument bias as well as one form of pleiotropy. It estimates the value of β

and τ 2 that maximises the profile log-likelihood:

l(β, τ 2) = −1

2
Q(β, τ 2) + log(σ2

Y j + τ 2),
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where

Q(β, τ 2) =
k∑

j=1

wj(β, τ
2)(β̂j − β)p, and wj(β) =

γ̂2j
σ2
Y j + τ 2 + βσ2

Xj

, σ2
Xj = Var(γ̂j).

(3.7)

Here τ 2 is the pleiotropy variance and p denotes a user-specified loss function. Some

examples include the standard L2 loss (p=2), or a customised function that enforces

robustness to (pleiotropic) outliers such as Huber or Tukey loss functions, as de-

scribed in [56]. With these two modifications, MR-RAPS can then be heuristically

viewed as a weak instrument and pleiotropy robust combination of the IVW and

median-based methods.

3.3.2 SNP-Level Cancellation of Pleiotropy

Model (3.1) includes an interaction term between each genetic instrument and the

binary covariate S; individuals with different values of S thus have different strengths

of SNP-exposure associations. When performing an MR analysis, we would calcu-

late SNP-exposure associations by marginalising over S to estimate the summary

quantities γ̂∗j and Γ̂∗
j . We will explicitly make use of this covariate when constructing

our pleiotropy-robust analysis. Under models (3.1) and (3.2), we can express the

true SNP-exposure and SNP-outcome associations within each stratum of S as
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γj1 = E[X|G = 1, S = 1]− E[X|G = 0, S = 1] = γj +∆j.

γj0 = E[X|G = 1, S = 0]− E[X|G = 0, S = 0] = γj.

Γj1 = E[Y |G = 1, S = 1]− E[Y |G = 0, S = 1] = β(γj +∆j) + αj.

Γj0 = E[Y |G = 1, S = 0]− E[Y |G = 0, S = 0] = βγj + αj = Γj.

From these equations, we observe that the difference in SNP-outcome associations

between each strata of S divided by the difference in SNP-exposure associations be-

tween each strata of S cancels out exactly the pleiotropic contributions and identifies

the causal effect:

Γj1 − Γj0

γj1 − γj0
=
β(γj +∆j) + αj − (βγj + αj)

γj +∆j − γj
= β

∆j

∆j

= β. (3.8)

This estimand has some attractive properties. Rather than explicitly accounting for

additional heterogeneity due to pleiotropy under InSIDE, the pleiotropic effect of

each SNP is cancelled out exactly. This cancellation is not affected by whether the

pleiotropy violates InSIDE. This in turn can allow a fixed effect analysis, which may

make it more efficient than methods which explicitly model residual heterogeneity

due to pleiotropy.

3.3.3 Estimation

Two-Sample Setting

We first consider the case of data availability for two independent samples summary

data (one for SNP-exposure and one for SNP-outcome associations). In both sam-
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ples, the data generating models 3.1 and 3.2 hold. In the first sample, we obtain

estimates of the association between Gj (j = 1, .., K SNPs) and X at each level of

the interacting variable S (γ̂0j (σ2
X0j) and γ̂1j (σ2

X1j) . In the second sample, we obtain

estimates of the association between Gj and Y at each level of S (Γ̂0j (σ2
Y 0j) and

Γ̂1j (σ2
Y 1j)). We can then readily calculate for each SNP the ratio of the difference in

sexes in SNP-Outcome associations over the difference in sexes in SNP-Exposure

associations, as described in Eq. 3.8. A pooling of the individually estimated SNP

effects can then be performed with the IVW meta-analysis method (Chapter 2.3). We

refer to this as the ’sex-stratified IVW’ estimate. As the target of this instrument is the

interaction and it is possible that many interactions will be weaker in magnitude, the

causal effect estimate may in turn suffer from weak-instrument bias. The dedicated

formula that quantifies the degree of this anticipated regression dilution (due to weak

instruments) is as follows

F̄Strat − 1

F̄Strat
, where F̄Strat =

1

k

k∑
j=1

(γ̂j1 − γ̂j0)
2

σ2
X0j + σ2

X1j

. (3.9)

To corroborate this, we present a simulation study that shows how the observed

values of regression dilution agree with the expected ones that Fstrat suggests (Fig-

ure A.1). Generally, we would expect Fstrat to be lower than F , as γ̂j1-γ̂j0 would

need to have opposite signs or drastically different values for this not to occur. To

protect the analyses from this anticipated weak-instrument bias, we propose to use

sex-stratification within the MR-RAPS framework [84], by adapting its inputs to fit

our setting. Specifically, we will estimate the values of β (and potentially τ 2) which

maximises the profile log-likelihood but with our previous definition Q(β, τ 2) replaced
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with

Q(β, τ 2) =
k∑

j=1

wj(β, τ
2)

(
Γ̂j1 − Γ̂j0

γ̂j1 − γ̂j0
− β

)p

, wj(β, τ
2) =

(γ̂j1 − γ̂j0)
2

σ2
Y 0j + σ2

Y 1j + τ 2 + β2(σ2
X0j + σ2

X1j)
.

(3.10)

Fixing τ 2 to zero and estimating β under a fixed effect analysis is justified under our

proposed data generating models because the pleiotropy terms cancel out. How-

ever, over-dispersion may still be present in the causal estimates across SNPs, which

could be due to a variety of factors including (but not limited to) pleiotropy. For ex-

ample, a SNP’s pleiotropic effect may differ across sexes because it is differentially

expressed in men and women (scenario 3, Section 3.4.1). In this case, we would

want to calculate and report heterogeneity adjusted estimates under a random ef-

fects model. We therefore propose a three-step strategy:
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1. Use MR-RAPs to find β̂ which maximises profile log-likelihood for Q(β, 0) in

(3.10) under a fixed effect model;

2. If the value of the Q statistic Q(β̂, 0) (evaluated by setting p = 2) is ≤ the (1-ψ)th

percentile of a χ2
k−1 density using a pre-specified Type I error threshold of ψ then

use the fixed effect estimate;

3. If Q(β̂, 0) is > (1-ψ)th percentile of a χ2
k−1, replace Q(β, 0) with Q(β, τ) and max-

imise the profile log likelihood under a random effects model.

We will subsequently explore the performance of this estimation strategy that at-

tempts to use the more statistically efficient fixed effect analysis where possible and

only the random effects analysis if necessary.

One-Sample Setting

When implementing the procedure in the one sample setting, uncertainty in the SNP-

exposure and SNP-outcome associations will be correlated, which violates the key

condition of the two-sample MR approach and MR-RAPS. To account for this, we

employ a novel extension of the general Collider-Correction approach [85] in the

sex-stratified setting, to enable the analysis to proceed using the standard MR-RAPS

software. Borrowing the original terminology in [85], the algorithm is as follows:

1. Regress the exposure X on Gj within each level of S separately, to give γ̂1j and

γ̂0j for each SNP;

2. Regress Y on X, Gj and S and extract:

• The collider-biased estimated coefficient of X, β̂∗ with variance σ2
β∗ ;
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• The collider-biased estimated coefficients for Gj|S = 0 (α̂∗
j0) and Gj|S = 1,

(α̂∗
j1), for each SNP, with variances σ2

α∗0j and σ2
α∗1j respectively.

3. Under models (3.1) and (3.2), the parameter estimates in step 1 and 2 are linked

via

α̂∗
1j = αj + (β − β∗)γ̂1j + ε1j.

α̂∗
0j = αj + (β − β∗)γ̂0j + ε0j.

We therefore use MR-RAPS to estimate the single parameter (β − β∗) which

maximises the profile log likelihood where Q(β, τ) is replaced with

QCC(β − β∗, τ 2) =
k∑

j=1

wj(β − β∗, τ 2)

(
α̂∗

j1 − α̂∗
j0

γ̂j1 − γ̂j0
− (β − β∗)

)p

, where

wj(β − β∗, τ 2) =
(γ̂2j1 − γ̂2j0)

2

σ2
α∗0j + τ 2 + σ2

α∗1j + (β − β∗)2(σ2
X0j + σ2

X1j)
,

where τ 2 is at first set to zero but is estimated under a random effects model if

QCC(β̂ − β∗, 0) is adequately large. The variance of β̂ − β∗ is σ2
β−β∗

4. Estimate the causal effect β̂ as β̂∗ + β̂ − β∗, with variance σ2
β∗ + σ2

β−β∗

3.4 Simulation Studies

In this section, we compare the sex-stratified MR estimator against alternative ap-

proaches in various simulation scenarios of both individual level data (one-sample

MR) and summary data (two-sample MR). In all scenarios, model (3.1) was used to

generate continuous exposure data. Continuous outcome data were generated from

a broader version of model (3.2) presented below:
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Y |X,S,G., U = βX +
k∑

j=1

αjGj + βUYU + βSY S +
k∑

j=1

θjSGj + εY . (3.11)

The difference between model (3.2) and model (3.11) has an additional interaction

term between sex and the genetic instruments, whenever the parameters θ1, . . . , θj

are non-zero. Intuitively, this represents a setting of a direct and sex-specific effect

of G on Y . We note that, at a minimum, this additional interaction would prohibit the

perfect cancellation of the pleiotropy terms in the sex-stratified analysis as described

in 3.3.2. As a result, a fixed effect analysis would not be the optimal modelling

choice. In Figure 3.3, an overview of the data generating mechanism is presented.

The data generating models for all of the data, the precise parameter choices and

accompanying code are available at github.com/vaskarageorg/stratMR, but impor-

tant summary details of the simulation are now given:

X Y

U

G

S
I GSx

I GSy

INSIDE1 violation

INSIDE2 violation

Figure 3.3: Left: Causal diagram representing the underlying data generating model in equation 3.11

• In all scenarios, the number of SNPs, denoted by k, was maintained at 25 and

accounted for roughly 5% of the variance in X. In each iteration, the parameters

γj, ∆j, αj, and θj were generated randomly from separate distributions, and

were connected by the following equations.
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αj = µα,j + βαγj. (3.12)

θj = µθ,j + βθ∆j. (3.13)

• The expectation of the sample covariance, Ĉov(αj, γj), is equal to zero when βα

is set to zero, which we describe as the fulfillment of the ”InSIDE(1)” assumption.

In general, we quantify the magnitude of this violation using ρ1 = E[Ĉor(αj, γj)].

• When βθ is set to zero, the expectation of the sample covariance Ĉor(θj,∆j)

is zero, which we denote as the ”InSIDE(2)” assumption being fulfilled. We

examine situations where the InSIDE(2) assumption is both fulfilled and violated,

using ρ2 = E[Ĉor(θj,∆j)] to quantify the degree of InSIDE(2) violation.

• For individual-level one-sample analyses, data were extracted from the models

(3.1) and (3.11) for the same n individuals, resulting in correlated errors. Con-

versely, for two-sample analyses, data were obtained from the models (3.1) and

(3.11) for two separate sets of n individuals, resulting in independent errors. The

value of n was varied to produce data with a range of FStrat-statistics between

approximately 1 and 15, as determined by equation (3.9).

• In separate simulations, we fixed the causal effect either to β=1 or to β=0 in

order to evaluate power and Type I error (T1E) respectively. Other metrics of

performance included bias and coverage.
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3.4.1 Two-Sample Summary Data Setting

In Scenario 1, we generated two-sample summary data under moderate to severe

violations of the InSIDE(1) assumption (ρ1=0.6 and 0.9), with the InSIDE(2) assump-

tion being trivially fulfilled by setting all θj=0. We compared the results of four meth-

ods: the standard IVW estimate, the standard MR-RAPS estimate, a sex-stratified

IVW estimate, and a sex-stratified MR-RAPS estimate, all of which were performed

using a fixed-effects analysis. The operating characteristics are shown in Figure 3.4

for a range of sample sizes that produced F̄ statistics between 1 and 180 and F̄strat

statistics between 1 and 10.
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Figure 3.4: Bias, Type I error (TIE), Coverage and Power for different degrees of InSIDE(1) violation as
a function of increasing sample size (and hence increasing F and Fstrat statistics). TIE assessment
is based on a 5% level test under the null (β = 0).
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According to Figure 3.4, standard IVW and MR-RAPS estimates yield biased out-

comes regardless of the strength of the instrument, with a growing bias for increasing

ρ1 values. This lack of accuracy is reflected in inadequate coverage and high TIE in-

flation. The stratified IVW and MR-RAPS estimates, on the other hand, perform

much better. The IVW estimate stratified by sex displays some weak instrument bias

when F̄strat values are small, but this decreases as instrument strength increases,

as theorised in formula (3.9). Further evidence of this is presented in the Appendix

(A.1.1). This bias appears unaffected by the magnitude of ρ1. Coverage and TIE of

the stratified IVW estimate approach expected levels as F̄strat increases. For moder-

ate InSIDE(1) violation (ρ1=0.6), the MR-RAPS estimate stratified by sex is unbiased

across all F̄ strat values, with coverage and TIE at their nominal levels. For strong

InSIDE(1) violation (ρ1=0.9), some bias is present in the estimate for F̄strat values

below 4.

In Scenario 2, our attention was focused exclusively on the sex-stratified IVW and

MR-RAPS estimators and we explored how the performance of these estimators

was influenced by selecting SNPs based on interaction strength (Fstrat). Utilising the

same data generating mechanism as previously, we varied the proportion of SNPs

without any sex-specific effect (i.e. ∆j = 0) from 0% to 70%, leading to a set of truly

sex-dimorphic instruments ranging from 30% to 100% of the available SNPs. We then

applied two approaches to the data, (a) using all SNPs and (b) using only SNPs with

an individual Fstrat ≥ 3. The outcomes are depicted in Figure 3.5. Without the selec-

tion, the stratified IVW estimate is significantly biased due to weak instruments. This

bias is partially reduced by selecting SNPs based on instrument strength, resulting

in a modest increase in coverage and precision. The MR-RAPS estimator stratified
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by sex is biased when instruments are very weak (F̄ strat ≤ 1), but this bias van-

ishes for F̄ strat ≥ 3. With SNP selection, precision of the sex-stratified MR-RAPS

estimate increases; however, this comes at the cost of a rise in downward bias, a

resulting decrease in coverage and T1E inflation. Our conclusion is that unless the

Fstrat estimate is extremely weak, SNP selection does not enhance the performance

of the sex-stratified MR-RAPS estimate and may introduce winner’s curse bias.
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Figure 3.5: Impact of different proportions of SNPs without true interaction (∆j = 0) on bias, empir-
ical standard error, Type I error, coverage, and power. The sample size was kept constant and the
variation in Fstrat was solely due to differences in the proportion of SNPs that had sex-differential
associations with the exposure X. Selection: only those SNPs that were differentially associated with
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In scenario 3, we examine settings where the pleiotropic effects of SNPs are

also sex-specific by making the θj term in (3.11) non-zero. We further specify this
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pleiotropy as either conforming to the InSIDE(2) assumption (ρ2 = 0) or not (ρ2=0.5).

The degree of InSIDE(1) violation was set to 0.5 in both scenarios. Our objective is to

detect this sex-specific pleiotropy as heterogeneity with the Q-statistic and determine

whether a fixed or random effects analysis is appropriate, as outlined in Section

3.3.3. This method, referred to as ”Choice,” is then compared to the constant use of

either a fixed effect or a random effect model. The results are displayed in Figure

3.6.
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Figure 3.6: Performance measures of the MR-RAPS stratified approach under varying degrees
of InSIDE(2) violation and increasing sample sizes. The measures shown are bias, coverage,
power, Q-statistic power, and Type I error (T1E) assessed under a 5% level test under the null hy-
pothesis (β = 0). The sample sizes correspond to mean (standard deviation) Fstrat statistics of
2.23(0.29), 6.03(0.72), 9.43(1.11), and 13.41(1.24). The figure displays results for three implementa-
tions of the MR-RAPS stratified approach: fixed effect, random effects, and choice.
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The results showed that when the InSIDE(2) assumption was satisfied (ρ2 = 0),

the random effects sex-stratified MR-RAPS estimator delivered approximately unbi-

ased estimates of the causal effect and achieved close to nominal coverage and Type

I Error (TIE). This is reassuring, as the convergence of the over-dispersed MR-RAPS

estimator to the single correct parameter value is not guaranteed without further as-

sumptions and constraints on the form of the loss function used as outlined in Section

5 of [86].

On the other hand, the fixed effect implementation was positively biased, leading to

a loss of coverage and inflation of TIE. However, using the Q-statistic to guide the

choice between a fixed or random effects analysis resulted in estimates that were

only minimally biased. These estimates were also more precise than the blanket

random effects estimate, although there was a small loss in coverage. The power

of the Q-statistic to detect heterogeneity increased with sample size, as shown in

Figure 3.6 (bottom-right).

In the challenging scenario of violation of InSIDE(2) (ρ2=0.5), the findings indicate

that both fixed and random effects estimates are subject to bias (deep blue, Figure

3.6). As a result, neither method can provide reliable estimates in this scenario.

Utilising the Q statistic for model selection leads to an estimate that has operating

characteristics that lie between those of the fixed and random effects models.

In a further simulation, the magnitude of heterogeneity was varied and the perfor-

mance of the three methods was evaluated (Figure 3.7). This examination allowed for

an assessment of the Q−statistic test across the full range of possible results. This

is of particular relevance as it enables anticipation of varying degrees of sex-specific

pleiotropy with different magnitudes, and hence varying levels of diagnostic power
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with the Q−statistic. The fixed effect (FE) method was found to be biased as hetero-

geneity increased. The random effects (RE) approach exhibited some overcoverage

initially but converged to 95% for higher values of the parameter. The performance

of the Choice method was appropriate, although it was noted that there was a slight

inflation of T1E (7 − 8%) for a statistically significant Q−statistic in 50 − 75% of the

simulations.
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Figure 3.7: Performance of FE, RE and choice between the two based on Q−statistic (Choice).
Heterogeneity Parameter: θj in Equation 12, sex specificity of pleiotropy.

3.4.2 One-Sample Setting

We now illustrate the effectiveness of the sex-stratified MR-RAPS estimator when

applied in a one-sample individual-level data scenario using the Collider Correction

technique [85]. Similar to the two-sample setting, we first evaluate the performance

of the estimator when there is no sex-specific pleiotropy (θj=0) using a fixed-effects

implementation (Scenario 1). The results are presented in Figure 3.8. For compari-

son, we also show the results of a Two-Stage Least Squares (2SLS) model that does

not take advantage of the sex interaction and of MR GxE [75, 74] which leverages
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the interaction but lacks a weak-instrument robust implementation. The stratified MR

approach with Collider Correction is generally unbiased, except in simulations with

very low Fstrat values, and attains approximately nominal coverage. The 2SLS esti-

mate is biased and, while it appears to have higher power, this bias results in poor

coverage. The MR GxE method is unbiased when the sex interaction is strong, but

is susceptible to severe weak-instrument bias when it is not.
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Figure 3.8: Bias, power and coverage of the Collider-Correction sex-stratified MR-RAPS estimator,
2SLS and MR-GxE in the one sample setting.

We now extend Scenario 3 from the two-sample setting to the one-sample setting
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to demonstrate the capability of Collider Correction and the Qcc statistic in guiding the

selection between a fixed or a random-effects sex-stratified MR-RAPS model. Simi-

lar to Scenario 3, data is generated with sex-specific pleiotropy that either satisfies or

violates the InSIDE(2) assumption. The results are presented in Figure 3.10. Consis-

tent with the two-sample setting, when InSIDE(2) is satisfied, the results reveal that

the fixed-effect estimate is biased and has poor coverage, while the random-effects

estimate and the Qcc-driven estimate perform well and are nearly indistinguishable.

When InSIDE(2) is violated, the fixed-effect, random-effect, and Qcc-driven estimates

perform poorly.
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Figure 3.9: The figure presents the Bias, Power, Coverage, TIE, and Q-Statistic Power of the Collider-
Corrected sex-stratified MR-RAPs estimator in the one sample setting. The performance measures
are plotted against increasing sample sizes that correspond to mean (SD) Fstrat statistics of 1.54
(0.28), 5.02 (0.69), 8.24 (0.97), and 11.13 (1.17). The data is generated with pleiotropy either satisfy-
ing the InSIDE(2) assumption (ρ = 0) or violating it (ρ = 0.5), and three different implementations of
the approach are reported (Random Effects, fixed effect, and Choice). The TIE assessment is based
on a 5% level test under the null (β = 0).

One-Sample MR or Two-Sample MR?

A practical question raised by a reviewer was to determine whether to implement a

one-sample or two-sample sex-stratified analysis when individual-level data is avail-

able for N participants. The former approach is the one described in Section 3.3.3

and the latter splits the data into two independent subsets of size N
2

. Figure 3.10
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compares these two strategies. The results show that both approaches are approx-

imately unbiased as FStrat increases. However, the two-sample approach demon-

strates lower power due to its less precise estimates.
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Figure 3.10: Bias, power and coverage, TIE in the one-sample (Sample size N ) and two-sample
(N2 for exposure and outcome) settings. The performance measures are plotted against the increas-
ing sample sizes that correspond to mean (SD) Fstrat statistics of 5.62(0.61), 7.19(0.84), 8.73(0.98),
10.30(1.07), 11.84(1.22). The data are generated under the model of Figure 3.3, with pleiotropy satis-
fying InSIDE(2) assumption (ρ = 0).

3.4.3 Many Weak IVs or Few Strong and Weak Instrument Correction

Keeping the sample size and the proportion of variance in the exposure explained by

genetics constant, we examined how the behaviour of the sex stratified MR RAPS

estimator varied when many weakly interacting SNPs were available or if only a few

strong ones were. The results are shown in Figures 3.11 and 3.12. In summary we

show our method achieves appropriate coverage that is stable across the range of

individual IV strengths. However, when more SNPs are used, power is in fact seen

to increase.

To investigate the impact of a small number of arbitrarily weak IVs on the perfor-

mance of the weak-instrument robust estimator, and to examine if an increasing
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number of SNPs improves performance, we conducted a series of simulations by

varying the number of SNPs to be 5, 12, 30, 50, or 100. Additionally, we varied the

strength of the individual SNP-X associations while keeping the total variance in the

exposure explained by the SNPs constant, in order to simulate a realistic scenario of

either choosing few stronger IVs or many weaker ones. The sample size was kept

fixed at 20,000.

Our results show that methods that leverage the interaction but are sensitive to weak

instruments (MR GxE in one-sample MR, IVWstrat in two-sample MR) suffer from

regression dilution. This results in a bias towards the observational association for

one-sample MR (as shown in Fig.3.12) and towards the null in two-sample MR (as

shown in Fig.3.11), leading to a drop in coverage as the number of IVs increases,

despite identical interaction strength (Fstrat ≈ 16 in all sets of IVs).

However, for the methods that leverage the interaction (RAPSstrat in two-sample MR,

RAPSstrat + collider correction in one-sample MR), bias and coverage remained con-

stant and well-controlled throughout while power actually improved as the number of

IVs increased.
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Figure 3.11: Comparison of performance in contexts of many weak IVs or few strong, Two-Sample
MR
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Figure 3.12: Comparison of performance in contexts of many weak IVs or few strong, One-Sample
MR

3.5 Applied Examples

To illustrate the effectiveness of the sex-stratified MR-RAPS method, we conduct a

series of single-sample MR studies using the UK Biobank data [87]. The goal is to

93



determine the causal effect of waist-to-hip ratio (WHR) on various binary and con-

tinuous outcomes linked to body composition or fat distribution. WHR is a measure

of body shape and fat distribution, and it is particularly sensitive to central obesity,

which is known to increase the risk of cardio-metabolic diseases. A 2015 study from

the GIANT consortium revealed that 20 out of the 49 SNPs with genome-wide sig-

nificance for WHR showed different effects in men and women [88]. A more recent

meta-analysis, including data from UK Biobank, increased this number to 105 [89].

In accordance with the simulations, we employ three distinct MR methods for the

data analysis.

1. Applying a conventional 2SLS approach by utilising all 49 SNPs as instruments;

2. Conducting a sex-stratified MR-RAPS analysis with all 49 SNPs, incorporating

Collider Correction and determining the use of fixed or random effects analysis

based on the Qcc statistic;

3. As described in item 2, but limiting the analysis to only the 20 SNPs that have

been found to be sexually dimorphic in the external GIANT cohort.

In the analysis, 17 outcomes (6 binary and 11 continuous) were evaluated. The mod-

els were adjusted for the following factors: age at baseline, first five genetic principal

components to account for ancestry, center of assessment, and genotyping array.

For continuous outcomes, the causal estimates represent the population average

standardised effect of changing WHR by 1 standard deviation. For binary outcomes,

the causal estimates show the average risk difference in the outcome for a 1 stan-

dard deviation increase in WHR, obtained by fitting logistic regression models and

converting the model fitted values to average marginal effects using the ’margins()’

package (refer to [90, 91] for more information). This approach differs from the more
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commonly used logistic regression modeling. Our model depends on calculating

precise differences in association estimates between men and women, and as the

prevalence of some conditions can be very different across sexes (refer to Appendix,

Table A3.1), the non-collapsibility of odds ratio could potentially introduce unwanted

bias into the analysis (as discussed in [92] and [93]).

Scatter plots of the summary statistics used in our analyses can be found in Appendix

A.1.2.

3.5.1 Strength of sex-differential associations with WHR

In the UK Biobank, the 49 genome-wide significant WHR SNPs from the GIANT

consortium were analysed for all participants. The mean F -statistic was found to be

8.92 (R2 = 3.86%) in males and 146.23 (R2 = 5.37%) in females, indicating that the

SNPs exhibiting sex-dimorphic differences in the GIANT cohort also display differ-

ential associations across genders in UK Biobank. The mean Fstrat-statistic for the

49 SNPs that were jointly genome-wide significant in both males and females was

37.41, while the mean Fstrat-statistic for the 20 SNPs that were genome-wide signif-

icant and sex-specific was higher at 69.63. The F and Fstrat statistics for these 20

SNPs are depicted in Figure 3.13. As mentioned in Section 3.1, it was observed that

for 10 SNPs, the Fstrat was greater than F .
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selection of sex-dimorphic SNPs was based on an external sample (Shungin et al. 2015). The
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3.5.2 Results

In Figure 3.14, the results for the six binary outcomes are presented. These were:

type 2 diabetes, myocardial infarction, osteoarthritis of any location, stroke, atrial fib-

rillation and any heart valve disease. Outcome prevalences for males and females

are reported in Table 3.1. There seems to be some sex difference for the outcomes,

with AF, T2D, MI and stroke being more common in males and osteoarthritis in fe-

males.

Number & Prevalence in Males Number & Prevalence in Females
Atrial Fibrillation 2587, 1.25% 1158, 0.47%

T2D 9462, 4.7% 4907, 2.04%
MI 8512, 4.13% 2077, 0.85%

Osteoarthritis 32913, 15.96% 48201, 19.69 %
Stroke 3828, 1.86% 2660, 1.09 %

Table 3.1: Cases & Proportion of diagnoses in males and females.

In terms of the effects of waist-hip ratio (WHR) on atrial fibrillation, osteoarthri-

tis, and stroke, no causal relationship was detected across the three methods (1-3).

For type 2 diabetes and myocardial infarction, the two-stage least squares (2SLS)
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method indicated a robust causal effect with effect sizes of 0.038 (95% CI: 0.031,

0.044) and 0.016 (0.010, 0.022), respectively. This association was not found through

the stratified approaches. Conversely, for heart valve disease, the results from

the sex-stratified approaches indicated a protective effect of WHR on the outcome,

whereas the 2SLS estimate did not show the same relationship.

It was found that for the method 2 in atrial fibrillation, a random effects model was

deemed more appropriate based on the QCC statistics. A fixed effect model was

preferred for all other estimates.
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Figure 3.14: One-Sample binary outcome MR results for 2SLS estimate (analysis 1) and the sex
stratified MR-RAPS approaches (analyses 2 and 3). Estimates are ordered by the magnitude of the
2SLS estimates. In the horizontal axis, different outcomes are represented; in the vertical axis, the
effect size is shown as a point with the lines denoting the 95% confidence intervals (CIs). AFIB: atrial
fibrillation; DIAB: type 2 diabetes; MI: myocardial infarction; OSTEO: osteoarthritis.

The results section presents the findings of the analysis for 11 continuous out-

comes, namely height, high density lipoprotein (HDL), body mass index (BMI), C-
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reactive protein (CRP), alcohol consumption (ALC), patient health questionnaire-9

(PHQ9), composite international diagnostic interview for depression (CIDI-MDD), low

density lipoprotein (LDL), glucose (GLC), systolic blood pressure (SBP) and diastolic

blood pressure (DBP), as shown in Figure 3.15. Among these outcomes, estimates

from all methods fail to reject the null hypothesis at the 5% significance level for four

outcomes (CRP, ALC, CIDI, PHQ-9). For height, BMI, and GLC, the 2SLS approach

suggests an association of WHR with these phenotypes, but this finding is not sup-

ported by the stratified analyses.

A causal effect of WHR is implied by all three methods for SBP, DBP, HDL and LDL,

although the magnitude of the effect is lower in the stratified approaches. Statistically

significant heterogeneity was detected in the QCC-statistic at the 5% level for height,

HDL, glucose, SBP and DBP for methods 2 and 3, while for CRP, heterogeneity

was detected for method 2 but not for method 3. No heterogeneity was identified

in all other outcomes, and a fixed effect model was used for these cases. Overall,

the results suggest varying effects of WHR on different outcomes and demonstrate

the importance of considering such stratified analyses that are naturally robust to

pleiotropy to understand the underlying mechanisms.

Depression Outcomes: In keeping with the applied scope of the thesis, I investi-

gated the effects of WHR on two depression questionnaire outcomes, the Patient

Health Questionnaire-9 (PHQ-9) and the Composite International Diagnostic Inter-

view (CIDI) (Figure 3.15). These are described in detail in Chapter 5. As above, the

novel method and 2SLS were applied. There was no evidence of heterogeneity (Q)

in the two models, suggesting consistent effects across individual SNPs. Both the

conventional 2SLS analysis and the one-sample stratified method failed to reject the
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null, with slightly less precise estimates in the latter.
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Figure 3.15: One-Sample continuous outcome MR results for 2SLS estimate (analysis 1) and the
sex stratified MR-RAPS approaches (analyses 2 and 3) ALC: weekly alcohol consumption; BMI:
body-mass index, inverse normalised; CIDI MDD: Composite International Diagnostic Interview for
depression; CRP: C-reactive protein; DBP: diastolic blood pressure; GLC: glucose; HDL: high-density
lipoprotein; LDL: low-density lipoprotein; PHQ9: patient health questionnaire-9 (depression module);
VALV: valvular disease.

3.6 Discussion

The current study demonstrates that horizontal pleiotropy, a common challenge in

MR studies, can significantly bias the analysis and result in hopelessly biased esti-
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mates. This is consistent with the findings of previous studies [94]. To address this is-

sue, we have proposed a simple yet effective approach, building on the work of Spiller

et al [75, 74], which utilises multiple gene-sex interactions to cancel out pleiotropy

at the level of each individual instrument. This approach is robust to pleiotropy that

violates the traditional InSIDE assumption [80].

However, we also note that a type of sex-specific pleiotropy, referred to as InSIDE

2 violation, could bias the results. This can occur when a polymorphism is differen-

tially associated with both the exposure and outcome in men and women, and the

two interactions are not independent. We propose ways to test for such sex-specific

pleiotropy, which we argue is a more lenient assumption than those of other MR ap-

proaches.

Our approach can be viewed as a special case of MR-GxE [75] due to its use of a

single binary covariate. However, by integrating the approach into the framework of

MR-RAPS [86] and utilising the technique of Collider-Correction [85], our implemen-

tation is statistically efficient within a special class of estimators, weak instrument

robust, and applicable to both one-sample and two-sample data. The approach can

be implemented using standard existing software, and the software code is available

at https://github.com/vaskarageorg/stratMR.

Our method provides a practical solution for handling pleiotropy in MR studies that

investigate exposures exhibiting genetic heterogeneity between sexes. However,

additional research is required to evaluate the generalisability and reliability of our

approach, especially when faced with more intricate types of pleiotropy.

In our study, we compared the performance of our proposed sex-stratified MR ap-

proach to standard MR approaches in the analysis of the link between waist-to-hip
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ratio (WHR) and various disease traits. Our results indicate that the standard MR ap-

proach leads to a larger number of tentative causal effects than the sex-stratified MR

approach, which guards against pleiotropic bias. We believe that the lack of persis-

tence of these effects in the sex-stratified MR analysis is mainly driven by pleiotropy

involving body mass index (BMI). Variants associated with WHR also affect BMI [89],

which in turn predisposes individuals to dysregulations of glucose metabolism [95]

and cardiovascular risk [96]. We acknowledge that our approach has limitations,

particularly in relation to the availability of publicly available sex-stratified genetic as-

sociations and the need for instrument selection in an external dataset to avoid Win-

ner’s curse. In addition, our approach assumes the homogeneity of causal effects of

the exposure on the outcome across sexes, although we plan to adapt the approach

to relax this assumption in future work. We recommend the use of a heterogene-

ity statistic to choose between two different implementations of the model, which is

more efficient than a blanket use of the random effects model. Finally, we plan to

extend our approach to allow for in-sample SNP selection, through implementing an

explicit Winner’s curse adjustment.

Alternative modelling frameworks

While we maintain that our estimation method based on differences is statistically

efficient because it eliminates pleiotropy and supports a fixed effect model, we ac-

knowledge that there exist various other options for modeling sex-specific summary

statistics when pleiotropy is present, as noted by a reviewer. One such alternative

approach, as described using the same notation as before, would be to employ two

distinct linear models for SNP-outcome associations in males and females sepa-
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rately, as shown below:

Γj0 = βγj0 + αj0, Γj1 = βγj1 + αj1, αj0, αj1 ∼ N(0, τ 2). (3.14)

It is important to note that the two models share the same causal effect β, but their

pleiotropic effects, which originate from the same normal distribution parameterised

by τ 2, are different. Estimating β and τ 2 together in this random effects model would

likely result in higher efficiency compared to our proposed fixed effect difference

model. However, the random effects model requires the InSIDE assumption that

the sex-specific SNP-exposure associations and pleiotropic effects are independent,

whereas our difference-based model does not depend on this assumption. Fur-

ther exploration of the advantages and disadvantages of each modeling approach in

terms of efficiency and robustness is a topic for future research.

3.7 Summary

In this Chapter, we show how pleiotropy can render MR estimates biased, and how

our method solves this issue when gene-sex interactions are available. The key

technique is that we cancel out pleiotropy at the level of each individual instrument.

We point to cases where sex-specific pleiotropy can still not salvage the analysis.

Our method is statistically efficient, weak instrument robust, and applicable to both

one-sample and two-sample data.
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Chapter 4

Dimensionality Reduction

Approaches in MVMR

In Chapter 2.5, I describe how MVMR, an extension of the basic univariable ap-

proach, can be used to disentangle complex causal mechanisms and illuminate

mediating pathways when multiple, possibly correlated phenotypes affect a health

outcome [97, 98]. This is especially relevant if we consider the pleiotropic na-

ture of genetic variants (Chapter 2.4) and hence the possibility that most MR de-

signs suffer from some form of IV3 violation (Chapter 1.5). By incorporating many

exposures simultaneously, MVMR can accommodate some degree of measured

pleiotropy through the other exposures, such as in the investigation into the effect

of various lipid traits on coronary heart disease (CHD) risk [98].

A logical conclusion would be to drastically increase the number of exposures that

are to be included in such a MVMR model in order to try to accomodate many pos-

sible pleiotropic pathways with an extended instrument. However, it is important to

note that this may not always be the most effective approach due to the potential for
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correlations between exposures. MVMR can model correlated exposures, but it may

not perform optimally when there are many highly correlated exposures, and in turn

their genetically proxied values aren’t clearly separated. This is best understood as a

problem of conditionally very weak instruments [99], and hence can only be avoided

if the genetic instruments are strongly associated with each exposure conditionally

on all the other included exposures. To evaluate if the assumption is met, the con-

ditional F-statistic can be used, with a minimum value of 10 for all exposures being

deemed sufficiently strong as a rule of thumb [99].

When analysing multiple highly correlated exposures such as metabolite data or

imaging data, genetic instruments are more likely to become conditionally weak,

which can lead to extreme bias and unreliable causal estimates. Weak-instrument

robust MVMR methods can address this to some extent, but at the cost of reduced

precision [100, 101]. Additionally, MVMR models assume the ability to intervene and

change each individual exposure while holding the others fixed, which may not be

practically achievable in high dimensional and highly correlated exposure settings.

Correlated exposures in physiology are a result of functional connectedness, such

as involvement in the same biochemical cascades. For instance, low-density lipopro-

tein, a protein that carries cholesterol from the liver to other organs and tissues, can

be further subdivided in many subclasses according to size and density [102]. Due

to their partially shared function, strong genetic determinants that clearly separate

these traits are not likely to be found and other approaches may be useful.

The objective of this chapter is to assess dimensionality reduction techniques and

how they summarise groups of correlated genetically predicted exposures into more

compact sets of principal components (PCs). We subsequently investigate MR anal-
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yses with these PCs in place of the original exposures. We propose the adoption of

sparse methods to improve inference and interpretability in the resulting factors.

I initiated work on this project during my MSc in Health Data Analytics & Machine

Learning at Imperial College London, which has since been substantially developed

and elevated to a publishable standard during my PhD studies. Parts of this chap-

ter have been published in elife [103] and presented as oral presentations in two

conferences [104, 105].

4.1 Multicollinearity & Dimensionality Reduction

In statistical analysis, multicollinearity is a common issue that arises when a matrix

of exposures X is high-dimensional and contains several blocks of correlated vec-

tors. If we attempt to regress this entire matrix on a response variable Y, this can

lead to precision issues in the estimates due to the unstable nature of the parameter

estimates.

Let x1,x2, ...,xp be the columns of the n×p matrix X, where n is the sample size and p

is the number of exposures. Multicollinearity occurs when there is a high correlation

between two or more of the exposure variables. In other words, some of the vectors

x1,x2, ...,xp can be expressed as linear combinations of other vectors, making it dif-

ficult to uniquely identify the effects of each exposure on the response variable.

Dimensionality reduction techniques are popular for dealing with these types of is-

sues. One such technique is the singular value decomposition (SVD) of a matrix X.

SVD includes a decomposition into three matrices as such: X = UDVT , where U and

V are orthogonal matrices and D is a diagonal matrix with singular values [106].

The matrix V, also known as the loadings matrix, is a useful indicator of which ex-
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posures contribute to each principal component. The elements of each column rep-

resent the particular linear transformation that creates the corresponding PC, with

highly correlated variables receiving coefficients of similar magnitude. By examin-

ing the loadings, we can identify which exposures are primarily driving the values in

the PC scores, with numerically larger loadings showing a larger contribution to the

linear transformation. Using this decomposition, we can obtain a smaller set of inde-

pendent principal components that can be used for regression analysis. Let Z = UD

denote the n ×m matrix of the first m principal components, where m < p. We can

perform regression analysis on Z rather than X to estimate the effect of the expo-

sures on the response variable Y. This technique is called PC regression, allows for

inference and is useful in exploratory data analyses, [106]. Given the focus of this

chapter in estimating causal effects, we make use of this method in the proposed

approach.

An important part of applied PCA is the determination of a sensible number of infor-

mative PCs that should be retained. Having addressed the issue of multicollinearity,

there still is the issue of keeping only relevant PCs while at the same time substan-

tially reducing the number compared with the original exposures. There are various

such methods for selecting the number of components. The elbow method involves

selecting this number at the point where the marginal gain in explained variance be-

gins to flatten. Due to its reliance on subjective visual judgement, this method is not

ideal and can be prone to error. Another approach is to use a simple cutoff value for

the eigenvalue of the principal components. This is typically set to 1, with this value

expressing the amount of variance explained by a single variable, and are therefore

considered non-informative. The permutation method is another approach that in-
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volves randomly permuting X and then conducting PCA on the permuted data. This

process is repeated multiple times, and the components that explain more variance

than those obtained in the permuted data are considered informative.

One attractive property of using principal components is that the scores UD are in-

dependent with each other. This is because the remaining principal components

are constructed directly orthogonal to the previous ones. Therefore, in the second

stage of PC regression, we can perform inference on groups of variables rather than

individual elements of X, without the concerns of multicollinearity for the predictor

variables.

An active area of research is how sparse methods, that is methods that favour a so-

lution where the loadings matrix V is constrained to contain many zero values, can

be combined with dimensionality reduction so as to enhance interpretability [107].

By reducing the number of exposures that contribute to each principal component,

we can isolate the contributions of groups of correlated exposures to specific com-

ponents. This approach is particularly useful for making statistical inference in such

contexts, as it allows us to more readily identify which exposures drive observed

associations. In contrast, in PCA without sparsity constraints, all elements of X con-

tribute to some degree to all components, making it difficult to directly map PCs to

groups of exposures.

The problem of multicollinearity can lead to unstable parameter estimates when re-

gressing a high-dimensional matrix of exposures on a response variable. This also

applied to multivariable MR [98, 100]. In the following sections, we present investi-

gations on dimensionality reduction techniques, such as PCA and sparse methods,

for addressing this issue.
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4.2 Motivation, Data Generating Mechanisms

In the context of high-throughput experiments, we consider the case of a data gen-

erating mechanism that we believe reflects common scenarios found in real-world

applications. Specifically, we consider a set of exposures X, which can be parti-

tioned into blocks based on shared genetic background. Certain groups of genes

may contribute exclusively to specific blocks of exposures, while having no effect on

other blocks. This in turn leads to correlations among the exposures of a certain

block but no substantial correlation of exposures across blocks, only that attributable

to the common confounder U . For the interests of MR inference and the satisfaction

of the IV assumptions (Chapter 1.5), we can observe the potential complications in

instrument strength (IV1) in Figure 4.1. A precise instrument for X1 conditioning only

on X2 is lacking and only the groups of exposures are separated by leveraging the

genetic information, rather than the individual exposures. The data set consists of n

participants, k exposures, p SNPs, with both k and p consisting of b discrete blocks,

and a continuous outcome Y .

In notation, we assume the data generating model is Y = Xβ+U and X = Gγ+U.

The structure of the β vector is sparse (that is, few of the exposures contribute to Y )

and the structure of the γ matrix is such that certain groups of variants Gb give rise

to the correlated exposures of Xb. For simplicity, we assume no pleiotropic contribu-

tions.

4.2.1 Dimension reduction via PCA

As described in Section 4.1, PCA can be used to decompose the above described

matrix X. We have two options depending on data availability. If we have individual
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level data on X and G, we can genetically proxy X and perform PCA on X̂. If, on

the other hand, we have only summary statistics of the G-X associations (Equations

2.3, 2.4), one option would be to decompose this p × K matrix of SNP-exposure

associations γ̂ instead as follows:

γ̂ = UDV T ,

where U and V are orthogonal matrices and D is a square matrix whose diagonal

values are the variances explained by each component and all off diagonal values

are 0. Again, as in the individual level data instance described in 4.1, V is the load-

ings matrix and serves as an indicator of the contribution of each metabolite to the

transformed space of the PCs. The matrix UD (PCs/ scores matrix) is used in the

second-step IVW regression in place of γ̂. As V estimation does not aim for sparsity,

all exposures will contribute to some degree to all components, making the interpre-

tation more complicated. Therefore, we assessed multiple sparse PCA methods that

intentionally limit this.

y = X̂β + ũ where X̂ = Gγ̂. PCA on X̂ is approximately equivalent to PCA on γ̂

since X̂T X̂ = γ̂T γ̂ if G is normalised so that γ̂ represent standardised effects. In

the appendix we provide further simulation results that show that the loadings matrix

derived from a PCA on X̂ and γ̂ are asymptotically equivalent.

Sparse PCA (sPCA Zou et al.): Sparse PCA by Zou et al. [107] estimates the load-

ings matrix through an iterative procedure that progressively penalises exposures so

that they do not contribute to certain PCs. In principle, this leads to a more clear

picture for the consistency of each PC. This is performed as follows

1. Setting a fixed matrix, the following elastic net problem is solved

110



ξj = argminξ(αj − ξ)T γ̂T γ̂(αj − ξ) + λ1j∥ξ∥+ λ∥ξ∥2, where j is the PC;

2. For a fixed Ξ, γ̂T γ̂Ξ = UDV T is estimated and update A = UV T ;

3. Repeat steps 1 and 2 until convergence.

Here λ1 is an L1 sparsity parameter that induces sparsity, λ2 is an L2 parameter that

offers numerical stability, and Ξ is a matrix with sparsity constraints for each expo-

sure [108]. As a result of the additional λ1∥ξ∥ norm, there is sparsity in the loadings

matrix and only some of the SNP-exposure associations γ̂ contribute to each PC,

specifically a particular subset of highly correlated exposures in γ̂.

RSPCA: This approach differs in that it employs a robust measure of dispersion that

is not unduly influenced by large single values of γ̂ that contribute a large amount

to the total variance. [109, 110]. As above, an L1 norm is used to induce sparsity.

For optimisation, the Tradeoff Product Optimisation (TPO) is maximised. It does not

impose a single λ value on all PCs, thus allowing different degrees of sparsity.

Sparse Fused Principal Component Analysis (SFPCA)[111]: A method that can in

theory exploit distinct correlation structures. Its goal is to derive a loadings matrix

in which highly positively correlated variables are similar in sign and highly negative

ones are opposite. Similar magnitudes also tend to be obtained for those variables

that are in the same blocks in the correlation matrix. Like the Sparce PCA optimisa-

tion in Zou et al. [107], SFPCA works by assigning highly correlated variables the

exact same loadings as opposed to numerically similar ones (Figure 4.4d). This is

achieved with two norms in the objective function: λ1 which regulates the L1 norm

that induces sparsity and λ2 for the L2 regularisation (squared magnitude of γ̂) to
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guard against singular solutions. A grid search is used to identify appropriate pa-

rameters for λ1 and λ2. The following criterion is used

minA,Ξ∥γ̂ − γ̂ΞAT∥F + λ1∥ξ∥+ λ2|ρs,t||ξs,t − sign(ρs,tξt,k)|,

such that ATA = IK . The ’fused’ penalty (last term) purposely penalises discordant

loadings for variables that are highly correlated. The choice of the sparsity parame-

ters is based on a BIC criterion.

Sparse Component Analysis (SCA): SCA [112] is motivated by the relative inade-

quacy of the classic approaches in promoting significant sparsity. It addresses this by

rotating the eigenvectors to achieve approximate sparsity whilst keeping the propor-

tion of variance explained the same. Simulation studies show the technique works

especially well in high dimensional settings such as gene expression data, among

other examples [112].

4.2.2 Choice of Components

In all dimensionality reduction approaches applied to correlated variables, there is

no upper limit to how many transformed factors can be estimated. However, only a

proportion of them are likely to be informative in the sense of collectively explaining

a meaningful amount of total variance in the original data set. To guide this choice, a

permutation-based approach was implemented [113] as follows: Firstly, the γ̂ matrix

was randomly permuted and the sparse PCA method of interest was applied on the

permuted set. The computed eigenvalues are assumed to come from a null distribu-

tion consistent with a non-informative component. This process is repeated multiple
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times (e.g. perm = 1000) and the mean eigenvalues for all components stored. Fi-

nally, the sparse PCA method is performed in the original γ̂ matrix and whichever

component has an eigenvalue larger than the mean of the permuted sets is consid-

ered informative and kept. Due to the computational complexity of the permutation

method, particularly for SFPCA, an alternate method - the Karlis-Saporta-Spinakis

(KSS) criterion [114] - was also used. This is based on a simple correction on the

minimum non-trivial eigenvalue (CutoffKSS = 1+2
√

K−1
p−1

). The authors show that the

method is robust to non-normal distributions [114]. Although KSS was not compared

with the above described permutation approach, it performed better than simpler ap-

proaches, such as choosing those PCs whose eigenvalue is larger than 1 (Kaiser

criterion), the broken stick method [115] and the Velicer method [116].
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Figure 4.1: Directed acyclic graph (DAG) depicting a scenario with multiple variants (G1-G10) affecting
multiple exposures X1 to X6, and X1 and X2 in turn affect the outcome variable Y . The shared genetic
background of X1−2, X3−4, X5−6. There are three distinct blocks of exposures. A confounding
variable U affects the exposures and the outcome.

4.2.3 Instrument Strength of PCs

In MVMR, the IV 1 assumption requires a set of genetic variants that robustly asso-

ciate with at least one of the exposures X (Chapter 1.5). This is quantified by CFS

[100]. With summary statistics of the SNP-X associations γ̂p,k (p: SNP, k: exposure),

the mean F−statistic for exposure k used in a standard UVMR analysis is the far

simpler expression

Fk =

∑p
j=1(

γ̂j,k
SEγ̂j,k

)2

p
. (4.1)
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We provide a dedicated formula for estimating instrument strength measures for the

F -statistic for the PCs that is closely related to Eq. 4.1 rather than the original ex-

pression. This simplification is due to the fact that an MVMR analysis of a set of PCs

is essentially equivalent to a UMVR analysis of each exposure separately. The full

derivation is reported in Section A.3.1 of the Appendix.

4.3 Results

Workflow Overview. Our proposed analysis strategy is presented in Figure 4.2.

Using summary statistics for the single-nucleotide polymorphism (SNP)-exposure

(γ̂) and SNP-outcome (Γ̂) association estimates, where γ̂ (dimensionality 148 SNPs

×97 exposures) exhibits strong correlation, we initially perform a principal compo-

nent analysis (PCA) on γ̂. Additionally, we perform multiple sparse PCA modalities

that aim to provide sparse loadings that are more interpretable (block 3, Fig. 4.2).

The choice of the number of principal components (PCs) is guided by permutation

testing or an eigenvalue threshold. Finally, the PCs are used in place of γ̂ in an

IVW MVMR meta-analysis to obtain an estimate of the causal effect of the PC on

the outcome. Similar to PC regression and in line with unsupervised methods, the

outcome (SNP-outcome associations (Γ̂) and corresponding standard error (SEΓ̂)) is

not transformed by PCA and is used in the second-step MVMR in the original scale.

In the real data application and in the simulation study, the best balance of sparsity

and statistical power was observed for the method of sparse component analysis

(SCA) [112]. This favoured method and the related steps are coded in an R function

and are available at GitHub (https://github.com/vaskarageorg/SCA MR/).
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1: MVMR with high-dimensional correlated exposures
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Figure 4.2: Proposed workflow. Step 1: MVMR on a set of highly correlated exposures. Each genetic
variant contributes to each exposure. The high correlation is visualised in the similarity of the SNP-
exposure associations in the correlation heatmap (top right). Step 2 and 3: PCA and sparse PCA on
γ̂. Step 4. MVMR analysis on a low dimensional set of PCs. X: exposures; Y: outcome; k: number of
exposures; PCA: principal component analysis; MVMR: multivariable MR

Univariable MR (UVMR) & Multivariable MR (MVMR). A total of 66 traits were

associated with CHD at or below the Bonferroni-corrected level (p = 0.05/97, Table

4.1). Two genetically-predicted lipid exposures (M.HDL.C, M.HDL.CE) were neg-

atively associated with CHD and 64 were positively associated (Table 4.3). In a

MVMR model including only the 66 Bonferroni-significant traits, fitted with the pur-
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pose of illustrating the instability of IVW-MVMR in conditions of severe collinearity,

conditional F-statistic (CFS) (Methods) was lower than 2.2 for all exposures (with a

mean of 0.81), highlighting the severe weak instrument problem. In Figure A.17,

the MVMR estimates are plotted against the corresponding UVMR estimates. We

interpret the reduction in identified effects as a result of the drop in precision in the

MVMR model (variance inflation). Only the independent causal estimate for ApoB

reached our pre-defined significance threshold and was less precise (ORMVMR (95%

CI): 1.031(1.012, 1.37), ORUVMR (95% CI): 1.013(1.01, 1.016) (Fig. A.18). We note that,

for M.LDL.PL, the UVMR estimate (1.52(1.35, 1.71), p <10−10)) had an opposite sign

to the MVMR estimate (ORMVMR = 0.905(0.818, 1.001)).

Positive Negative

VLDL

M.VLDL.C, M.VLDL.CE, M.VLDL.FC, M.VLDL.L,
M.VLDL.P, M.VLDL.PL, M.VLDL.TG, XL.VLDL.L,

XL.VLDL.PL, XL.VLDL.TG, XS.VLDL.L, XS.VLDL.P, XS.VLDL.PL,
XS.VLDL.TG, XXL.VLDL.L, XXL.VLDL.PL,

L.VLDL.C, L.VLDL.CE, L.VLDL.FC, L.VLDL.L, L.VLDL.P,
L.VLDL.PL, L.VLDL.TG, S.VLDL.C, S.VLDL.FC,
S.VLDL.L, S.VLDL.P, S.VLDL.PL, S.VLDL.TG

None

LDL
LDL.C, L.LDL.C, L.LDL.CE, L.LDL.FC, L.LDL.L, L.LDL.P, L.LDL.PL,

M.LDL.C, M.LDL.CE, M.LDL.L, M.LDL.P,
M.LDL.PL, S.LDL.C, S.LDL.L, S.LDL.P

None

HDL S.HDL.TG, XL.HDL.TG M.HDL.C, M.HDL.CE

Table 4.1: Univariable MR results for the Kettunen dataset with CHD as the outcome. Positive: positive
causal effect on CHD risk; Negative: negative causal effect on CHD risk.
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Figure 4.3: Comparison of UVMR and MVMR estimates and presentation of the major group repre-
sented in each PC per method.

To see if the application of a weak-instrument robust MVMR method could improve

the analysis, we applied MR GRAPPLE [101]. As the GRAPPLE pipeline suggests,

the same three-sample MR design described above is employed. In the external

selection GWAS study (GLGC), a total of 148 SNPs surpass the genome-wide sig-

nificance level for the 97 exposures and were used as instruments. Although the

method did not identify any of the exposures as statistically significant at nominal or

Bonferroni-adjusted statistical significance level, the strongest association among all
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exposures is ApoB.

PCA. Standard PCA with no sparsity constraints was used as a benchmark. PCA

estimates a square loadings matrix of coefficients with dimension equal to the num-

ber of genetically proxied exposures K. The coefficients in the first column define

the linear combination of exposures with the largest variability (PC1). Column 2 de-

fines PC2, the linear combination of exposures with the largest variability that is also

independent of PC1, and so on. This way, the resulting factors seek to reduce re-

dundant information and project highly correlated SNP-exposure associations to the

same PC. In PC1, VLDL- and LDL-related traits were the major contributors (Fig-

ure 4.4a). ApoB received the 8th largest loading (0.1371, maximum was 0.1403 for

cholesterol content in small VLDL) and LDL.C received the 48th largest (0.1147). In

PC2, HDL-related traits were predominant. The first 18 largest positive loadings are

HDL-related and 12 describe either large or extra-large HDL traits. PC3 received its

scores mainly from VLDL traits. Six components were deemed statistically signifi-

cant through the permutation-based approach (Fig. 4.2, Methods).

In the second-step IVW regression (Step 4 in Fig. 4.2), MVMR results are presented.

A modest yet precise (OR = 1.002(1.0015, 1.0024), p < 10−10) association of PC1 with

CHD was observed. Conversely, PC3 was marginally statistically significant for CHD

at the 5% level (OR = 0.998 (0.998, 0.999), p = 0.049). Since γ̂ has been transformed

with linear coefficients (visualized in loadings matrix, Fig. 4.4), the underlying causal

effects are also transformed and interpreting the magnitude of an effect estimate is

not straightforward, since it reflects the effect of changing the PC by one unit on the

outcome; however, significance and orientation of effects can be interpreted. When
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positive loadings are applied to exposures that are positively associated with the out-

come, the MR estimate is positive; conversely, if negative loadings are applied, the

MR estimate is negative.

Sparse PCA methods. We next employed multiple sparse PCA methods (Table

A.9) that each shrink a proportion of loadings to zero. The way this is achieved

differs in each method. Their underlying assumptions and details on differences in

optimisation are presented in Table A.9 and further described in Chapter 4.2.1.
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Figure 4.4: Heatmaps for the loadings matrices in the Kettunen dataset for all methods (one with no
sparsity constraints (a), four with sparsity constraints under different assumptions (b-e)). The number
of the exposures plotted on the vertical axis is smaller than K = 97 as the exposures that do not
contribute to any of the sparse PCs have been left out. Blue: positive loading; Red: negative loading;
Yellow: zero. 121



PCA RSPCA SFPCA sPCA SCA
Overlap 1 0.938 1 0.187 0.196

Overlap in PC1,PC2 1 0.433 1 0.010 0
Sparse % 0 0.474 0.082 0.835 0.796

VLDL Significance in MR Yes No Yes No Yes
LDL Significance in MR No Yes No No Yes
HDL Significance in MR Yes Yes Yes No No

Small, Medium HDL
Significance in MR Yes No Yes Yes Yes

Table 4.2: Results for PCA approaches. Overlap: Percentage of metabolites receiving non-zero
loadings in ≥ 1 component. Overlap in PC1, PC2: overlap as above but exclusively for the first
two components which by definition explain the largest proportion of variance. VLDL, LDL and HDL
significance: results of the IVW regression model with CHD as the outcome for the respective sPC’s
(the sPC’s that mostly received loadings from these groups). The terms VLDL and LDL refer to the
respective transformed blocks of correlated exposures; for instance, VLDL refers to the weighted
sum of the correlated VLDL-related γ̂ associations, such as VLDL phospholipid content and VLDL
triglyceride content. †: RSPCA projected VLDL- and LDL-related traits to the same PC (sPC1). ‡:
SCA discriminated HDL molecules in 2 sPC’s, one for traits of small- and medium-sized molecules
and one for large- and extra-large-sized. †: significance is not directly reported in this model

RSPCA [117]. Optimisation and the KSS criterion pick six PCs to be informative

[114]. The loadings in Figure 4.4 show a VLDL-, LDL-dominant PC1, with some

small and medium HDL-related traits. LDL.C and ApoB received the 5th and 40th

largest positive loadings. PCs 1 and 6 are positively associated with CHD and PCs

3 and 5 negatively so (Table A.10).

SFPCA [111]. The KSS criterion retains 6 PCs. The loadings matrix (Figure 4.4)

shows the ’fused’ loadings with the identical coloring. In the two first PCs, all groups

are represented. Both ApoB and LDL.C received the seventh and tenth largest load-

ings, together with other metabolites (Figure 4.4). PC1 (all groups represented) was

positively associated with CHD and PC4 (negative loadings from large HDL traits)

negatively so (Table A.10).

Sparse PCA (sPCA [107]). The number of non-zero metabolites per PC was set

at 148
97

∼ 16 (see Figure A.21). Under this level of sparsity, the permutation-based

approach suggested that six sPC’s should be retained. Seventy exposures received

a zero loading across all components. PC1 is constructed predominantly from LDL
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traits and is positively associated with CHD, but this does not retain statistical signif-

icance at the nominal level in MVMR analysis (Figure 4.3). Only PC4 that is com-

prised of small and medium HDL traits (Fig. 4.4b) appears to exert a negative causal

effect on CHD (OR (95% CI): 0.9975(0.9955, 0.9995)). The other PCs were not asso-

ciated with CHD (all p values > 0.05, Table A.10).

Sparse Component Analysis (SCA) [112]. Six components were retained after

a permutation test. In the final model, five metabolites were regularised to zero in

all PCs (CH2.DB.ratio, CH2.in.FA, FAw6, S.VLDL.C, S.VLDL.FC, Figure 4.4). Little

overlap is noted among the metabolites. PC1 receives loadings from LDL and IDL,

and PC2 from VLDL. The contribution of HDL to PCs is split in two, with large and

extra-large HDL traits contributing to PC3 and small and medium ones to PC4. PC1

and PC2 were positively associated with CHD (Table A.10, Figure 4.3). PC4 was

negatively associated with CHD.

Comparison with Univariable MR. In principle, all PC methods derive independent

components. This is strictly the case in standard PCA, where subsequent PCs are

perfectly orthogonal, but is only approximately true in sparse implementations. We

hypothesised that UVMR and MVMR could provide similar causal estimates of the

associations of metabolite PCs with CHD. The results are presented in Figure 4.3

and concordance between UVMR and MVMR is quantified with the R2 from a linear

regression. The largest agreement of the causal estimates is observed in PCA. In

the sparse methods, SCA [112] and sPCA [107] provide similarly consistent estim-

tates, whereas some disagreement is observed in the estimate of PC6 for RSPCA

[117] on CHD.

A previous study implicated LDL.c and ApoB as causal for CHD [118]. In Figure
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A.19, we present the loadings for these two exposures across the PCs for the vari-

ous methods. Ideally, we would like to see metabolites contributing to a small number

of components for the sparse methods. Using a visualisation technique proposed

by Kim et al. [119], this is indeed observed (see Fig. A.19 in the Appendix). In

PCA, LDL.c and ApoB contribute to multiple PCs, whereas the sparse PCA meth-

ods limit this to one PC. Only in RSPCA do these exposures contribute to two PCs.

In the second-step IVW meta-analysis, it appears that the PCs comprising of pre-

dominantly VLDL/LDL and HDL traits robustly associate with CHD, with differences

among methods (Table 4.2).

Instrument Strength. Instrument strength for the chosen PCs was assessed via

an F -statistic, calculated using a bespoke formula that accounts for the PC process

(Chapter A.3.1). The F -statistics for all transformed exposures cross the cutoff of

10. There was a trend for the first components being more strongly instrumented

in all methods (see Figure A.20), which is to be expected. In the MVMR analyses,

the CFS for all exposures was less than three. Thus the move to PC-based analysis

substantially improved instrument strength and mitigated against weak instrument

bias.

Simulation Studies. We consider the case of a data generating mechanism that re-

flects common scenarios found in real-world applications. Specifically, we consider

a set of exposures X, which can be partitioned into blocks based on shared genet-

ics. Certain groups of variants contribute exclusively to specific blocks of exposures,

while having no effect on other blocks. This in turn leads to substantial correlation

among the exposure blocks and a much reduced correlation of between exposure

blocks, due only to shared confounding. This is visualised in Figure 4.5a. This data
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structure acts to reduce the instruments’ strength in jointly predicting all exposures.

The data set consists of n participants, k exposures, p SNPs (with both k and p con-

sisting of b discrete, equally sized blocks) and a continuous outcome, Y . We split

the simulation results into one illustrative example (for didactic purposes) and one

high-dimensional example.

Figure 4.5: a. Data generating mechanism for the simulation study, illustrative scenario with six
exposures and two blocks. In red boxes, the exposures that are correlated due to a shared genetic
component are highlighted. b. Simulation results for six exposures and three methods (SCA [112],
PCA, MVMR). The exposures that contribute to Y (X1−3) are presented in shades of green colour and
those that do not in shades of red (X4−6). In the third panel, each exposure is a line. In the first and
second panels, the PCs that correspond to these exposures are presented as single lines in green
and red. Monte Carlo SEs are visualised as error bars. Rejection rate: proportion of simulations
where the null is rejected.

Simple illustrative example: We generate data under the mechanism presented

in Figure 4.5a. That is, with six individual exposures X1, ..., X6 split into two distinct

blocks (X1 − X3 and X4 − X6). A continuous outcome Y is generated that is only

causally affected by the exposures in block 1 (X1 − X3). A range of sample sizes

were used in the simulation in order to give a range of conditional F statistic (CFS)

values from approximately 2-80. We apply a) MVMR with the six individual expo-
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sures separately , and b) PCA and SCA. The aim of approach b) is to demonstrate

the impact of reducing the six-dimensional exposure into two PCs, so that the first

PC has high loadings for block 1 (X1 −X3) and the second PC has high loadings for

block 2 (X4 − X6). Although two PCs were chosen by both PCA methods using a

KSS criterion in a large majority of cases, to simplify the simulation interpretation we

fixed a priori the number of PCs at 2 across all simulations.

Our primary focus was to assess the rejection rates of MVMR versus PCA rather

than estimation, as the two approaches are not comparable in this regard. To do

this we treat each method as a test, which obtains true positive (TP), true negative

(TN), false positive (FP), and false negative (FN) results. In MVMR, a TP is an ex-

posure that is causal in the underlying model and whose causal estimate is deemed

statistically significant. In the PCA and sparse PCA methods, this classification is

determined with respect to a) which exposure(s) determine each PC and b) if the

causal estimate of this PC is statistically significant. Exposures are considered to be

major contributors to a PC if (and only if) their individual PC loading is larger than the

average loading. If the causal effect estimate of a PC in the analysis deemed statis-

tically significant, major contributors that are causal and non-causal are counted as

TPs and FPs respectively. TNs and FNs are defined similarly. Type I error therefore

corresponds to the false positive rate and power corresponds to the true positive

rate. All statistical tests were conducted at the α/B= α/2 = 0.025 level.

SCA, PCA and MVMR type I error and power are shown in the three panels (left

to right) in Fig. 4.5b) respectively. These results suggest an improved power in iden-
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tifying true causal effects both with PCA and SCA compared with MVMR when the

CFS is weak, albeit at the cost of an inflated type I error rate. As sample size and

CFS increase, MVMR performs better. For the PC of the second block’s null expo-

sures, PCA seems to have a sub-optimal type I Error control (red in Figure 4.5b). In

this low dimensional setting, the benefit of PCA therefore appears to be limited.

Complex high-dimensional example: The aim of the high-dimensional simula-

tion is to estimate the comparative performance of the methods in a wider setting

that more closely resembles real data applications. We simulate genetic data and

individual level exposure and outcome data for between K = 30 − 60 exposures,

arranged in B = 4 − 6 blocks. The underlying data generating mechanism and the

process of evaluating method performance is identical to the illustrative example,

but the number of variants, exposures and the blocks are increased. We amalga-

mate rejection rate results across all simulations, by calculating sensitivity (SNS)

and specificity (SPC) as:

SNS =
TP

TP + FN
SPC =

TN

TN + FP
, (4.2)

and then compare all methods by their area under the estimated receiver-operating

characteristic (ROC) curve (AUC) using the meta-analytical approach of Reitsma et

al [120]. Briefly, the Reitsma method performs a bivariate meta-analysis of multi-

ple studies that report both sensitivity and specificity of a diagnostic test, in order to

provide a summary ROC curve. A bivariate model is required because sensitivity

and specificity estimates are correlated. In our setting the ‘studies’ represent the

results of different simulation settings with distinct numbers of exposures and blocks.
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Youden’s index J (J = SNS + SPC − 1) was also calculated, with high values being

indicative of good performance.

Two sparse PCA methods (SCA [112], sPCA [107]) consistently achieve the high-

est AUC (Fig. A.22). This advantage is mainly driven by an increase in sensitivity

for both these methods compared with MVMR. A closer look at the individual sim-

ulation results corroborates the discriminatory ability of these two methods, as they

consistently achieve high sensitivities (Figure A.24). Both standard and Bonferroni-

corrected MVMR performed poorly in terms of AUC (AUC 0.712 and 0.660 respec-

tively), due to poor sensitivity. PCA performed poorly, with almost equal true and false

positive results (AUC 0.560). PCA and RSPCA did not accurately identify negative

results (PCA and RSPCA median specificity 0 and 0.192 respectively). This extreme

result can be understood by looking at the individual simulation results in Figure

A.24; both PCA and RSPCA cluster to the upper right end of the plot, suggesting a

consistently low performance in identifying true negative exposures. Specifically, the

estimates with both these methods were very precise across simulations and this

resulted in many false positive results and low specificity. We note a differing per-

formance among the top ranking methods (SCA, sPCA); while both methods are on

average similar, the results of SCA are more variable in both sensitivity and speci-

ficity (Table A.11). The Youden indexes for these methods are also the highest (Fig.

A.22a). Varying the sample sizes (mean instrument strength in γ̂ from F̄ = 221 to

1109 and mean conditional F statistic ¯CFS = 0.34 − 12.81 (Figure A.23) suggests a

similar benefit for sparse methods.

Even with large sample sizes (F̄ = 1109.78, ¯CFS = 12.82), MVMR can still not dis-
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criminate between positive and negative exposures as robustly as the sparse PCA

methods. A major determinant of the accuracy of these methods appears to be the

number of truly causal exposures, as in a repeat simulation with only four of the expo-

sures being causal, there was a drop in sensitivity and specificity across all methods.

Sparse PCA methods still outperformed other methods in this case, however (Table

A.12).

What determines PCA performance?: In the hypothetical example of Figure 4.5

and indeed any other example, if two PCs are constructed, PCA cannot differentiate

between causal and non-causal exposures. The only information used in this stage

of the workflow (Steps 2 and 3 in Figure 4.2) is the SNP-X association matrix. Thus,

the determinant of projection to common PCs is genetic correlation and correlation

due to confounding, rather than how these blocks affect Y . Then, if only a few of the

exposures truly influence Y , it is likely that, PCA will falsely identify the entire block

as truly causal. This means the proportion of non-causal exposures within blocks of

exposures that truly influence Y is a key determinant of specificity. To test this, we

varied the proportion of non-causal exposures by varying the sparsity of the causal

effect vector β vector and repeated the simulations, keeping the other simulation pa-

rameters fixed. As fewer exposures within blocks are truly causal, the performance in

identifying true negative results drops for SCA (Figure 4.6). However, our simulation

still provides a means of making comparisons across methods for a given family of

simulated data.
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Figure 4.6: Specificity ±1.96SEMC (ability to accurately identify true negative exposures) of SCA as
a different proportion of exposures in each block are causal for Y . SEMC : Monte Carlo SE.

4.4 Discussion

We propose the use of sparse PCA methods in MVMR in order to reduce high-

dimensional exposure data to a lower number of PCs and infer the latter’s causal

contribution. As the dimensionality of available data sets for MR investigations in-

creases (e.g. in NMR experiments [121] and imaging studies), such approaches are

becoming ever more useful. Our results support the notion that sparse PCA meth-

ods retain the information of the initial exposures. Although there is no single optimal

method that correctly factorises the SNP-exposure matrix, the goal is to find some

grouping of the multiple, correlated exposures such that it may resemble a latent

biological variable that generates the data. The SCA [112] and sPCA [107] meth-

ods, performed best in simulation studies and the SCA approach performed best in

the positive control example of lipids and CHD. While conventional MR approaches

did not identify any protective exposures for CHD, SCA identified a cluster of small

and medium HDL exposures that appeared to independently reduce the risk of CHD.
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This particular subset of HDL particles has previously been implicated in coronary

calcification [122] and shown to be associated with coronary plaque stability [123].

By employing sparse PCA methods in a real dataset [102], we show that the re-

sulting PCs group VLDL, LDL and HDL traits together, whilst metabolites acting via

alternative pathways receive zero loadings. This is a desirable property and indi-

cates that the second-step MR enacted on the PCs obtains causal estimates for

intervening on biologically meaningful pathways. [124]. This is in contrast with un-

constrained PCA, in which all metabolites contribute to all PCs. Previously, Sulc et

al. used PCA in MR to summarise highly correlated anthropometric variables [125].

To our knowledge, this is the first investigation of different sparse PCA modalities in

the context of MR. Our simulation studies revealed that sparse PCA methods exhib-

ited superior performance compared to standard PCA, which had high false positive

rates, and MVMR, which had high false negative rates. We additionally provide a

number of ways to choose the number of components in a data-driven manner. Our

proposed approach of a sparse PCA method naturally reduces overlap across com-

ponents; for instance, in a paper by Sulc et al. [125], the authors use PCA and

identify four independent axes of variation of body morphology. There are PCs that

are driven in common by trunk, arm and leg lean mass, basal metabolic rate and

BMI; a hypothetical benefit with sparse methods would be reduction of this overlap.

This is an important topic for further research. When using PCA without any spar-

sity constraints, our simulation studies revealed numerous false positive results, at

the opposite end of the nature of poor performance seen in MVMR; estimates were

often misleadingly precise (false negative). Although appropriate transformations of
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the exposures were achieved, we highly recommend exploring additional forms of

T1E control to improve the performance of PCA. Nonetheless, sparse methods ex-

hibited superior performance compared to both PCA and MVMR.

A previous work on sparse methods in genetics proposed their usefulness in multi-

tissue transcriptome-wide association studies [126]. A finding of the study is that

leveraging correlated gene expressions across tissues with sparse canonical cor-

relation analysis (sCCA) improves power to detect SNP-trait pairs. Our approach

that combines MR with sparse PCA also showed an improvement in power to detect

causal effects of exposures on outcomes.

Our approach is conceptually different from the robust methods that have been de-

veloped for standard multivariable MR in the presence of weak instruments, such as

MR GRAPPLE, which attempts to directly adjust point estimates for weak instrument

bias, but are not a panacea, especially in the high dimensional setting discussed

here. [101]. Furthermore, it reduces the need for a pre-selection of which exposures

to include in a MVMR model. We present a complementary workflow through which

we can include all available exposures with no prior selection, collate them in uncor-

related and interpretable components and then investigate the causal contribution of

these groups of exposures. It avoids the risk of generating spurious results in such

an extreme setting of high collinearity compared with MVMR IVW and MR GRAPPLE

formulations. For example, a 2019 three-sample MR study that assessed 82 lipopro-

tein subfraction risk factors’ effects on CHD used a UVMR and a robust extension

of MVMR. A positive effect of VLDL- and LDL-related subfractions on CHD was re-

ported, consistent in magnitude across the sizes of the subfractions [127]. Results
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were less definitive on the effect of HDL subfractions of varying size on CHD, with

both positive and negative effect estimates observed. In our study, the HDL sub-

fractions were uniformly projected to similar subspaces, yielding a single component

that was mainly HDL populated in all models, except for the SCA model 15 which

projected the small/ medium and large/ extra-large HDL traits in two different compo-

nents. In all cases, the association of the sPCs with CHD was very low in magnitude.

Nevertheless, the direction of effects was in line with the established knowledge on

the relationship between lipid classes and CHD.

Within the sparse PCA methods, there were differences in the results. The sPCA

method [107] favoured a sparser model in which less than 10 metabolites per PC

were used. This observation is also made by Guo et al [111]. The SCA method [112]

achieved good separation of the traits and very little overlap was observed. A sep-

aration of HDL-related traits according to size, not captured by the other methods,

was noted. Clinical relevance of a more high-resolution HDL profiling, with larger

HDL molecules mainly associated with worse outcomes, has been previously re-

ported [128].

4.4.1 Limitations

In the present study, many tuning parameters needed to be set in order to calibrate

the PCA methods. We therefore caution against extending our conclusions on the

best method outside the confines of our simulation and our specific real data exam-

ple. Not all available sparse dimensionality reduction approaches were assessed in
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our investigation and other techniques could have provided better results.

The use of sparsity may raise the concern of neglecting horizontal pleiotropy if a vari-

ant influences multiple components, but its weight in a given component is shrunk to

zero. This would not occur for standard PCA where no such shrinkage occurs. Cur-

rently, our approach is not robust to pleiotropy operating via exposures not included

in the model. Our plan is to address this as future work by incorporating median-

based multivariable MR models into the second stage, as done by Grant et al [129].
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Chapter 5

Examining the Causal Effects of

Inflammation and BMI in Mood,

Depression, and Treatment-Resistant

Depression

In this Chapter, I present the results of investigations on how inflammation as proxied

by C-reactive protein (CRP) and overweight independently affect depression. Parts

of this work are published in BMC Medicine (in production).

5.1 Introduction

Depression is a highly prevalent mental health disorder, consistently ranked among

the top three leading causes of disability worldwide [130]. There exist a multitude

of pharmacological and psychosocial interventions that are effective and are applied

in a stepwise manner [131]. The National Institute for Health and Care Excellence
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(NICE) recommends that psychological interventions, such as cognitive behavioral

therapy, psychodynamic psychotherapy, interpersonal therapy, and other modalities,

are suggested as initial treatments for less severe depression, with a working def-

inition of the latter being a cutoff of 16 on the PHQ9 scale. When depression is

more severe, the use of antidepressant medication, particularly selective serotonin

reuptake inhibitors (SSRIs), is recommended. Combining psychological therapy and

medication is advised for patients with persistent depressive symptoms. Antidepres-

sant selection should consider patient factors, such as age and comorbidities, while

monitoring for treatment response and side effects. Continuation of antidepressant

medication for 6 to 12 months after symptom remission is recommended to pre-

vent relapse. Referral to specialist mental health services is suggested for severe,

treatment-resistant depression or when suicidal ideation is present. Self-help inter-

ventions, such as guided self-help programs and computerized cognitive behavioral

therapy, along with support from family, friends, and support groups, may be benefi-

cial. These guidelines emphasize a comprehensive and individualized approach to

depression management, taking into account the specific needs of the patient. It is

important for healthcare professionals to consult the complete NICE guidelines and

exercise clinical judgment when applying these recommendations in clinical practice.

In people with a more severe presentation, prescription of an anti-depressant medi-

cation, coupled with psycho-social interventions, is recommended as first-line man-

agement [132]. For research purposes, response can be quantified as a mean-

ingful reduction in a symptom severity scale, such as the Composite International

Diagnostic Interview (CIDI) or Patient Health Questionnaire-9 (PHQ9) and may differ

among different antidepressant agents [133]. It is recommended that, if a satisfac-
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tory symptom reduction cannot be achieved within the first six weeks, then treatment

can be augmented with other agents, including other antidepressants, lithium and

anti-psychotics [131].

An inadequate response to at least two successive antidepressant medications,

each administered for at least 6 weeks, is referred to as treatment resistant de-

pression (TRD) and affects at least 7% of those initially diagnosed with depression

[134]. Identifying contributors to treatment resistance early could potentially assist

prompt management and guide appropriate interventions targeting other pathways

that may predispose to treatment resistance. Recent advances in electronic health

record analysis have allowed for the definition of a TRD phenotype in very large

databases of routinely collected healthcare data, allowing linkage with existing ge-

netic databases [135].

Overweight and obesity have also been shown to predict the development of depres-

sion in multiple observational studies. This relationship could be explained by wors-

ening physical health with obesity which may in turn affect mood. A meta-analysis of

15 prospective cohort studies estimated that being overweight was associated with

a 27% increase in the odds of subsequently developing depression. There is also

evidence for a dose-response relationship, with obese individuals having higher risk

for depression [136]. This relationship could be partially explained by social stigma

due to the negative perceptions of overweight/obesity in certain cultures [137]. An-

other dimension of the effect is its potential appearance later in life. A meta-analysis

reported a positive association only in adults older than 20 years of age but not

in children and adolescents [136]. Recent studies derived a binary classification of
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overweight (metabolically favourable and unfavourable adiposity) based on metabolic

sequelae, namely hyperlipidemia, compromise in liver function, and sex hormone

levels [138, 139]. Whilst individuals with favourable adiposity face much less of the

commonly described adverse effects of high adiposity, both phenotypes appeared to

exert effects of similar magnitude on the risk of multiple depression outcomes [139].

This was interpreted as a predominantly social, rather than biological, effect. Multi-

ple studies have investigated the effects of weight loss on depressive symptoms in

people with overweight or obesity. In general, caloric restriction, behavioural training,

or supplements were used as interventions to incite weight loss, and weight loss was

found to reduce depressive symptoms in most studies, as collated in a systematic

review [140].

One aspect of the downstream metabolic consequences of overweight that is not

explicitly captured by the phenotype of unfavourable adiposity is inflammation. Fur-

thermore, evidence from genome wide association studies has suggested genetic

variants important for cytokine and immune regulation predict major depressive dis-

order (MDD) [141]. C-Reactive Protein (CRP) is a protein synthesised by the liver

as part of the inflammatory response. Measurement of CRP in serum is a common

part of investigations for inflammatory conditions, e.g. microbial infections and auto-

immune conditions. Given a stable general medical status, CRP levels are largely

stable and multiple observational studies have investigated its potential utility as a

proxy for disease progression in infectious disease [142] and autoimmune conditions.

Despite its predictive value, its potentially causative role in driving the pathophysio-

logical course of a disease has been disputed in multiple settings such as coronary
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heart disease [143, 144]. In depression, recent work has indicated a higher CRP in

102 individuals with TRD compared with treatment-responsive patients and controls

[145].

Despite the advantage of large sample sizes and extensive phenotyping that UKB

offers, additional care has to be taken to avoid the inherent limitations of observa-

tional data. As phenotypes may be correlated due to confounding rather than a true

causal relationship, the measurement of observational associations alone may not

reflect a causal mechanism [146]. Mendelian randomisation (MR) is an epidemi-

ological approach that employs genetic variants, most commonly single nucleotide

polymorphisms (SNPs) as instrumental variables in order to circumvent environmen-

tal confounding [37]. By genetically predicting the levels of an exposure such as CRP

by a set of relevant SNPs, the proxied levels of CRP reflect a value of CRP that may

not be affected by later-life influences that could distort the value (e.g. BMI, smoking,

auto-immune conditions). Associations between genetically predicted CRP and an

outcome of interest can then much more readily be interpreted as a causal effect

[147].

Previous work investigating the causal role of CRP, interleukin-6 (IL-6, major moder-

ator of CRP), BMI and specific symptom dimensions of depression (sleep, appetite,

suicidality) used LD score regression and a range of two-sample MR analyses. The

results of this study did not find associations of CRP with any of the outcomes but

report an association of IL-6 with suicidality [148]. MR has also been used to inves-

tigate how BMI and fat mass affects mood outcomes [149, 141, 150, 151].
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The expansion of genome-wide association studies (GWAS) has led to the discovery

of multiple new statistically significant causal effects. However, it is likely that many

are false positives due to pleiotropy, the phenomenon whereby a SNP is an invalid IV

due to exerting an effect on the outcome not through the exposure of interest. [152].

Multivariable MR (MVMR) can be used to assess whether an exposure causally influ-

ences an outcome conditional on a larger set of genetically instrumented exposures

[70, 153]. Incorporating additional exposures stops them from acting as pleiotropic

pathways and because of this MVMR is seen to be more robust than univariable MR

(UVMR). Indeed, a wealth of evidence exists CRP as a downstream consequence

of high body mass. For example, a recent GWAS of serum CRP levels on 204,402

individuals found that adjusting for BMI substantially reduced the strength of associ-

ation between CRP and well known obesity genes (FTO [154], TMEM18 [155], ABO,

previously described genes for obesity) [156].

In this paper we aim to estimate the causal contributions of CRP and BMI on TRD

and other depression phenotypes using a combination of UVMR, MVMR and causal

mediation analyses. We further investigate whether these highly correlated expo-

sures exert an independent effect on depression phenotypes or if their effect is me-

diated, and if these relationships are constant across age distributions.
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5.2 Methods

5.2.1 Data Sources

We used UK Biobank (UKB) as the primary data source for genetic and phenotypic

information. UKB is a prospective cohort study that recruited approximately 500,000

individuals between the ages 37 and 73 from 2006–10 [87]. An extensive, validated

questionnaire was completed by all participants gathering information on sociode-

mographic variables, environmental exposures and behaviours. All individuals were

genotyped; specifically, single nucleotide polymorphisms (SNP) genotypes were ob-

tained from the UKB AxiomTM Array (450,000 individuals) and the UKBiLEVE array

(50,000 individuals). These data have undergone rigorous quality checks [11]. De-

spite the public availability of better powered summary statistics, we restricted the

analysis to UKB where access to individual-level data allowed for more flexibility in

investigating a range of age- and sex-stratified analyses.

5.2.2 Exposures

We used BMI measurements and serum levels of CRP. Both exposures are associ-

ated with depression or TRD in observational epidemiological studies [145, 157, 134,

158]. We hypothesised that low-grade inflammation could be captured by serum lev-

els of CRP [143]. This biomarker is part of the blood biochemistry test performed

in UKB and is available in 429,141 European participants. For BMI, we used the

baseline measurement taken at study enrollment. Data on 451,052 participants of

European ancestry was available. Inverse normalised CRP and BMI were used to

provide a more symmetric distribution than their raw values and to simplify the inter-

pretation of resulting causal estimates as the effect of a 1 standard deviation (SD)

141



higher exposure on the outcome risk.

To assess the independent effects of adiposity and inflammation on depression out-

comes beyond the traditional BMI measurement, we report a more granular ap-

proach where we examined two distinct phenotypes: unfavourable (UFA) and favourable

adiposity (FA) [159]. FA and UFA were defined based on how SNPs that affect body

fat percentage are associated with metabolic markers (high-density lipoprotein, sex

hormone binding globulin, triglycerides, aspartate transaminase, alanine transami-

nase) [159]. Two sets of SNPs served as separate instruments to proxy body fat

percentage, derived FA (36 SNPs) and UFA (38 SNPs) and perform the MR analy-

ses described in Section 5.2.4. A previous work using MR to assess FA, UFA and

depression found a differentiation between favorable and unfavorable adiposity, ob-

serving a statistically significant causal effect of FA on depression, and a modest

effect of FA [139].

5.2.3 Outcomes

Multiple outcomes were derived in UKB participants based on both the mental health

questionnaire (MHQ) and electronic health records. Previous works have described

in detail the MHQ [160]), where questionnaires covering a range of psychological

measurements (depression, anxiety, unusual experience, post-traumatic stress, sub-

stance use) were emailed to a subset of UKB participants and were completed by

n = 157, 366 individuals. An additional source of information is through linked elec-

tronic health records, including general practitioner (GP) visits. Here, we used a

subset of n = 230, 000 UKB participants and used codes to classify participants as

having been diagnosed with depression. We use five outcomes: (1) GP diagnosis
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of any of the read codes describing depressive disorders [135]; (2) lifetime MDD

defined by the MHQ measurement [160]; (3) PHQ-9 [161] and (4) CIDI [162] depres-

sion severity measures (MHQ [160]); and (5) TRD [135]. A previous work in UKB

underlined the low accuracy of self-reported depression measures and marked dilu-

tion of GWAS signals compared with clinical diagnostic phenotyping [163]. To guard

against such potentially low resolution of the phenotype, we used both clinical diag-

noses (GP diagnosis) and questionnaire data that was filled in by the participants

(CIDI, PHQ9). These continuous outcomes (PHQ-9, CIDI) that were filled in by MHQ

participants irrespectively of diagnosis both measure depression. A notable differ-

ence is that PHQ-9 focuses on the current severity of depressive symptoms in the

past two weeks, whereas the CIDI targets the duration and impact of symptoms.

TRD

Linkage of the GP electronic health records and prescription data, enabled coding

of TRD with information on antidepressants prescribed and TRD coded when indi-

viduals were prescribed at least two different antidepressants for six weeks. For the

purpose of this study, we define the treatment interval at six weeks, which is more

conservative than the four-week change encouraged by prescribing guidelines [164].

This conservative threshold helps reduce the likelihood that drug switching was due

to side effects, while still allowing for adequate efficacy.
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5.2.4 Statistical Analyses

Observational Associations

As a baseline model, study outcomes were directly regressed on the observed val-

ues of the exposures. For continuous outcomes (CIDI, PHQ-9), multivariable linear

models were used. For binary outcomes, we used logistic regression. All models

were adjusted for age, assessment centre and sex.

MR

A series of one-sample MR analyses (Chapter 2.2) were conducted within the UKB

cohort. Instrument Selection: To avoid winner’s curse bias (inflation of effect esti-

mates due to random variation if the same dataset is used for selection and analysis

[165]), external GWAS datasets were screened for genome wide significant SNPs

(P< 5x10−8). SNPs were identified that associated with CRP, BMI and MDD in

publicly available GWAS studies not overlapping with UKB [166, 167, 141]. For

CRP, SNPs reported by the CHARGE study were extracted [156], whilst for BMI,

the Locke et al. study was used [167] with a further specification of a European-

focused instrument of 73 SNPs as described by Tyrrell and co-authors [150]. Of the

97 reported SNPs in the Locke et al. study [167], we follow Casanova et al. [139]

and limit this to European-specific 76 SNPs. Three further SNPs are excluded due to

known pleiotropic effects leading to the final 73 SNPs that constitute the instrumental

variables. Specifically, the SNPs rs11030104 (BDNF), rs13107325 (SLC39A8), are

excluded because of associations with phenotypes that likely influence depression,

respectively with regular smoking, with BP and HDL, and with many traits includ-

ing alcohol, testosterone and cognitive domains. Clumping was performed with a
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window of 50kb and an r2 of 0.001 was used to exclude all SNPs in pairwise linkage

disequilibrium (LD). This ensured our instrument set was comprised of approximately

uncorrelated SNPs. For the analysis where all three CRP, BMI and MDD were ge-

netically proxied, a genetic risk score from the 178 Levey et al. variants was used for

MDD [168] in order to facilitate the computationally expensive bootstrap procedure

with a single instrument that retains as much variance explained as possible.

After extraction of genotype dosages at the individual level, individual LD matri-

ces were constructed. If any non-negligible amount of pairwise LD was observed

(r2 > 0.05) for two SNPs on the same chromosome, the SNP with the largest p−value

was retained.

5.2.5 MR designs

The different MR analyses reported are visually presented in Figure 5.1. All analyses

follow the one-sample MR framework, where the exposure (in our case CRP and

BMI), genetic variants and the outcomes (depression and TRD) are measured in

the same individuals [169]. Within this one-sample framework, we further apply:

(a) univariable MR (UMVR) to estimate total causal effects; (b,c) multivariable MR

(MVMR) to estimate direct effects and to perform mediation analysis; (d) pleiotropy

robust MVMR as a sensitivity analysis.
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MR: Causal Analysis with genetic variants (G). 
Genetically Predicted = Unconfounded by Environment.

Proxy for treatment effectiveness of CRP and BMI changes.
UVMR: How does CRP/BMI affect MDD?

Total Effect: Overall relationship of CRP/BMI with MDD
Pleiotropy: 'CRP' SNPs affect BMI and BMI in turn affects MDD

Selection of GBMI, GCRP: Locke et al., 2015; Ligthart et al., 2018

Population Stratification (P): Different ancestries in CRP/BMI and MDD → Bias. 
Adjusting for genetic Principal Components

a.

b.

c.

d.

e.

MVMR: Causal Analysis with joint genetic prediction of CRP and BMI. 
Proxy for independent treatment effects/ choice between two interventions.

How do CRP and BMI directly affect MDD? 
Direct Effect: Relationship of CRP with MDD that is not mediated by BMI

Robust MVMR (GRAPPLE)
MVMR that allows for some direct effects of G on MDD. 

Similar to independent treatment effects with 
uninteded direct effects of randomisation in RCTs.

Measured & Unmeasured Pleiotropy (MR Analysis Summary)

Methods that are robust to such biases are designed for 
non-overlapping cohorts.

Repurposing the collider correction approach 
to allow for pleiotropy-robust MVMR methods

in one-sample MR

Mediation Analysis
Example: CRP affects MDD in UVMR but not in MVMR.

The proportion mediated (pm) quantifies this.
Different bootstrap procedures to estimate its uncertainty

Figure 5.1: Methods Overview. a. Causal diagram (DAG) representing the assumed relationship
between genetic variants for CRP (GCRP ), measured levels of serum CRP and BMI, and major de-
pressive disorder (MDD). The dashed line between CRP and BMI represents a potential contribution
of BMI to CRP levels. b. DAG for an MVMR analysis that genetically proxies both CRP and BMI
(GCRP , GBMI ) enables estimation of the direct causal effect of CRP and BMI on MDD. c. Estimation
of the proportion of the CRP effect mediated by BMI (pm). d. Robust MVMR to account for unmea-
sured pleiotropy as well as measured BMI pleiotropy. If some of the genetic variants in GCRP or GBMI

affect MDD directly, other than just through changing CRP or BMI levels, the estimated effects will be
biased. Robust methods such as MR GRAPPLE protect against this.

.
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MR Analysis Summary

The following steps were taken in order to rigorously perform the MR analysis. Firstly,

to measure instrument strength, we report the mean F statistic for UVMR analyses

and the conditional F-statistic [100] for multivariable MVMR analyses. This latter

statistic provides a measure of how well a single exposure is instrumented condition-

ally on the other exposures. Low values indicate the presence of multi-collinearity in

the genetically predicted exposures, which leads to weak instrument bias. Secondly,

individual-level data UVMR analyses in UKB were carried out using two-stage least

squares (TSLS) approach for continous outcomes. For binary outcomes, the second

stage linear regression was replaced with logistic regression (otherwise known as

two stage predictor substitution). To implement the MVMR analysis, whilst protecting

against bias due to weak instruments and pleiotropy, we employed a novel extension

of the recently proposed technique of Collider-Correction [85] to the multivariable

setting (Figure 5.1 d, see Appendix for further details). Thirdly, whilst MR methods

are generally robust to traditional confounding, they are more susceptible to genetic

confounding due to population stratification [170]. To address this, we adjust for the

first five genetic principal components in all analyses [171]. This way, we also aim to

partly adjust for relatedness; a stricter approach of completely excluding individuals

that are related would reduce sample size in an already moderately powered context

(loss of 16% of TRD cases). We present the univariable and multivariable analyses

in this subset of unrelated individuals. We also use a subset of UKB that includes

only individuals of European ancestry (n = 451, 025). Finally, we assessed the extent

of heterogeneity amongst causal estimates from different SNPs, a proxy of residual

pleiotropy, using the Sargan test [172]. The Sargan test is useful for one-sample MR
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analyses as it can indicate when multiple instruments are valid as a group, testing if

they provide similar estimates as single instruments or in linear combination [62].

For continuous outcomes, causal estimates reflect the effect of a 1 SD change in

the exposure on the outcome. For binary disease outcomes, causal estimates were

obtained from a logistic regression and reflect the effect of a 1 SD change on the

log-odds of the depression-related outcome (Chapter 2.2).

5.3 Estimation of Mediated Effects

As discussed in Chapter 2.5, the extension of multivariable MR (MVMR) allows for

the joint estimation of the effect of multiple exposures on the outcome [70]. Recent

developments in MVMR focus on exploring questions of mediation of the effect, that

is whether the apparent effect of one exposure is mediated by another [72]. estimat-

ing the proportion of the effect mediated.

Regarding this approach, Carter et al. [72] recently presented an authoritative review

on MR and mediation analysis. The process includes the sequential fitting of a uni-

variable MR model with a genetic instrument for the exposure, a multivariable model

with an instrument that jointly predicts the exposure and the mediator, and finally the

estimation of the proportion of the effect mediated (πm). The authors suggest the

use of a bootstrap to obtain uncertainty estimate for πm. Given the availability of mul-

tiple methods of performing a bootstrap and the observation that a non-parametric

bootstrap tends to provide imprecise answers in the case of the binary outcomes of

TRD and GP diagnosis of depression in the real data applications in this Chapter 5,

we aimed to explore different ways of estimating πm and its uncertainty. We compare

the different approaches with a simulation study and provide a real-data application
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for mediation of apparent physical activity (PA) effects by body mass index (BMI). We

also investigate how residual pleiotropy affects the results.

The motivation for an additional investigation stemmed from observations from real

data analyses, where there still was some improvement in estimating mediated ef-

fects with the Bayesian bootstrap method, in contrast with the comparable perfor-

mance shown in the simulation studies. The simulation studies were constructed

for a linear outcome from a normal distribution. A careful consideration of the exact

applied example reveals that, in reality, the outcomes considered were binary out-

comes of relatively low prevalence. These empirical findings motivated the need for

another dedicated examination of the Bayesian bootstrap’s performance in the spe-

cific presence of sparse outcomes, particularly in estimating mediated effects with

binary data. By building upon these real-world observations, this study aimed to

provide a more nuanced understanding of the Bayesian bootstrap’s efficacy and its

potential for enhancing precision in estimating mediated effects in Mendelian ran-

domisation analyses with binary outcomes.

We implement our mediation analysis as described below in UKB individual-level

data (where X and M are the exposures of interest (CRP, BMI) and Y is the out-

come) (Fig. 5.1c.):

• Estimate the total effect of X on Y by UMVR, β̂total.

• Estimate the direct effect of X on Y β̂direct via an MVMR and the indirect effect

as β̂indirect = β̂total − β̂direct.

• Estimate the quantity π̂m = β̂indirect

β̂total
and its confidence interval via a non-parametric

bootstrap of the data in order to test the null hypothesisH0 : πm=0. When β̂indirect

and β̂total have the same sign, π̂m can be interpreted as an estimate for the pro-
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portion of the effect of X on Y mediated via M .

Bayesian bootstrap for uncertainty quantification and sparse binary outcomes

Carter et al [72] recommend the use of a standard non-parametric bootstrap in order

to provide confidence intervals for π̂m. However, using simulations consistent with the

real data we observed that it tended to over-estimate the true parameter uncertainty.

For this reason, we additionally developed a method to implement Rubin’s Bayesian

Bootstrap [173]. Whilst the standard non-parametric bootstrap samples individuals

with replacement from the original data, each iteration of the Bayesian bootstrap

is always based on the complete data, but the weight they receive in the analysis

is instead generated from a Dirichlet distribution. Our simulations showed that the

Bayesian Bootstrap produces confidence intervals with similar coverage to the non-

parametric bootstrap, while it improves performance for very sparse binary outcomes

(Section 5.4.4). For further details see the Appendix. We used this method to test

the hypotheses that the effects of CRP are mediated by BMI and that the effects of

CRP and BMI on TRD do not operate solely through MDD, as previously investigated

by Maske et al. [174]).

5.3.1 Sex Specific Effects and Age as a Moderator

Our individual level data methods enabled us to perform analyses separately in

males and females, formally testing for heterogeneity in causal estimates of BMI and

CRP on depression between males and females, using Fisher’s z-score. In addi-

tion to sex-stratified analyses, we also explored the extent of heterogeneity in causal

effects of BMI and CRP across age strata. To achieve this we split the total sam-

ple of 451, 025 European participants to seven five-year sub-samples and performed
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meta-regression to assess whether age was an important predictor of causal effect

heterogeneity.

We implemented the following regression model to see if there was a trend in causal

estimates due to age:

β̂XYi
= β0 + βage ¯agei + εXY i.

Here β̂XYi
, i = 1, ..., 7 expresses the causal effect estimate in the ith five-year age

stratum, with β0 the intercept and βage the average age-moderation parameter of the

of the mean stratum age ¯agei). To assess how this model compares against a simple

pooled estimate that does not take age into account, we estimated two heterogeneity

statistics. Firstly, Cochran’s Q statistic:

Q =
7∑

i=1

wi(β̂XY i − β̂All)
2, β̂All =

∑7
i=1wiβ̂XY i∑7

i=1wi,

on 6 degrees of freedom, and Rucker’s Q statistic: [175, 176])

Q′ =
7∑

i=1

wi(β̂XYi
− (β̂0 + β̂age ¯agei))

2,

on 5 degrees of freedom. We then calculated their difference Qdiff . Under the null

hypothesis that age was not a predictor of the causal effect, this statistic is distributed

Qdiff ∼ χ2
df=1.

5.3.2 Sensitivity Analyses

Choice of Instrument: CRP SNPs have been shown to be highly pleiotropic and af-

fect a range of cardiovascular outcomes and serum lipid traits [166]. In addition to the

data-driven pleiotropy-robust methodology described above, we perform a comple-
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mentary approach of limiting the SNPs used as instruments exclusively to the CRP

locus. This is based on the hypothesis that SNPs in this specific location represent

more biologically relevant CRP variants rather than indirect associations.

We also provide an analysis using the recently proposed cis-MR approach by Pa-

tel et al. [57] which uses the complete set of highly correlated SNPs in a single

area of biological relevance, instead of limiting the analysis to few independent sig-

nals. The argument is that SNPs in close proximity to a gene that codes for a precise

molecular target are less likely to affect other phenotypes. We therefore use the CRP

genomic region (1 : 159712288 − 4589 ±100kb) and select correlated instruments in

the external study [156]. We apply no p−value selection threshold. We then use

the method of Patel et al. [57] to test the hypothesis that CRP has no effect on the

depression outcomes. In this analysis, the exposure data is from the CHARGE study

summary statistics [166] and follows the two-sample MR framework.

For BMI, we aimed to locate the Locke et al. instrument to variants that affect BMI

through a central mechanism and would hypothetically be more likely to affect de-

pression through other pathways; a tissue enrichment analysis of genes associated

with depression showed specific patterns of expression in the brain [168]. We follow

a similar approach to Leyden and co-authors [177], employing a dedicated database

[178]. The process is presented in detail in Section A.2.1.

Reverse Causality: Bias due to reverse causality may emerge when an outcome

affects the risk factor (Chapter 1.3), that is a hypothetical causal effect of mood dys-

regulation on inflammation status and weight. There is abundant clinical literature
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supporting a longitudinal, potentially bidirectional association of these phenotypes

with mood disorders [179, 180] and changes in appetite, eating behaviours and un-

intended weight gain or weight loss all are included in the diagnostic criteria for MDD

[181]. We therefore studied how low mood affects CRP and BMI, using 102 SNPs

that associate with MDD [182] to genetically proxy CIDI, one of the MHQ mood ques-

tionnaire completed by a subset of UKB participants. Given the previous evidence

for depression and BMI sharing a genetic component and as CRP variants also in-

fluence BMI, we used Steiger filtering to exclude MDD SNPs that associate more

strongly with BMI or CRP rather than MDD, so that the SNP-set GMDD consists

of SNPs that predict CIDI more strongly than CRP or BMI [183]. As the instrument

strength ofGMDD suggested that there may be dilution bias due to weak instruments,

a combination of the collider correction approach [85] and the weak-instrument ro-

bust MR RAPS approach were also reported [184].

5.4 Results

5.4.1 Patient Characteristics

Table 5.1 reports the individual characteristics of the UK Biobank participants. The

TRD phenotype as previously curated was available for n = 189, 917 controls and

n = 2199 TRD individuals. At the observational level, participants that went on to

be diagnosed with TRD had a higher CRP and BMI. The baseline measurements

of mood indicated that they scored higher both for CIDI and PHQ9 (Table 5.1). The

proportion of females in the GP depression and TRD groups is higher than in the

control group. The majority of individuals have CRP levels that are not consistent

with clinically active inflammation, however it seems that there is variability of CRP
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levels according to depression status, with people with depression and TRD having

a 0.55 and 1.1mg/L higher CRP on average respectively than controls.

Controls GP-based depression cases TRD cases Group Comparison (Value, p)
N 173,786 18,330 2,199

Age 57.42 (±8.11) 56.11 (±7.95) 56.43 (±7.82) 224.6 (< 10−10)
% Female 0.485 0.636 0.724 1804 (< 10−10)

BMI 27.38 (±4.67) 28.26 (±5.37) 29.41 (±5.96) 359.1 (< 10−10)
CRP (mg/L) 2.54 (±4.35) 2.99 (±4.57) 3.64 (±5.42) 109.7 (< 10−10)
CIDI MDD∗ 2 (±10.43) 5.45 (±11.55) 6.63 (±1.68) 3290 (< 10−10)

PHQ9∗ 2.11 (±2.89) 4.52 (±5.09) 9.06 (±6.83) 2240 (< 10−10)

Table 5.1: Individual characteristics. Mean (±SD). ∗: CIDI and PHQ9 were measured in a different,
partly overlapping subset of UKB participants (n = 146, 067). Comparisons across groups are per-
formed with analysis of variance (ANOVA) tests, and F-values and p-values are reported. A χ2 test
was used to compare the proportion of females across the three groups.

5.4.2 Univariable & Multivariable MR

BMI: Figure 5.2 presents the causal estimates for BMI on a range of depression

outcomes. In the UVMR analyses of BMI in green, all estimates suggest a robust

causal effect, with 95% confidence intervals excluding the null. A 1-SD increase in

genetically proxied BMI was associated with 13.9% (95% CIOR: 8.3%, 22.1%) higher

odds of a lifetime diagnosis of depression, 19.7% (5.1%, 32.3%) higher odds of a GP

diagnosis of depression, and 41.9% (2.0%, 95.4%) higher odds of TRD (Figure 5.2).

In the MVMR models (in red), this pattern persists, with the analyses with external

weights [166, 167] agreeing. The repeat analysis under a stricter approach of com-

pletely excluding related individuals also supports that BMI has a positive effect on

all outcomes (Figure A.4). In the sex-stratified analysis in females (Figure A.5), there

is evidence for a causal effect of BMI on all outcomes except for TRD whereas in

males, a robust effect is observed only on PHQ9 (severity). Although the BMI point

estimates appear larger in magnitude for females, the z-test does not suggest statis-

tical significance at the 95% level (Table A.3).
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Repeating the analyses in each five-year age stratum, there was an attenuation of

the causal effect of BMI on PHQ9 with age (βage = −0.025 PHQ9 total units per age

stratum, p = 0.011) (Figure A.7). This effect was also nominally statistically signifi-

cant for a non-linear trend (βage2 = −0.22, p = 0.0397, Table A.5). The heterogeneity

statistics indicate a better fit for the model that includes age for this comparison

(Qdiff = 6.494, pQDiff
= 0.011). The evaluation of instrument strength in specific

groups suggested a lower strength of association in the 69 − 74 age group (Table

A.2).

CRP: In UVMR, CRP displays an effect on all outcomes (Figure 5.2). A 1-SD in-

crease in genetically proxied CRP was associated with 12.7% (1.0%, 22.3%) higher

odds of a lifetime diagnosis of depression, 20.9% (95% CI: 2.0%, 40.5%) higher odds

of a GP diagnosis of depression, and 63.2% (13.9%, 146.0%) higher odds of TRD

(Figure 5.2). In the sex-stratified analyses, strong causal estimates are present for

GP diagnosed depression and TRD in females only. All these associations do not

persist in the MVMR analyses, where upon jointly predicting BMI and CRP in MVMR

models, the estimated effect moves close to the null and significance is lost (Figure

5.2). Of note, the consistency of the results remains unchanged even when only

unrelated individuals are considered, as illustrated in Figure A.4. The analysis with

external weights suggests more modest CRP effects (Figure A.6). There does not

seem to by a clear modification of the estimated effects by age but there seems to

be heterogeneity on the age-specific effects on GP diagnosis (Figure A.7).

In Table A.4, applying the Sargan test revealed sstatistically significant heterogene-

ity for all analyses. Therefore, these analyses could be potentially affected by at
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least one SNP exerting a pleiotropic effect. The reported estimate standard errors

account for this heterogeneity, and the estimates themselves are valid under the as-

sumption that the pleiotropy is balanced. A repeat test with the CRP-BMI pair of

exposures in an MVMR model (Table A.4) indicates that heterogeneity is likely even

in the joint model, motivating a pleiotropy-robust method as a more appropriate mod-

elling choice.
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Figure 5.2: Effects of BMI and CRP on various depression-related outcomes as measured by uni-
variable and multivariable MR models. The CRP effect is measured by using 45 CRP SNPs as in-
struments. In the horizontal axis, the five outcomes are presented; in the vertical axis, the effect size
is shown as a point and the line denotes the 95% confidence intervals (CIs). UV: Univariable MR;
MV: Multivariable MR; GRAPPLE: Robust Multivariable MR with MR GRAPPLE; CIDI: Composite
International Diagnostic Interview; PHQ9: Patient Health Questionnaire-9; TRD: treatment-resistant
depression
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5.4.3 Sensitivity Analyses

Favourable and Unfavourable Adiposity

In Figure A.8, we substituted BMI with unfavourable and favourable adiposity, and

repeated the assessment of how these affect the outcomes and how the effect of

CRP changes. Unfavourable adiposity appears to influence all outcomes, while CRP

showed an effect on TRD, PHQ9, and CIDI. In the multivariable models, we found

that the point estimate of CRP remained relatively stable, indicating a consistent as-

sociation with the outcomes. These findings highlight the independent contributions

of both unfavourable adiposity and CRP to depression, emphasizing the need to

address these factors in the prevention and treatment of depressive symptoms.

Robust MVMR

Results for the pleiotropy-robust GRAPPLE implementation of MVMR are presented

in Figure 5.2 (purple). This method simultaneously accounts for weak instrument

bias, imbalanced pleiotropy (via penalization of outliers) and sample overlap [185].

The results appear to be largely concordant with those of the MVMR, with slightly

lower precision and lower magnitude of effects. In this analysis, BMI is associated

only with a GP diagnosis of depression and PHQ9. There was insufficient evidence

to confirm an effect of CRP with any of the outcomes in the multivariable models.

CRP Gene-Specific Instrument and Tissue-Specific BMI SNPs

Specifying the search for valid CRP instruments in the area around the CRP gene,

194 variants were identified in the selection sample [156]. After clumping, four were

retained as independent (rs11585798, rs2794520, rs3934775, rs12727193) and one
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(rs2794520) was strongly associated with CRP (β (95%CI): -0.182 (-0.189, -0.176)

with T and C as the effect and non-effect alleles, p = 1.2 × 10−305). This SNP was

carried forward for the analyses in UKB. As in the selection study, C carrier status

was associated with lower CRP serum levels, more strongly in females (-0.172 (-

0.176, -0.167) in all, -0.185 (-0.191, -0.178) in women, -0.158 (-0.162, -0.153) in

men; Fisher’s z = 6.01, pdiff < 1.9 × 10−9). Using only this SNP as an instrument,

UVMR indicates a negative association of CRP with a GP diagnosis of depression

(−0.155 (−0.223,−0.087)). The sex-specific analysis implied a stronger effect in fe-

males (−0.308 (−0.570,−0.046)) and an effect in males only for PHQ9 reaching sta-

tistical significance at the 5% level. (−0.31 (−0.580,−0.039)).

In the MVMR analysis where we also proxy BMI with 73 SNPs, CRP is judged to

negatively influence GP diagnosis of depression (−0.151 (0.051)); this is independent

of BMI. This effect is also observed in males (−0.211 (0.089)), whereas in females

it does not reach statistical significance at the 5% level (−0.113 (0.062)). In the ro-

bust MVMR analysis, a statistically significant negative effect was estimated (−0.144

(0.055)).

Alternative Instruments

Regarding CRP, the focused search in the CRP genetic region yielded 194 SNPs.

Clumping greatly restricted the available variants to guarantee independence and

only one variant would be used (rs2794520). Using the recently proposed approach

of Patel et al., it was possible to retain all 194 variants, extract them at the individ-

ual allele dosage level and decompose them in independent genetic signals [57];

namely, the variants presented in Figure A.11 were projected in 10 principal compo-
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nents which were then used for MR inference. The results are shown in Table A.6.

Although the estimates were more precise than those reported in Section 5.4.3, their

magnitude was lower and consequently none surpass the conventional significance

threshold.

The tissue-specific MR analyses are presented in Section A.2.1. Of the 73 BMI

SNPs, 23 were retained as being preferentially expressed in brain-related tissues

and 31 others that were mapped to coding regions were expressed in the periphery.

Similar estimates were obtained for all outcomes. For TRD, UVMR and MVMR sug-

gested a positive effect of BMI on depression only when the peripherally focused in-

strument was used (βUVMR(CI) : 0.722(0.246, 1.123), βMVMR(CI) : 0.745(0.251, 1.229)).

In contrast, the UVMR and MVMR estimates from the instrument that included brain-

expressed genes failed to reject the null (βUVMR(CI) : 0.139(−0.472, 0.750), βMVMR(CI) :

0.136(−0.481, 0.752)). Both instruments provided similar results for all outcomes in-

cluding TRD in the pleiotropy-robust MR GRAPPLE method.

Reverse Causality assessment using UVMR

Applying the Steiger filtering routine for BMI, 16 of the 102 SNPs reported by Howard

et al. [182] were excluded. For the remaining 86 SNPs, instrument strength for the

genetic prediction of CIDI was estimated at Fstat = 5.337. In 2SLS, the causal effect

of genetically predicted CIDI on BMI was estimated as β (SE): 0.077(0.016), but was

likely to be affected by weak instrument bias. Using MR-RAPS, the uncertainty in

this result increased substantially (β (SE):0.074(0.045). For CRP, Steiger filtering in-

dicated that there were 27 SNPs that predict a larger proportion of the CRP variance

compared with the CIDI variance. In the remaining 75 SNPs (Fstat = 4.132), an asso-
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ciation of genetically proxied CIDI with CRP was observed (β (SE): 0.080 (0.020)).

Applying MR-RAPS as above, the resulting estimate did not maintain significance at

the 95% level (β (SE): 0.101 (0.053)). In summary, a potential causal effect of the ge-

netically predicted mood questionnaire score on BMI and CRP was found in 2SLS,

but these estimates are likely affected by weak instrument bias.

Mediation Analysis

5.4.4 Improved performance of the Bayesian Bootstrap: simulation evidence

The investigation was prompted by observations from real data analyses, where the

proportion mediated is relatively imprecise. We investigated three different methods

of obtaining π̂m and its uncertainty. The data generating model is visualised in Figure

5.3.

G1

G2

X

M

Y

U

βXM
βMY

βXY

Figure 5.3: Directed Acyclic Graph. The exposure X and the mediator M exert two independent ef-
fects on Y . Genetically proxying only X can result in an inaccuracy in the estimation as β̂XY,Univariable

will be capturing the total effect (βXY + βXM ∗ βMY ).

The following data-generating models for the exposure X, mediator M and out-

come Y were used, consistent with the DAG in Figure 5.3:
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Xi =
P∑

p=1

γXpG1ip + Ui + εXi.

Mi = βXMXi +
P∑

p=1

γ1MG1ip +
P∑

p=1

γ2MpG2ip + Ui + εMi.

Yi = βXYXi + βMYMi + Ui + εY i.

The UVMR estimate for the causal effect of X on Y , βXY ,is biased if we exclusively

use the set G1 as instruments for X, since the SNPs exert a pleiotropic effect on Y

through M . If, however, we genetically proxy both X and M in an MVMR analysis,

this bias can be removed and we can also estimate the extent to which the effect

of X on Y is mediated through M [72]. In this setting, the target of the bootstrap

methods is to quantify the uncertainty in the mediated proportion estimate:

π̂m =
β̂XM β̂MY

β̂XY + β̂XM β̂MY

= 1− β̂XY

β̂XY + β̂XM β̂MY

,

where in order to interpret this quantity as a proportion we require that the total effect

and mediated effect are of the same sign. We apply three methods to estimate the

sampling distribution of π̂m.

1. Standard Non-parametric bootstrap: in each iteration, a bootstrapped sample of

equal size is constructed by sampling with replacement from the original data;

2. Quasi-Bayesian estimation of confidence intervals [186] implemented with the

mediation R package;

3. A fully Bayesian bootstrap [173]: in each iteration a vector of Dirichlet weights
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(wi = Γi(1,1)∑N
i=1 Γi(1,1)

) is generated and used to fit the the UVMR and MVMR re-

gressions on the original complete data, using regression weights wi for subject

i.

Results for our simulation are presented in Figure 5.4 in which we show the mean

(point estimate) and 95% confidence interval for π̂m (top) and its coverage (bottom)

based on the three bootstrap procedures. Similar to our previous simulation, data

were generated to give a range of conditional F statistic values for X between 2

and 30. We see that the three methods perform comparably in terms of bias, with

small differences in uncertainty estimation and coverage. The fully Bayesian boot-

strap procedures performed well, furnishing a sampling distribution for π̂m centred

on the true value, from which could be derived confidence intervals with the correct

nominal coverage. We therefore conclude that all methods perform comparably in

this particular context.

5 18 30 42 55

CFS_M

0.0

0.4

0.8

1.2

0 50 100

CFS

P
ro

po
rt

io
n 

M
ed

ia
te

d

5 18 30 42 55

CFS_M

0.00

0.25

0.50

0.75

1.00

50 100

CFS

P
ow

er

5 18 30 42 55

CFS_M

0.92

0.94

0.96

0.98

1.00

50 100

CFS

C
ov

er
ag

e

Method
BB

mediation Package

NPB

Figure 5.4: Uncertainty in estimating the proportion of mediated effects, simulation Results. CFS:
Conditional F−statistic for the exposure X in Figure 5.3; CFSM : Conditional F−statistic for the
mediator M . Error bars in the coverage and power plots represent the Monte Carlo error for s =
6000 simulations. BB : Bayesian bootstrap; mediat package: implementation with the R mediation
package; norm: non-parametric bootstrap
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A further investigation was prompted by observations from real data analyses,

where the Bayesian bootstrap method showed some improvement in estimating π̂m

despite comparable performance in simulation studies. The simulation studies used

linear outcomes from a normal distribution, and we hypothesised that the difference

could be attributed to the low prevalence of the binary outcomes (TRD) in the real

data. We therefore performed a dedicated simulation study with a binary outcome

that is sparse (or rare), keeping all other parameters (e.g. SNP-exposure strength

of association, sample size, confounder effects) fixed. We apply the BB (BB1), the

NPB, and a Bayesian bootstrap that resembles the structure of the mediate function

(BB2). The results shown in Figure 5.5 suggest a benefit for BB when the outcome

prevalence is below 2%, but with a very similar performance for more frequent out-

comes.
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Figure 5.5: Simulation Results (π̂m and 95% Confidence Intervals) for Increasing Prevalence of Binary
Outcome.

The results for the mediation analysis are presented in Figure A.9. When us-

ing the discovery set of CRP SNPs (nCRP = 45), the effect of CRP on GP di-

agnosis and TRD appears to be mediated by BMI (107.82%(56.1%, 357.02%) and

78.87%(33.35%, 197.23%) respectively). For the ever depressed outcome, a similar

magnitude was observed but the CIs do not indicate significance at the 95% level

(82.87%(−208.39%, 250.43%)) (Figure A.9). In the sex-specific mediation analysis,

BMI appears to mediate the effect of CRP on TRD and GPD in females and on the

ever depressed in males (Figure A.10). With the BB method, the CIs for πm are

somewhat narrower for TRD.
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As discussed above, there is a concern for residual pleiotropy in this particular set

of SNPs. Since 2SLS models are used throughout and CRP SNPs are known to be

highly pleiotropic (Section 5.4.3), the estimates with these 45 SNPs may be biased.

In the multivariable MR, this is partly alleviated, however there is a possibility of other

pathways not related to BMI affecting the outcome. As a result, the estimates of the

proportion mediated may be distorted with the full set of 45 SNPs. In a repeat medi-

ation analysis with only one SNP in the CRP locus used to genetically proxy serum

CRP levels (rs2794520, Section 5.4.3), the results are not statistically significant at

the 95% level (green lines, right panel, Figure A.9).

In the mediation analysis of genetically proxying CIDI and assessing how the CRP

and BMI estimates change in a MVMR model with all three as exposures, relatively

imprecise results were obtained. This is possibly due to a lack of power (n = 58, 586

individuals with a GP record, follow-up MHQ measurements and baseline CRP and

BMI, of whom 514 TRD cases). As expected, CIDI appeared to contribute to TRD

in the full model (0.757 (0.382, 1.132)), suggesting that a unit increase in CIDI dou-

bles the odds of TRD independently of CRP or BMI status. In this model, BMI and

CRP were positively and negatively associated with TRD (+0.533(−0.203, 1.268) and

(−0.093(−0.434, 0.247) respectively). In comparison, the corresponding estimates in

the univariable model were slightly larger in magnitude (+0.567(−0.121, 1.255) and

−0.127(−0.459, 0.206)). The mediation analysis results suggest that the independent

BMI and CRP effects (Figure 5.2) are not mediated by CIDI (pm,CRP=0.231(−3.372, 4.041),

pm,BMI=0.288(−2.375, 3.221)).
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5.4.5 Other Inflammatory Mediators

Apart from CRP aberrations, there is a multitude of inflammatory mediators with dis-

tinct roles, that constitute a highly interconnected network. We use a study that

investigated the genetics of a wide range of these proteins, where GWAS stud-

ies (Chapter 2.3.1) for the serum levels of n = 41 cytokines were reported [187].

The study used data from two large cohort studies, with individuals predominantly

of Finnish ancestry, that are external to UKB (Cardiovascular Risk in Young Finns

Study (YFS), FINRISK surveys (1997, 2002)). A lenient threshold (p < 10−6) and a

standard clumping procedure (distance 10, 000, correlation r2 < 0.01) were applied to

identify independent genetic variants that associate with each of the n cytokines. We

used the major depressive disorder summary statistics of a meta-analysis of three

cohort studies (NTotal = 807, 553 with 246, 363 cases, 561, 190 controls) in which 102

independent variants were statistically significantly associated with depression [182].

Sample size for the inflammatory markers ranged from 840 to 8293 (Table A.8). The

results indicate that three of the investigated mediators (fibroblast growth factor lev-

els, macrophage colony-stimulating factor, cutaneous T cell-attracting chemokine)

have an estimated effect on major depression (Figure A.14).

A further study with CRP as the exposure and these 41 mediators as outcomes one

at a time suggests that there is an estimated nominal effect on IL-6 and GCSF; at

the same time, when we consider the reverse direction and we choose instruments

that are genetically predicting one of the 41 mediators, only interferon-γ appeared to

decrease CRP. There is some evidence for IFN-γ suppressing CRP expression by

inhibiting the production of interleukin-6 (IL-6), the key regulator of CRP synthesis

in the liver. Other studies have found that IFN-γ can actually increase CRP levels
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in certain settings, such as in patients with chronic obstructive pulmonary disease

(COPD) or systemic lupus erythematosus (SLE). Another marginally statistically non-

significant result was that of IL-18 on CRP (β (SE) 0.021 (0.009), p=0.065), for which

there is also evidence for inducing CRP production.

Seeing that the set of inflammatory markers was high-dimensional, we applied the

two PCA-based approaches proposed in Chapter 4. The goal was to transform the

markers to groups, and then use those groups for inference. For the common MVMR

instrument of n = 530 SNPs that associate with at least one of the inflammatory

markers, low conditional instrument strengths were observed [99], ranging from 0.16

(MIPIβ) to 1.59 (IL1β). A total of k = 14 PCs were retained as informative, suggest-

ing some potential for dimension reduction. None of the k PCs appeared to exert an

effect on depression, at the nominal threshold and after correction.

5.5 Discussion

In this study, we aimed to investigate the causal effects of CRP and BMI on depression-

related phenotypes, including TRD, using various MR methods to overcome a series

of methodological issues [185, 57, 188]. We show that apparent statistically signifi-

cant findings from univariable MR analyses of CRP do not persist in MVMR analyses

adjusting for BMI, indicating that BMI may be the primary driver of the observed as-

sociation between CRP and depression outcomes. We also found evidence for BMI

exerting a positive causal effect on investigated outcomes, particularly in women,

and that age may attenuate the effect on severity of depression. This evidence is

subject to the limitations of BMI and CRP as imperfect but adequate proxies for adi-

posity and inflammation, respectively.
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We find evidence further supporting the influence of BMI on depression, with larger

effect sizes observed in women. An attenuation of this effect on severity of depres-

sion was also found. Although the sex difference was not statistically significant, it

aligns with previous research by Tyrrell et al. [150] on the role of BMI in depression.

Our findings suggest that BMI directly influences depression beyond the inflamma-

tory consequences of overweight, addressing a limitation in prior studies. The in-

fluence of social processes, including social stigma, may play a crucial role in the

relationship between BMI and depression. Our results are in line with a recent work

that suggested a causal relationship between trauma and MDD, that is independent

of BMI [189].

Sensitivity analyses using brain-specific and periphery-specific instruments yielded

similar effects of BMI on depression measures, indirectly highlighting a social eti-

ology that is independent of metabolic or inflammatory status. For resistance to

antidepressant treatment, peripherally expressed BMI SNPs indicated a positive ef-

fect on TRD, although uncertainty in the estimates limits strong conclusions. This

could be related to a differential metabolic breakdown of antidepressants in those

with a periphery-driven difference in adiposity. Future works could also look into

more detailed liver and kidney markers, considering their influence on antidepres-

sant metabolism and effectiveness.

Discrepancies across different models were seen for CRP. While a positive effect

on depression outcomes was found in the main analyses, this did not persist when

jointly estimating BMI and CRP effects for all depression outcomes, and additionally

when using cis-MR. Although conditional instrument strength is adequate in these
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models [153], residual pleiotropy (i.e. other than through CRP or BMI) was still a

concern. Indeed, using pleiotropy robust MVMR provided results consistent with the

null. One way to address this issue is to use a stricter selection of variants based

on their biologically plausibility as instruments. For example, Kappelmann et al [148]

assessed the role of CRP and IL-6 in individual symptom domains of depression,

using a range of instrument selections rules. Another dimension that could explain

the indirect effects of inflammation is early or later-life traumatic events [189].

In the causal analyses for the reverse pathway (from depression outcomes to BMI

and CRP), a significant proportion of SNPs were excluded in Steiger filtering as they

appeared to be more strongly associated with CRP or BMI. Low predictive capacity

of the 102 SNPs was observed for the mood questionnaire that quantified depressive

symptomatology. We bypassed this issue by implementing a weak-instrument and

pleiotropy-robust method [184], which suggested that there is no effect of depressive

symptomatology to BMI or CRP. The estimates were in line with those in 2SLS but

uncertainty was larger.

Strengths of our study include the adjustment of novel MR methods to address the is-

sues of mediation and pleiotropy. We employed a range of cutting-edge MR methods

including GRAPPLE [185] and cis-MR [57], and overcome a series of methodological

issues, including the application of pleiotropy-robust methods in MVMR through ex-

tending the Collider-Correction algorithm [188]. We also assess different methods of

precise mediation analyses and provide a new method that performs better in cases

of sparse binary outcomes (Bayesian bootstrap).

Our study has limitations to be considered. A limitation of the BMI and CRP pheno-
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types is that they do not fully capture the metabolically harmful aspects of adiposity

and the concept of inflammation respectively. Although we observe similar effects

when we proxy favourable and unfavourable adiposity, there still is room for improve-

ment for the inflammatory aspect. As data on proteomics is becoming available at

a large scale, more refined analyses will be feasible. Assortative mating plays a

significant role in the genetic correlation of depression and various psychiatric dis-

orders [190] and it could ostensibly also account for some of the observed effect of

body mass and depression outcomes as the BMIs of partners also tends to be phe-

notypically correlated. This distorts heritability estimates [191] and, to a degree, the

magnitude of the effects of the SNPs used as instruments. Future studies of BMI and

depression could control for assortative mating by dedicated matching techniques,

so as to compare individuals who are less likely to have mated non-randomly.
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Chapter 6

Discussion

In this PhD thesis, I have proposed new methods for performing MR in a range of

challenging scenarios. These include a method to account for pleiotropy with minimal

distributional assumptions (Chapter 3, [73]), a method to apply existing pleiotropy-

robust methods in multivariable MR in a single sample (Chapter 5), and a method to

apply multivariable MR in high-dimensional datasets (Chapter 4, [103]). My research

underlines the importance of carefully considering the MR assumptions before mak-

ing strong interpretations from the available estimates. As MR is now feasible and

all the tools and datasets to perform it are publicly available, methodological scrutiny

is important for principled investigations of epidemiological questions. In this Chap-

ter, I highlight the main contributions and compare them to relevant literature. I then

provide a discussion of the limitations of the works and how these can guide future

directions of relevant research.

In Chapter 3, I considered the case where the utilised genetic variants influence

the outcome directly and in a manner that invalidates other pleiotropy-robust ap-

proaches. At present, MR Egger [67] requires the InSIDE assumption to be satisfied

(pleiotropic effects independent of instrument strength), and MR Median and MR
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Mode require a subset of SNPs to be completely ‘valid’ (zero pleiotropy) . We re-

place the InSIDE assumption by stipulating that SNPs are sex specific (i.e. there is a

gene-sex interaction that is apparent for the exposure). We show that this interaction-

based method (Chapter 3) performs well even if all SNPs are pleiotropic and violate

InSIDE by showing that each pleiotropic effect can be cancelled out. Our work builds

on that of Spiller et al’s MR-GxE method [75], but with some important differences. In

comparison with the GxE method, we focus on biological sex rather than more com-

posite, later-life variables (such as deprivation indices) which is less likely to pose

issues in justifying the data generating models. For example, biological sex deter-

mination causally precedes the exposure and the outcome, whereas socioeconomic

status may not. This protects against possible collider bias if the direction of causal-

ity is reversed in the real data.

In addition, while the desirable pleiotropy-cancelling effect is stronger for phenotypes

with pronounced sex specificity, I have explicitly worked throughout to accommo-

date weaker sex-specific phenotypes that would otherwise induce weak instrument

bias. The current published work [73] includes a thorough applied analysis with the

flagship sex-specific phenotype of waist-to-hip ratio; another markedly sex-specific

phenotype that could also be used is serum levels of testosterone [192]. An essential

future step to show the utility of the method would be to apply it more broadly in other

applied instances. A work in progress is the application of the method to assess how

grip strength affects the risk of falls.

While biological sex is well suited for reasoning a solid interaction variable, the con-

cept of cancellation is general and can include any binary interacting variable. An

interesting example that could serve as such a variable and I have made preliminary
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investigations on is the regulatory elements in the genome [193]. Since regulatory

genes are assorted in even earlier developmental stages, the same argument of

temporal precedence that is made for sex also holds. An example that I’ve investi-

gated is the FTO gene and a regulatory element (NR3C1) that influences the levels

of expression of FTO mRNA and FTO protein. The underlying assumption was that,

if we can identify one variant (or a few as a GRS) that substantially affects the lev-

els of NR3C1, then this might in turn affect FTO expression. Thus, two strata of a

distant genotype, a fixed variable akin to sex in Chapter 3, would show different func-

tionalities of FTO and possibly differential associations with BMI. While it is feasible

to identify such influential variants with dedicated transcription factor databases, this

applied example did not yield statistically significantly different FTO-BMI associations

in people with different NR3C1 levels. In the future, I plan on expanding the search

to include many possible regulatory elements and describe the method for gene-by-

gene interactions.

PCA: Through the PCA work on using dimensionality reduction with MR (Chapter

4), the major contribution is providing a reliable method that works in the challenging

setting of many correlated exposures. I present a detailed investigation into first how

exactly the ability of genetic variants to discriminate among exposures severely at-

tenuates when many highly correlated exposures are considered (lack of conditional

instrument strength), and how we can rescue this by transforming the exposures into

blocks of exposures. The published paper contains a comprehensive report of a wide

range of simulation scenarios, and I also provide convenient R functions on a GitHub

repository [103]. The central message of this study is that sparse PCA methods out-

perform conventional multivariable MR when used for this purpose. Sparse methods
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enable us to populate the resulting principal components, with with fewer mutually

exclusive sub-groups of exposures, making them much more interpretable [108].

Compared with works that tackle similar problems that were published while the work

was in progress, our approach has advantages. A study that decomposes anthropo-

metric measurements to independent principal components that drive obesity follows

a similar approach and reports differing effects in cardiovascular outcomes [194].

One theoretical advantage of our approach is that the observed overlap of contri-

bution of certain traits, such as height and BMI, to many PCs could be avoided

with sparsity and inference on what drives the MR results could be more readily at-

tributable to the remainder of the contributors.

There are certain extensions to be considered. In the published version of the pa-

per, we focus on a scenario where the underlying data generating mechanism does

not include any other pleiotropic pathways. Nevertheless, it would be meaningful to

explore the use of pleiotropy-robust methods in conjunction with dimensionality re-

duction approaches in future works. Despite the high dimensionality of such NMR

or imaging datasets, they are often focused on one metabolic pathway or anatomical

structure and hypothetically some diffusely pleiotropic variants [94] could affect other

pathways. In its current form, the method implements an inverse-variance weighted

meta-analysis which would be susceptible to pleiotropy (Chapter 2.4). A straight-

forward extension would be to use one of the available pleiotropy-robust methods

[67, 69, 129] based on summary data to replace the current IVW method. However,

without further investigation, it is unclear how the pleiotropy itself is transformed and

how this affects the estimates. Another area of improvement would be to amend

the existing approach in order to further improve the interpretability of the estimates;
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currently, the exact effect size is transformed and the recommended area of appli-

cation is hypothesis testing. We believe this is related to the well-described issue

of the interpretability of principal component regression, where the transformation of

the data leads to an unclear interpretation for the magnitude of any identified asso-

ciations [195].

In Chapter 5, I investigated the independent and dependent causal effects of CRP

and BMI across a range of depression phenotypes. The key finding was the atten-

uation of the direct CRP effects in joint models compared to their estimated total

effects. These findings replicated previous results on BMI affecting mood. I also

provide further evidence on the stronger effect of BMI on mood in women. I utilized a

series of cutting-edge MR models to support these findings and enabled two-sample

pleiotropy-robust methodology such as MR-GRAPPLE [185] to be applied by gener-

alising the technique of Collider Correction [85] to multivariable MR. This allowed for

more flexibility than the one-sample MR framework allows, including stratification by

sex and age, together with the robustness of two-sample MR methods. The key ap-

plied message from the published study is that the effect of inflammation reported in

previous studies is likely to be, at least to some degree, attributable to BMI. However,

there are some limitations to the study. Inflammation is inherently a vague concept,

and CRP is not a perfect instrument, having been criticised for its inter-individual

variability across time, and for lack of sensitivity and specificity [196]. Thus, a more

granular view of the immune system is warranted, particularly since the target of the

analyses is a type of inflammation that is chronic and low-grade in nature. Prelim-

inary analyses performed with a dataset of 41 immune mediators (Chapter 5.4.5,
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[187]) were underpowered, and crucially, there was a lack of conditionally strong

instruments. Nonetheless, an interesting result was a positive effect of FGF levels

on depression; this protein belongs to a family of growth factors that are crucial in

embryological development in many structures [197], including the neural ectoderm.

Schematically, the prior stage of ectoderm is stopped from developing to neural ecto-

derm by Bone Morphogenetic Protein (BMP) signaling. In early animal models, FGF

signaling inhibits this BMP inhibitory effect and there is in vitro studies providing a

more nuanced picture of exactly how these events shape neural development [198].

In summary, future work should address these limitations and aim to provide a more

comprehensive view of the role of inflammation in mood disorders.

Another limitation to be considered is the inherent disadvantage of MR in target-

ing exposures that are limited in time at one point or period in life. The estimated

causal effect is more accurately interpreted as how a lifelong propensity to an in-

creased level of the exposure (in our case, body weight and inflammation) affects

the outcome (depression). In recent observational studies, it has been discussed

whether the acute phase of mental illness has an inflammatory imprint, with variable

findings [199]. If the effect of inflammation is temporally located around the depres-

sive episodes or is preceding it, as has been investigated but not reliably shown by

works on predictive modelling [200], then this may be diluted in the lifecourse MR ef-

fects that we are reporting. These types of effects are more likely to be captured by

different experimental designs; for instance, precipitation of pro-inflammatory condi-

tions in various patient groups has been shown to elicit fatigue and low mood [201].

There also exist approaches that temporally dissect an exposure to early- and later-
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life components and report their direct effects through multivariable MR [202], but

such models make strong assumptions and are not uniformly accepted.

The main scientific contribution of the CRP and BMI work is that it provides another

line of evidence suggesting an effect of body shape on mood to add to the previ-

ous evidence base. It appears that the primary driver of the observed association

between CRP and depression outcomes is body mass, in line with other works that

have investigated this question, looking in particular in how reported trauma [148]

and interleukin-6 [189] modulate the associations. There is evidence for reported

trauma amplifying the genetic heritability of MDD, indicating a stronger influence of

genetic factors in individuals exposed to trauma compared to those unexposed. Ev-

idence from meta-analyses of observational studies suggests that the BMI positive

effect on depression outcomes is more pronounced in women [136]. We find that

age may attenuate the effect of BMI on depression severity. To contextualise this,

we compared it with an estimate of a meta-analysis of longitudinal studies that sug-

gested that baseline overweight was associated with depression in subjects 20 years

or older, but not in younger individuals [136]. This is complementary to our result

since not many individuals in childhood and adolescence are represented in UKB

where our sample comes from. Adolescence is an important developmental mile-

stone, containing a range of important life events such as transition to self-sufficiency

as well as a distinct neurological imprint with events such as changes in cortical

myelination, and the first manifestation of the major psychiatric diagnoses is con-

densed in this period [203]. What later large meta-analyses indicate is an agreement

in a harmful effect of overweight and obesity on depressive mood, with no clear mod-

eration of the effect in different early life age groups [203]; what our study then adds
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is a more granular view of later life and how the effect of BMI on diagnosed clinical

depression as well as most mood questionnaires seems to be stable. The excep-

tion is the severity of depression, with younger individuals experiencing a stronger

effect of BMI. Furthermore, we observe a lowering of the predictive capability of the

BMI instrument in higher age groups [100]; this is in line with the general concept of

an aggregation of environmental exposures during the lifecourse, giving non-genetic

factors time to accrue and exert their effects on BMI and direct metabolism and

weight away from the genetically predicted value; a 2012 meta-analysis of 88 in-

dependent estimates of BMI heritability, including 140,525 twins and 42,968 family

members, found that one of the factors that influenced heritability heterogeneity was

the mean age in a range of studies assessing individuals of 10 to 67 years of age

[204]. A non-linear pattern was observed, with increasing heritability values as ado-

lescence progresses and decreasing values afterwards throughout adulthood. This

is in accordance with our finding on a decreasing proportion of BMI variance ex-

plained in older age groups, but not for CRP. It can be conceived that CRP is a less

complex trait and therefore there may be a different age-dependent variability in its

genetic component than BMI. Additionally, the causes of an increased CRP, such as

autoimmune conditions and infections are occuring in later life and they may provide

the contributing conditions required for a high CRP.

Our mediation analysis indicates that the apparent positive effect of CRP levels on

depression is predominantly mediated by BMI in women. We also replicate the re-

sults of a previous work on FA and UFA [139] and find comparable effects of the

two measures on depression, adding the angle of a careful look at the inflammation

aspect.
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There is one additional project that has not been presented as a standalone chap-

ter but was a learning experience and I will be describing in this paragraph. Trying

to mitigate weak instrument bias in multivariable MR analyses, I explored selection

algorithms as a possible solution. Due to widespread effects of SNPs on multi-

ple phenotypes, multivariable models where two exposures share a large part of

their genetic composition could lead to low discriminatory ability of the instrument

for each exposure, leading to substantial and imprecise estimates of effects. Based

on observations that excluding some of the SNPs in joint MVMR models appeared

to improve the conditional F−statistic [99], I aimed to investigate how selection al-

gorithms could be used to improve conditional instrument strength. Progress in this

was presented as preliminary findings in the 2021 Mendelian randomisation Con-

ference in Bristol [104]. After describing and developing software with algorithms

that explore the space of possible SNP combinations more efficiently than other ap-

proaches, and validating this performance in simulation studies and real data exam-

ples on inflammation, BMI, and depression, it was clear that there exist SNP subsets

that improve conditional instrument strength. However, there was a drastic decrease

in accuracy, with biased results in the models that leveraged those subsets in place

of the original set. A range of follow-up amendments, such as stopping the itera-

tive procedure early, did not salvage this bias. We believe that this is related to the

well-described effect of the selection process itself causing bias. While there exist

advanced methods to include this selection procedure in a more encompassing mod-

elling framework [205], given the labour-intensive nature of the project and the very

modest returns observed, we made the decision to not pursue this line any further,

instead focusing on the other works presented here that showed more consistent
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results and in the end led to publications. In the second year of my studies, I re-

visited the project and applied a post-selection correction algorithm in one applied

example involving the relationship between depression, BMI, and type 2 diabetes

(positive control outcome). Although this approach yielded only a minimal increase

in conditional instrument strength and provided sensible causal effects, it is not vali-

dated by simulation studies in a range of settings as the other works in the included

Chapters. Therefore, we chose to briefly describe the research process here and

reflect on the experience. This taught me several lessons. First, it became clear how

important clear description of interim results is, and how starting projects with sim-

ple scenarios is a prerequisite for progressing further. Most importantly, having the

courage to abandon projects that offer only marginal or no meaningful returns. While

the exploration of selection algorithms for weak instruments in MR showed promise,

the challenges faced and the limited improvements observed guided us to pursue

alternative avenues for future research.

6.1 Summary

In this thesis, I have developed cutting edge methods for Mendelian randomisation

to extend its reach to settings where the MR assumptions do not hold. I first show

how we can effectively address pleiotropy by leveraging gene-by-sex interactions in

the exposure to cancel it out. Building on multivariable MR, I have provided a thor-

ough examination of ways to appraise high-dimensional data sets, using established

sparse PCA methods to transform them to meaningful groups rather than analyse

them individually. Through simulation studies and positive control analyses, biolog-

ically informative groups can be identified and the estimated effects are salvaging
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power at the cost of estimation. In my applied work, I examined the impact of BMI

and CRP on depression outcomes with a multitude of causal inference approaches.

Apparent influences of CRP on a range of clinical and self-reported depression mea-

sures were challenged, and the mediating role of BMI was underlined. I also showed

that methodological amendments of existing methods can obtain more sensible re-

sults in a parallel manner to biologically informed exclusions. These findings replicate

previous notions on the understanding of the common sources of inflammation and

body weight and how these influence mood and clinical diagnosis of depression, and

provide suggestions on how to model such relationships in MR. In conclusion, I pro-

pose novel methods in pleiotropy-robust MR and multivariable Mendelian randomisa-

tion, showing their applications in investigating the relationships between metabolic

health and depression.
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Appendix A

Appendix

A.1 Sex-Stratified MR

A.1.1 Stratified F -statistic

As described in Section 3.3.3, we expect that the Fstrat statistic is to be interpreted in

a similar manner as the F−statistic in one-sample and two-sample MR. To test this

hypothesis, we perform a simulation study to assess the dilution bias as predicted

by Fstrat and the observed estimate. The stratified IVW method is used for the latter

since it is not robust to this weak-instrument bias and therefore this method is where

dilution would manifest. An alignment of this stratified IVW estimate with a predicted

value biased towards the null by a factor of F̂strat−1

F̂strat
would hence indicate that Fstrat

is a good predictor for interaction strength (section 3.3.3). As can be observed in

Figure A.1, the predicted mean estimate is in close agreement with the observed

estimates from the stratified IVW method.
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Figure A.1: dashed black line: causal effect of X on Y (β = 0.5); Observed: mean estimate of the
causal effect across all simulations β̂IVWstrat; Predicted: β × F̂strat−1

F̂strat
.

A.1.2 Plots of SNP-WHR - SNP-Y ∗ associations

We present a scatter plot of the differences in the sex-specific SNP-WHR estimates

γj1 and γj0 against the respective collider-biased SNP-Y estimates (α̂1
∗ and α̂0

∗ in

Eq. 3.8). The slope of the line represents the biased causal effect estimate of

WHR on the outcome Y , which is then used to correct the observational associ-

ation (β̂ − β∗, Section 3.3.3). For ease of interpreation, all SNP-WHR association

estimates are reoriented so that the WHR-raising allele is the reference allele.
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A.2 Real Data Applications

PHQ-9 Items CIDI-SF Items Description

1. Little interest or pleasure in doing things Loss of interest in activities Lack of enjoyment in activities
Decreased pleasure in daily activities Reduced enjoyment in daily activities

2. Feeling down, depressed, or hopeless Depressed mood Feeling sad or low in mood
Feeling hopeless about the future Pessimistic outlook on the future

3. Trouble falling asleep, staying asleep, or sleeping too much Sleep disturbances Difficulties with sleep patterns

4. Feeling tired or having little energy Fatigue or loss of energy Lack of energy or fatigue

5. Poor appetite or overeating Appetite changes Changes in eating habits

6. Feeling bad about yourself or that you are a failure or have let yourself or your family down
Low self-esteem or feelings of worthlessness Negative self-perception or low self-worth

Self-critical thoughts Critical thoughts about oneself
Guilt or self-blame Feelings of guilt or self-blame

7. Trouble concentrating on things Difficulty concentrating Problems with concentration
Difficulty making decisions Challenges in decision-making

8. Moving or speaking slowly or being fidgety or restless Psychomotor changes Changes in motor activity
Restlessness or feeling slowed down Restlessness or slowed movements

9. Thoughts of being better off dead or of hurting yourself Suicidal thoughts Thoughts of self-harm or suicide
Suicidal ideation Ideas of ending one’s life

Table A.1: Comparison of the two Mental Health Questionnaire Items sent out to UK Biobank partic-
ipants [160]. PHQ-9: Patient Health Questionnaire-9; CIDI-SF: Composite International Diagnostic
Interview short-form.
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Figure A.4: Estimated effects of CRP and BMI on a range of depression-related outcomes in a subset
of unrelated individuals (PHQ9 and CIDI n = 52, 510, GP Diagnosis of MDD and TRD n = 165, 378.)
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Figure A.7: Age as a Moderator of the causal effects of CRP and BMI with mood outcomes. In the
visualisation of the meta-regression slope, if the intercept falls within the confidence region of the age
slope, then the result is not statistically significant.
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Figure A.9: Proportion of CRP effect mediated by BMI, defining the CRP effect with two different
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Figure A.10: Proportion of CRP effect mediated by BMI in males and females. The CRP effect is
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Figure A.11: SNP-CRP associations and SNP-depression associations for n = 194 SNPs in LD.
These genetic associations are then projected to independent genetic components (cis-MR, [57]).
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Figure A.12: Tissue Expression for SNPs in Locke et al. Transcript per million (TPM) data, scaled per
gene, are presented. Ordering follows the sum of scaled TPM across brain regions.
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Figure A.13: Estimates of the Effect of BMI on the depression outcomes when two different tissue
expression-informed instruments are used. In the top panel, the top 20 SNPs of genes that are pre-
dominantly expressed in the brain are shown (Brain); in the bottom panel, genes that are expressed
in the periphery constitute the instrument.
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the effect of 41 inflammatory mediators [187] on major depressive disorder [182]. Horizontal axis:
effect size; vertical axis: -log10p-value. CTACK: cutaneous T cell-attracting chemokine levels; FGF:
fibroblast growth factor levels; MCSF: Macrophage colony-stimulating factor.
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CRP GWAS CRP rs2794520 BMI
Age

Group N F CFS R2 F CFS R2 F R2 CFS,
rs2794520

CFS,
CRP GWAS

38-45 43,191 59.51 24.06 0.065 572.17 14.69 0.014 13.05 0.021 10.76 7.609
45-49 43,738 60.77 25.13 0.065 505.94 13.862 0.012 10.75 0.017 9.197 6.48
49-54 64,289 88.31 36.11 0.065 715.76 20.173 0.012 16.38 0.018 13.782 9.696
54-59 76,918 104.54 43.19 0.064 1014.21 26.006 0.014 16.94 0.015 14.355 10.171
59-64 108,124 154.10 61.55 0.067 1453.36 37.431 0.014 20.71 0.013 17.864 12.375
64-69 90,975 143.60 57.14 0.074 1228.65 33.846 0.014 15.63 0.012 13.776 9.533
69-75 16,357 26.58 11.18 0.076 263.45 7.266 0.017 3.72 0.016 3.324 2.592

Table A.2: Instrument Strength (Mean F−statistic (F ), conditional F-statistic (CFS), R2) for each age
group. N: sample size for each group.
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Outcome Model BMI Fisher’s z BMI p value CRP Fisher’s z CRP p value
TRD UVMR 0.0038 0.979 1.0051 0.332
TRD MVMR 0.1481 0.882 0.5511 0.534
TRD GRAPPLE 0.782 0.441 0.5237 0.567

PHQ9 UVMR 1.3176 0.115 0.1597 0.854
PHQ9 MVMR 1.2152 0.269 0.1541 0.899
PHQ9 GRAPPLE 0.5038 0.615 0.0273 0.978

Ever Depressed UVMR 0.7316 0.441 0.0274 0.978
Ever Depressed MVMR 0.7348 0.467 0.2168 0.885
Ever Depressed GRAPPLE 0.0835 0.917 0.0054 0.96
GP Diagnosis UVMR 1.6839 0.076 1.2134 0.268
GP Diagnosis MVMR 1.3196 0.178 0.7387 0.459
GP Diagnosis GRAPPLE 1.0069 0.313 0.3348 0.747

CIDI UVMR 1.1051 0.213 0.2325 0.838
CIDI MVMR 1.2101 0.244 0.3163 0.753
CIDI GRAPPLE 0.7752 0.385 0.4188 0.687

Table A.3: Results for Fisher’s z statistic to assess sex specificity of CRP & BMI estimates on mood
outcomes.

CRP BMI CRP & BMI MVMR
(45 GWAS hits)

CRP & BMI MVMR
(rs2794520)

Severity (CIDI) 476.07, 0 1097.50, 0 1155.62, 0 1102.74, 0
Current Severity (PHQ9) 1356.22, 0 2891.75, 0 3007.66, 0 2962.58, 0

GP Diagnosis of Depression 350.86, 0 92.48, 0.0372 703.59, 0 675.73, 0
TRD 162.73, 0 368.44, 0 413.20, 0 386.74, 0

Lifetime MDD Diagnosis 332.43, 0 700.57, 0 765.54, 0 715.02, 0

Table A.4: Sargan Test for heterogeneity.

Exposure Outcome βage2 SE p-value
CRP PHQ9 -0.0979 0.1825 0.5915
BMI PHQ9 -0.2240 0.1089 0.0397
CRP TRD -0.0047 0.0992 0.9629
BMI TRD -0.0602 0.0920 0.5127
CRP GP Diagnosis -0.1147 0.1713 0.5030
BMI GP Diagnosis -0.1574 0.0999 0.1152
CRP CIDI -0.0325 0.1060 0.7592
BMI CIDI -0.1444 0.0867 0.0953

Table A.5: Age as a Moderator of the causal effects of CRP and BMI with mood outcomes, results for
a quadratic effect (βage2 ). The cohort is split in seven age strata, as shown in Figure A.7.
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Estimate LCI UCI
CIDI 0.003 -0.097 0.103

DEP EVER 0.011 -0.015 0.014
GP Diagnosis -0.014 -0.01 0.01

PHQ9 -0.046 -0.129 0.13
TRD -0.003 -0.004 0.004

Table A.6: Effect of CRP on depression outcomes, results for the cis-MR approach [57] that includes
n = 194 SNPs in LD near the CRP gene.
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Gene SNP Chromosome Position Total Expression
in Brain Regions

CADM2 rs13078960 3 85758440 20.39608
GRID1 rs7899106 10 85651147 18.72607
RALYL rs2033732 8 84167474 18.19608

ELAVL4 rs11583200 1 50094148 15.36253
MC4R rs6567160 18 60161902 14.90682

CADM1 rs12286929 11 115151684 14.09107
AGBL4 rs657452 1 49124175 14.04236
HHIP rs11727676 4 144737912 14.02281

RABEP1 rs1000940 17 5379957 13.7605
SBK1 rs2650492 16 28322090 13.31439

NRXN3 rs7141420 14 79433111 11.06906
NEGR1 rs3101336 1 72285502 9.719202
ETV5 rs1516725 3 186106215 8.168417

DMXL2 rs3736485 15 51456413 7.609515
FTO rs1558902 16 53769662 7.357219
GRP rs7243357 18 59216087 5.22611

LINGO2 rs10968576 9 28414341 4.872951
FHIT rs2365389 3 61250788 4.049235

TNNI3K rs12566985 1 74536509 1.882733
ZFHX4 rs17405819 8 75894349 1.520119
HIP1 rs1167827 7 75533848 0.527404

HSD17B12 rs2176598 11 43842728 0.202004
CCDC171 rs4740619 9 15634328 -0.07163
PGPEP1 rs17724992 19 18344015 -0.2375

NAV1 rs2820292 1 201815159 -0.2385
EHBP1 rs11688816 2 62825913 -0.45264
NPC1 rs1808579 18 23524924 -0.61269

SCARB2 rs17001654 4 76208415 -0.66507
MTCH2 rs3817334 11 47629441 -1.35257
TFAP2B rs2207139 6 50877777 -1.73758

KAT8 rs9925964 16 31118574 -1.9354
KCNK3 rs11126666 2 26705943 -1.95684

MAP2K5 rs16951275 15 67784830 -2.02632
LMX1B rs10733682 9 126698635 -2.06718
RARB rs6804842 3 25064946 -2.13561

RPTOR rs12940622 17 80641771 -2.52459
G2E3 rs11847697 14 30045906 -2.65925

NLRC3 rs758747 16 3577357 -3.49498
GNAT2 rs17024393 1 109612066 -4.06058

KCTD15 rs29941 19 33818627 -4.39511
CLIP1 rs11057405 12 122297350 -4.56075

TOMM40 rs2075650 19 44892362 -5.16283
QPCTL rs2287019 19 45698914 -5.25288
POC5 rs2112347 5 75719417 -5.41987
RASA2 rs16851483 3 141556594 -5.63452
TRIM66 rs4256980 11 8652392 -5.84486

TMEM245 rs6477694 9 109170062 -6.04455
PRKD1 rs12885454 14 29267632 -6.36227
ZC3H4 rs3810291 19 47065746 -7.65248
NT5C2 rs11191560 10 103109281 -8.33572
FOXO3 rs9400239 6 108656460 -8.62294
GBE1 rs3849570 3 81742961 -9.87441
FUBP1 rs12401738 1 77981077 -10.2271

Table A.7: Matching of Locke et al. SNPs to genes and total brain expression in GTEx.
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A.2.1 Supplementary Methods

Sensitivity Analysis: Classification of BMI SNPs: Given the established contri-

bution of regulatory neural pathways to appetite control and subsequent changes in

BMI, we aimed to split the Locke SNPs to those that are preferentially expressed in

the brain or other tissues. The hypothesis is that those genes that affect BMI through

a brain-related mechanism might be more likely to also affect depression in a direct

manner, that is not through BMI modulation, i.e. they are pleiotropic. This is a com-

lementary approach to the data-driven ways to guard against pleiotropy.

We use a tissue gene expression database to obtain information for the RNA mea-

surement at the tissue level as measured in post-mortem samples [178]. We first

identify the gene that corresponds to the 73 SNPs used as instruments. Of those,

59 could be mapped to coding regions (Table A.7). We then query the database with

those genes [206] and present the trancript-per-million results for these genes for all

available tissues. The results are presented in Figure A.12. Data was available for

53 genes. A total of 20 SNPs were chosen as having substantial expression in brain

tissues (first 20 in Table A.7). These were then used as the brain-specific instrument

for BMI. The rest of the SNPs constituted a single category of periphery-specific in-

strument and the analyses of the BMI effect on depression-related outcomes were

repeated for comparison.

The results of the two subsets with UVMR, MVMR and MR GRAPPLE are presented

in Figure A.13. The brain-specific and periphery-specific instruments provide similar

estimates for PHQ9, CIDI, Lifetime MDD Diagnosis, and GP diagnosis. For TRD,

the periphery-specific instrument estimates a positive causal effect of BMI, whereas

the brain-specific analysis fails to reject the null in both UVMR and MVMR. In MR
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GRAPPLE, the estimated effect of BMI seems to be more suggestive only for PHQ9,

with both the brain and the periphery instruments.
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A.3 Dimensionality Reduction Approaches in MVMR

A.3.1 Instrument Strength for PCs

Since we transform γ̂ and obtain a matrix of lower dimensionality, formula 4.1 can’t

be used as there is no longer a one-to-one correspondence of the SEs with the

PCs. Likewise, a conditional F−statistic for the PCs also cannot be computed for

this reason. We aim to arrive at a modified formula that bypasses this issue. For this

purpose, we take advantage of two concepts, first an expression of the F−statistic

for an exposure k (Fk) in matrix notation and, second, the use of this expression to

estimate F−statistics for the PCs (FPC) from γ̂ decomposition.

We make the assumption that the uncertainty in the γ̂G,XK
estimates is similar in

all K exposures, i.e. γ̂G,X uncertainty estimates do not substantially differ among ex-

posures. This is not implausible as the uncertainty is predominantly driven by sample

size and minor allele frequency [207]. Specifically, the authors of [207] show that

V ar(γ̂Xk
) =

1

nkV ar(Xk)MAF (1−MAF )
,

where MAF is the minor allele frequency, nk is the sample size in exposure k and

V ar(Xk) is the phenotypic variance. What this means is that, in experiments such as

[102] where nk is the same across all exposures and V ar(Xk) can be standardised

to 1, the main driver of differences in V ar(γ̂XK
) is differences in MAF. As MAF is the

same for each SNP across all exposures, the collation of SEs across exposures per

SNP is well motivated.
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We can then define a matrix Σ as follows.

Σ =



¯SE2
1 0 0 . . . 0

0 ¯SE2
2 0 . . . 0

...
...

... . . . ...

0 0 0 . . . ¯SE2
p


, ¯SE2

j =

∑K
k=1 SE

2
j,k

K
.

The elements in the diagonal represent the mean variance of γ̂ for each SNP and

all off-diagonal elements are zero. What is achieved through this is a summary of

the uncertainty in the SNP-X associations that is not sensitive on the dimensions

of the exposures. Instead of Eq. 4.1, we can then express the vector of the mean

F -statistics for each exposure F1−K = [F1, F2, ..., FK ] as

F1−K
K×1

=
1

p
× diag[ γ̂T

K×p
× Σ−1

p×p
× γ̂

p×K
], (A.1)

where γ̂ is the matrix of the SNP-exposure associations. In a simulation study, we

generate data under the mechanism in Figure A.15a. The strength of association is

different in the three exposures. It is observed that the estimates with both methods

(Eq. A.1 and Eq. 4.1) align well (Figure A.15b), supporting the equivalence of the

two formulae.
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Figure A.15: a. Data generating mechanism. Three exposures with different degrees of strength of
association with G are generated γ1 = 1, γ2 = 0.5, γ3 = 0.1. b. F -statistic for the three exposures
X1, X2, X3 as estimated by the formulae in Eq. A.1 (horizontal axis) and Eq. 4.1 (vertical axis).

Our second aim is to use this matrix notation formula for the F−statistic to quan-

tify the instrument strength of each PC with the respective F−statistic (FPC). As

presented above, we are not limited by the dimensions of point estimates and uncer-

tainty matching exactly and we can use the formula in Eq. A.1 and substitute γ̂ with

the PCs. For the PCA approach, where we decompose γ̂ as γ̂ = UDV T and carry

forward M << K non-trivial PCs, we use the matrix UD in place of γ̂. Then, the

mean FPC can be estimated as follows.

FPC1−M

M×1

=
1

p
× diag[UDT

M×p
× Σ−1

p×p
× UD

p×M
]. (A.2)
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The vector FPC1−M
= [FPC1 , FPC2 , ..., FPCM

] contains the FPC statistics for the M

PCs. In a similar manner, we estimate FPC for the sparse PCA methods but, instead

of the scores matrix UD, we use the scores of the sparse methods. We illustrate the

performance of this approach in a simulation study with an identical configuration for

exposure generation as the one presented in Figure A.22. In a configuration with

b = 6 blocks of p = 30 genetically correlated exposures (Figure 4.5), we vary the

strength of association γ per block. This way, the first block has the highest strength

of association and the last block the lowest, quantified by a lower mean F−statistic

in the exposures of this block (red, Figure A.16). The instrument strength of the

PCs and the sPCs follow closely the corresponding F−statistics of the individual

exposures; in other word, in a PC of five exposures, FPC1, FSCA1 and F1−5 align well

(Figure A.16).
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Figure A.16: Distributions of the F−statistics in PCA methods and individual (not transformed) ex-
posures. Exposure data in different blocks are simulated with a decreasing strength of association
and the correlated blocks map to PCs. Each distribution represents the F−statistics for each PC. In
the case of the individual exposures (red), the distributions represent the F−statistics for the corre-
sponding exposures. Individual: individual exposures without any transformation; PCA: F−statistics
for PCA; SCA: sparse component analysis [112]; sPCA: sparse PCA as described by Zou et al. [107]
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A.3.2 Multivariable IVW, MR GRAPPLE
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Figure A.17: MVMR and UVMR estimates. Only ApoB is strongly associated with CHD. All SEs are
larger in the MVMR model (range of SEMV MR

SEUV MR
2.7− 225.96).

A small negative effect for M.LDL.PL is noted as nominally statistically significant in

Fig. A.18. This is not concordant with the UVMR direction of effect. In GRAPPLE,

no traits surpass the nominal significance threshold.
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Figure A.18: MVMR with IVW (left) and MVMR with GRAPPLE [185] (right). Only the 66 exposures
that are statistically significant in UVMR are put forward in these models. In IVW (left), ApoB shows
nominal significance. In MR GRAPPLE (right), apolipoprotein B has the lowest p-value but no trait
reaches nominal significance. On the vertical axis, the -log10P-value is shown.

Method Package Authors Features Choice PCs

RSPCA pcaPP P. Filzmoser, H. Fritz,
K. Kalcher [117]

Robust sPCA (RSPCA), different
measure of dispersion (Qn)

Permutation
KSS 6

SFPCA Code in publication,
Supplementary Material

J. Guo, G. James,
E. Levina, G. Michailidis,

G. Zhu [111]

Fused penalties
for block correlation KSS 6

sPCA elasticnet H. Zou, T. Hastie [107] Formulation of sPCA
as a regression problem KSS 6

SCA SCA F. Chen, K. Rohe [112] Rotation of eigenvectors
for approximate sparsity

Permutation
KSS 6

Table A.9: Overview of sPCA methods used. KSS: Karlis-Saporta-Spinaki criterion. Package: R pack-
age implementation; Features: short description of the method; Choice: method of selection of the
number of informative components in real data; PCs: number of informative PCs.
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A.3.3 MVMR with PC Scores

PC Method OR LCI UCI
PC1 PCA 1.002 1.0015 1.0024
PC2 PCA 1.0002 0.9995 1.001
PC3 PCA 1.0013 1.0001 1.0024
PC4 PCA 0.9985 0.997 0.9999
PC5 PCA 0.9999 0.9978 1.002
PC6 PCA 0.9993 0.9976 1.0009
PC1 SCA 1.0027 1.0005 1.0049
PC2 SCA 1.0027 1.0004 1.005
PC3 SCA 0.9997 0.9976 1.0019
PC4 SCA 0.9965 0.9941 0.9989
PC5 SCA 1.0002 0.998 1.0024
PC6 SCA 1.0034 0.9989 1.0078
PC1 sPCA 1.0019 0.9999 1.0039
PC2 sPCA 1.0003 0.9986 1.002
PC3 sPCA 0.9988 0.997 1.0005
PC4 sPCA 0.9975 0.9955 0.9995
PC5 sPCA 0.998 0.9954 1.0006
PC6 sPCA 0.9998 0.9982 1.0014
PC1 RSPCA 1.0017 1.0006 1.0027
PC2 RSPCA 0.9998 0.9983 1.0013
PC3 RSPCA 0.9954 0.9918 0.999
PC4 RSPCA 0.9989 0.9969 1.0008
PC5 RSPCA 0.9944 0.9903 0.9986
PC6 RSPCA 1.01 1.0013 1.0188
PC1 SFPCA 1.002 1.0015 1.0025
PC2 SFPCA 0.9991 0.9979 1.0004
PC3 SFPCA 0.9998 0.9991 1.0006
PC4 SFPCA 0.9982 0.9967 0.9997
PC5 SFPCA 1.0001 0.9977 1.0025
PC6 SFPCA 1.0009 0.9985 1.0033

Table A.10: Estimated Causal effects of PCs on CHD risk. PCA: Principal Component Analysis; SCA:
Sparse Component Analysis; sPCA: sparse PCA [107]; RSPCA: robust sparse PCA.
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Figure A.19: Trajectories for the loadings of total cholesterol in LDL and ApoB in all methods. PCA
loadings imply a contribution of LDL.c and ApoB to all PCs. In the sparse methods, this is limited to
one PC (two for RSPCA).
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Figure A.20: : F -statistics for PCs and sparse PCs. The formula derived in Eq. A.1 is used. Black:
PCA (no sparsity constraints); Yellow: SCA; Red: sparse PCA (Zou); Blue: Sparse robust PCA;
Green: Sparse fused PCA. The dashed line represents the cutoff of 10 that is considered the minimum
desired F -statistic for an exposure to be considered well instrumented. The green line diverges from
the pattern of decreasing instrument strength but, when referring to the loadings heatmap (Figure
4.4), it can be observed that the 4th sparse PC in the fused sPCA receives negative loadings from
multiple VLDL and LDL related traits. This may in turn cause the large F -statistic.

Figure A.21: Bayesian Information Criterion (BIC) for different numbers of metabolites regularized to
0. The lowest value is achieved for one non-zero exposure per component. However, six non-zero
exposures per component also achieved a similar low BIC and this was selected.
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Figure A.22: Extrapolated ROC curves for all methods. SCA: Sparse Component Analysis [112];
sPCA: sparse PCA (Zou et al.) [107]; RSPCA: robust sparse PCA [117]; PCA: principal component
analysis; MVMR: multivariable MR; MVMR B: MVMR with Bonferroni correction.
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Figure A.23: AUC performance of MVMR and dimensionality reduction methods for increasing sam-
ple sizes. Two sparse methods (SCA, sPCA) perform better compared with PCA and MVMR, with
improving performance as the sample size increases. CFS: Conditional F-statistic.

PCA SCA sPCA RSPCA MVMR B MVMR
AUC 0.56 0.919 0.941 0.644 0.660 0.712

Sensitivity 1,0.1 1,0.21 1, 0.047 0.667, 0.251 0.222, 0.2 0, 0.076
Specificity 0,0.02 0.925,0.772 0.936, 0.097 0.192, 0.104 0.960, 0.048 1,0
Youden’s J 0 0.584 0.778 -0.061 0.192 0.044

Table A.11: Sensitivity & Specificity presented as median and interquartile range across all simula-
tions. Presented as median sensitivity/specificity and interquartile range across all simulations; AUC:
area under the ROC curve.
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PCA SCA sPCA RSPCA MVMR MVMR B
AUC 0.799 0.714 0.859 0.492 0.511 0.675
SNS 1,0.03 0.75,0.25 1,0.17 0.5,0.25 0.25,0.25 0,0
SPC 0,0.2 0.76,0.46 0.66,0.18 0.37,0.15 0.94,0.07 1,0

Youdens J 0 0.428 0.625 -0.029 0.105 0.032

Table A.12: Simulation study on only four exposures (out of the total K = 50) contributing to the
outcome Y . A drop in sensitivity and specificity is observed for SCA and sPCA compared with the
simulation configuration in Table A.11.

Figure A.24: Individual Results from s = 1000 simulations.
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Inflammatory Mediator SNPs IVW β IVW SE IVW p−value Sample Size
Interleukin-2 levels rs13412535,rs61335305 -0.02823 0.00516 0.115122 3475

Macrophage colony stimulating factor levels rs62294910,rs56367447 0.029188 0.000989 0.021565 840

Platelet-derived growth factor BB levels
rs55680718,rs72777070,rs13412535,
rs116445074,rs2324229,rs12289510,

rs4965869,rs9941733
0.005531 0.012795 0.678538 8293

CTACK levels rs2731674,rs2070074,rs55764737,
rs57338032,rs76395525,rs135555 -0.02374 0.008946 0.0452 3631

Eotaxin levels
rs187131,rs12075,rs2228467,rs112347425,

rs2024050,rs9317045,rs80341932,
rs2211994,rs11087905

0.009024 0.005999 0.176234 8153

Vascular endothelial growth factor levels
rs143479231,rs13209117,rs6921438,

rs9472183,rs7030781,rs10967186,
rs10761731,rs8045833

-0.0074 0.010442 0.505214 7118

Monocyte chemoattractant protein-3 levels rs10892381 0.022388 0.020385 0.272092 843

Monocyte chemoattractant protein-1 levels

rs12075,rs7517040,rs56212190,
rs2228467,

rs12493471,rs112313229,rs62243917,
rs10744620,rs146522229

-0.00331 0.00798 0.688802 8293

Interleukin-18 levels

rs385076,rs4482818,rs116383510,
rs17229943,

rs115267715,rs658805,rs78623212,
rs71478720,rs1979967,rs10414578

0.004674 0.00634 0.482029 3636

beta-nerve growth factor levels rs7970581,rs28637706 -0.00273 0.03838 0.954856 3531
Interleukin-5 levels rs7767396,rs73040130 -0.00396 0.02839 0.889056 3364

Stem cell growth factor beta levels rs4656185,rs17876031,rs139413256,
rs117716477,rs116924815 0.002481 0.007541 0.758662 3682

Macrophage inflammatory protein 1b levels

rs116237296,rs76356863,rs113010081,
rs79068918,rs72791296,rs76776296,
rs113877493,rs17641689,rs2079664,

rs34437725,rs141102180,rs117453826

-0.00197 0.006183 0.755441 8243

Interleukin-17 levels rs17282552,rs1530455,rs184080173,
rs17106604,rs11640734 -0.0033 0.015102 0.837833 7760

Growth-regulated protein alpha levels rs12075,rs508977,rs185768063 -0.0058 0.006796 0.550495 3505
Hepatocyte growth factor levels rs3748034,rs5745687,rs6077285 0.027562 0.037816 0.599044 8292

TRAIL levels
rs79287178,rs13278062,rs28521641,

rs74778900,rs193112415,rs62093514,
rs57396456,rs138987090

0.001527 0.006182 0.813077 8186

Interleukin-6 levels rs13412535,rs72831623,rs73273528 -0.00239 0.049913 0.969499 8189
Tumor necrosis factor alpha levels rs115669577,rs111332265 0.021804 0.015627 0.395875 3454

Stem cell factor levels rs1557570,rs13412535,rs1568119,
rs80271436,rs635634,rs4841899 0.013216 0.015349 0.428587 8290

Interleukin-7 levels rs4320361,rs62006410,rs144701438,
rs147747784 0.005734 0.011506 0.667639 3409

Fibroblast growth factor basic levels rs13412535,rs145577605,rs9907295 0.068837 0.015502 0.047157 7565

Monokine induced by gamma interferon levels
rs6679677,rs55876513,rs41272086,

rs1796086,rs62562991,rs816960,
rs112861654

-0.01549 0.017527 0.417333 3685

Interleukin-2 receptor antagonist levels rs115360066,rs12722497 -0.00223 0.012105 0.853863 3677
Macrophage inflammatory protein 1a levels No hits surpassing the threshold NA NA NA 3522

Interleukin-1-beta levels No hits surpassing the threshold NA NA NA 3309

Interleukin-16 levels
rs4253283,rs4513633,rs1801020,

rs1255143,rs117916513,rs9706053,
rs4778636,rs144691581

0.012466 0.008063 0.166 3483

Interleukin-1-receptor antagonist levels No hits surpassing the threshold NA NA NA 3638
Interleukin-8 levels rs12075,rs2673604 0.011119 0.010636 0.485861 3526

Interleukin-4 levels rs13106889,rs73023729,rs17713451,
rs10512267,rs9941733 0.021532 0.012635 0.186892 8124

Stromal-cell-derived factor 1 alpha levels rs10013755 -0.03772 0.030271 0.212714 5998
Interleukin-13 levels rs9472168,rs142167313,rs117795020 -0.00241 0.004988 0.676875 3557

Interferon gamma-induced protein 10 levels rs113831257,rs9450351,rs79848609 0.023366 0.009561 0.247261 3685

Interleukin-12p70 levels rs13209117,rs9472183,rs4349809,
rs2375980,rs10761731,rs72831623 -0.01399 0.016703 0.463723 8270

Macrophage Migration Inhibitory Factor levels rs13142904,rs78098071,rs28994873,
rs12594190,rs2330634 0.008635 0.021887 0.713321 3494

RANTES levels rs112072646,rs7000423,rs74472919,
rs2702950,rs147509526 0.020258 0.021908 0.407475 3421

Granulocyte-colony stimulating factor levels rs11903143,rs2324653,rs115256310,
rs145756094,rs76287671 0.020446 0.025704 0.470898 7904

Interleukin-9 levels rs76963786 -0.01291 0.026298 0.62337 3634
Interferon gamma levels rs78296352,rs10761731,rs113600793 -0.04601 0.017521 0.231618 7701

Tumor necrosis factor beta levels rs78296352 -0.00982 0.009479 0.299994 1559

Interleukin-10 levels rs10493718,rs282258,rs111913416,
rs10457128,rs4349809,rs2375980, rs7088799

Table A.8: Inflammatory Mediators [187] and Major depressive disorder [182].
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Glossary

Phenotype: A characteristic of an individual that can be measured, such as height,

weight, or diagnosis of a condition.

Causal Inference: The methodologies that allow for the extraction of conclusions

about causes and effects in observed phenomena.

Genetic Variant: A variation in the genetic material of an individual. Commonly used

as instruments in MR.

Instrumental variable (IV) analysis: A statistical method that uses instrumental

variables as proxies to estimate causal effects of exposures on outcomes in the

presence of confounding. The ideal instrumental variable directly affects only the

exposure.

Pleiotropy: The phenomenon in genetics where a gene or genetic variant affects

multiple phenotypes.

Genome-wide association study (GWAS): A study that identifies genetic variants

associated with a particular phenotype or trait by analysing millions of genetic vari-

ants across the entire genome.

Mendelian randomisation (MR): A method of using genetic variants as instrumen-

tal variables to estimate causal effects of a risk factor on an outcome of interest.

Principal component analysis (PCA): A statistical technique used to reduce the
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dimensionality of a dataset by identifying patterns and correlations among variables.

PCA transforms the original variables into a new set of uncorrelated variables, called

principal components, that explain the maximum amount of variance in the data.

Weak Instrument Bias: The situation where an instrumental variable is only weakly

predictive of the target exposure and hence this leads to bias in the instrumental

variable estimate.
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spondance Mathématique et Physique 10 (1838), pp. 113–121.

[46] William H Greene. Econometric Analysis. Pearson Education, 2018.

[47] Kouichi Ozaki et al. “Functional SNPs in the lymphotoxin-alpha gene that are associated with

susceptibility to myocardial infarction”. In: Nature Genetics 32.4 (Nov. 2002), pp. 650–654.

DOI: 10.1038/ng1047. URL: https://doi.org/10.1038/ng1047.

[48] Jonathan Marchini and Bryan Howie. “Genotype imputation for genome-wide association stud-

ies”. In: Nature Reviews Genetics 11.7 (June 2010), pp. 499–511. DOI: 10.1038/nrg2796. URL:

https://doi.org/10.1038/nrg2796.

[49] John P. A. Ioannidis, Thomas A. Trikalinos, and Muin J. Khoury. “Implications of Small Effect

Sizes of Individual Genetic Variants on the Design and Interpretation of Genetic Associa-

tion Studies of Complex Diseases”. In: American Journal of Epidemiology 164.7 (Aug. 2006),

pp. 609–614. DOI: 10.1093/aje/kwj259. URL: https://doi.org/10.1093/aje/kwj259.

[50] Evan A. Boyle, Yang I. Li, and Jonathan K. Pritchard. “An Expanded View of Complex Traits:

From Polygenic to Omnigenic”. In: Cell 169.7 (June 2017), pp. 1177–1186. DOI: 10.1016/j.

cell.2017.05.038. URL: https://doi.org/10.1016/j.cell.2017.05.038.

[51] European Union. Recital 34 of the EU General Data Protection Regulation (GDPR). https://gdpr-

info.eu/recitals/no-34/. Accessed on March 1, 2023. 2016.

[52] Stephen Burgess et al. “Using published data in Mendelian randomization: a blueprint for

efficient identification of causal risk factors”. In: European Journal of Epidemiology 30.7 (Mar.

2015), pp. 543–552. DOI: 10.1007/s10654-015-0011-z. URL: https://doi.org/10.1007/

s10654-015-0011-z.

[53] Vanessa Didelez and Nuala Sheehan. “Mendelian randomization as an instrumental vari-

able approach to causal inference”. In: Statistical Methods in Medical Research 16.4 (Aug.

223



2007), pp. 309–330. DOI: 10.1177/0962280206077743. URL: https://doi.org/10.1177/

0962280206077743.

[54] Julian PT Higgins et al. “Chapter 9: Analysing data and undertaking meta-analyses”. In: Cochrane

Handbook for Systematic Reviews of Interventions. Ed. by Julian PT Higgins et al. 2nd ed.

Chichester, UK: John Wiley & Sons, 2019, pp. 241–284. DOI: 10.1002/9781119536604.ch9.

URL: https://handbook-5-1.cochrane.org/chapter_9/.

[55] Joanne E McKenzie et al. “Chapter 3: Defining the criteria for including studies and how they

will be grouped for the synthesis”. In: Cochrane Handbook for Systematic Reviews of Inter-

ventions. Ed. by Julian PT Higgins et al. John Wiley & Sons, 2019.

[56] Qingyuan Zhao et al. “Two-Sample Instrumental Variable Analyses Using Heterogeneous

Samples”. In: Statist. Sci. 34.2 (May 2019), pp. 317–333. DOI: 10.1214/18- STS692. URL:

https://doi.org/10.1214/18-STS692.

[57] Ashish Patel et al. Conditional inference in cis-Mendelian randomization using weak genetic

factors. 2020. DOI: 10.48550/ARXIV.2005.01765. URL: https://arxiv.org/abs/2005.

01765.

[58] Olena O Yavorska and Stephen Burgess. “MendelianRandomization: an R package for per-

forming Mendelian randomization analyses using summarized data”. In: International Journal

of Epidemiology 46.6 (Apr. 2017), pp. 1734–1739. DOI: 10.1093/ije/dyx034. URL: https:

//doi.org/10.1093/ije/dyx034.

[59] Fatima Batool et al. “Disentangling the effects of traits with shared clustered genetic predic-

tors using multivariable Mendelian randomization”. In: Genetic Epidemiology 46.7 (May 2022),

pp. 415–429. DOI: 10.1002/gepi.22462. URL: https://doi.org/10.1002/gepi.22462.

[60] LD-based result clumping procedure. https://zzz.bwh.harvard.edu/plink/clump.shtml.

Accessed: 23-04-2023.

[61] Florian Prive. Why clumping should be preferred over pruning. URL: https : / / privefl .

github.io/bigsnpr/articles/pruning-vs-clumping.html.

224



[62] Tom M Palmer et al. “Using multiple genetic variants as instrumental variables for modifiable

risk factors”. In: Statistical Methods in Medical Research 21.3 (Jan. 2011), pp. 223–242. DOI:

10.1177/0962280210394459. URL: https://doi.org/10.1177/0962280210394459.

[63] Stephen Burgess and Simon G Thompson and. “Avoiding bias from weak instruments in

Mendelian randomization studies”. In: International Journal of Epidemiology 40.3 (Mar. 2011),

pp. 755–764. DOI: 10.1093/ije/dyr036. URL: https://doi.org/10.1093/ije/dyr036.

[64] David H Richardson. “The Exact Distribution of a Structural Coefficient Estimator”. In: Journal

of the American Statistical Association 63.324 (1968), pp. 549–556.

[65] Nadia Solovieff et al. “Pleiotropy in complex traits: challenges and strategies”. In: Nature Re-

views Genetics 14.7 (June 2013), pp. 483–495. DOI: 10.1038/nrg3461. URL: https://doi.

org/10.1038/nrg3461.

[66] Shanya Sivakumaran et al. “Abundant Pleiotropy in Human Complex Diseases and Traits”. In:

The American Journal of Human Genetics 89.5 (Nov. 2011), pp. 607–618. DOI: 10.1016/j.

ajhg.2011.10.004. URL: https://doi.org/10.1016/j.ajhg.2011.10.004.

[67] J. Bowden, G. Davey Smith, and S. Burgess. “Mendelian randomization with invalid instru-

ments: effect estimation and bias detection through Egger regression”. In: International Jour-

nal of Epidemiology 44.2 (Apr. 2015), pp. 512–525. DOI: 10.1093/ije/dyv080. URL: https:

//doi.org/10.1093/ije/dyv080.

[68] M. Egger et al. “Bias in meta-analysis detected by a simple, graphical test”. In: BMJ 315.7109

(Sept. 1997), pp. 629–634. DOI: 10.1136/bmj.315.7109.629. URL: https://doi.org/10.

1136/bmj.315.7109.629.

[69] J. Bowden et al. “Consistent Estimation in Mendelian Randomization with Some Invalid Instru-

ments Using a Weighted Median Estimator”. In: Genetic Epidemiology 40 (4 2016), pp. 304–

14. DOI: 10.1002/gepi.21965.

[70] S. Burgess and S. G. Thompson. “Multivariable Mendelian Randomization: The Use of Pleiotropic

Genetic Variants to Estimate Causal Effects”. In: American Journal of Epidemiology 181.4

225



(Jan. 2015), pp. 251–260. DOI: 10.1093/aje/kwu283. URL: https://doi.org/10.1093/aje/

kwu283.

[71] Trang Quynh Nguyen, Ian Schmid, and Elizabeth A. Stuart. “Clarifying causal mediation anal-

ysis for the applied researcher: Defining effects based on what we want to learn.” In: Psy-

chological Methods 26.2 (Apr. 2021), pp. 255–271. DOI: 10.1037/met0000299. URL: https:

//doi.org/10.1037/met0000299.

[72] Alice R. Carter et al. “Mendelian randomisation for mediation analysis: current methods and

challenges for implementation”. In: European Journal of Epidemiology 36.5 (May 2021), pp. 465–

478. DOI: 10.1007/s10654-021-00757-1. URL: https://doi.org/10.1007/s10654-021-

00757-1.

[73] Vasilios Karageorgiou et al. “Weak and pleiotropy robust sex-stratified Mendelian randomiza-

tion in the one sample and two sample settings”. In: Genetic Epidemiology 47.2 (Jan. 2023),

pp. 135–151. DOI: 10.1002/gepi.22512. URL: https://doi.org/10.1002/gepi.22512.

[74] Wes Spiller et al. “Interaction-based Mendelian randomization with measured and unmea-

sured gene-by-covariate interactions”. In: PLOS ONE 17.8 (Aug. 2022). Ed. by Momiao Xiong,

e0271933. DOI: 10 . 1371 / journal . pone . 0271933. URL: https : / / doi . org / 10 . 1371 /

journal.pone.0271933.

[75] Wes Spiller et al. “Detecting and correcting for bias in Mendelian randomization analyses us-

ing Gene-by-Environment interactions”. In: International Journal of Epidemiology (Nov. 2018).

DOI: 10.1093/ije/dyy204. URL: https://doi.org/10.1093/ije/dyy204.

[76] Eric J. Tchetgen Tchetgen, BaoLuo Sun, and Stefan Walter. “The GENIUS Approach to Ro-

bust Mendelian Randomization Inference”. In: arXiv.org (2017), pp. 650–654. DOI: 10.48550/

ARXIV.1709.07779. URL: https://arxiv.org/abs/1709.07779.

[77] Arthur Lewbel. “Using Heteroscedasticity to Identify and Estimate Mismeasured and Endoge-

nous Regressor Models”. In: Journal of Business &amp Economic Statistics 30.1 (Jan. 2012),

pp. 67–80. DOI: 10 . 1080 / 07350015 . 2012 . 643126. URL: https : / / doi . org / 10 . 1080 /

07350015.2012.643126.

226
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