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A Continuous Time Dynamical Turing Machine
Claire M. Postlethwaite, Peter Ashwin, Matthew Egbert

Abstract—Continuous time recurrent neural networks
(CTRNN) are systems of coupled ordinary differential equations
inspired by the structure of neural networks in the brain.
CTRNN are known to be universal dynamical approximators:
given a large enough system, the parameters of a CTRNN
can be tuned to produce output that is arbitrarily close to
that of any other dynamical system. However, in practise, both
designing systems of CTRNN to have a certain output, and
the reverse—understanding the dynamics of a given system
of CTRNN—can be non-trivial. In this paper, we describe
a method for embedding any specified Turing machine in
its entirety into a CTRNN. As such, we describe in detail
a continuous-time dynamical system that performs arbitrary
discrete-state computations. We suggest that in acting as both
a continuous-time dynamical system and as a computer, the
study of such systems can help refine and advance the debate
concerning the Computational Hypothesis that cognition is
a form of computation and the Dynamical Hypothesis that
cognitive systems are dynamical systems.

Index Terms—CTRNN, Turing machine, network attractor

I. INTRODUCTION

THE DYNAMICAL HYPOTHESIS in Cognitive Science
proposes that “cognitive agents are dynamical systems”

and as such, cognition is best understood in dynamical sys-
tems terms [1]. These claims developed as a rejection of
the Computational Hypothesis that cognition is a form of
computation [2], [3], i. e. a kind of symbolic manipulation
whereby internal representations of the agent’s world are
transformed or processed by algorithms.

So which is it? Is cognition a kind of computation or is
it a dynamical system? Or is this a false dichotomy? Con-
nectionist neural networks present what some see as a middle
ground. In these systems, cognition is a kind of computational
processing of internal representations but the representations
(symbols) are not pre-determined. They instead emerge in
the dynamics of ‘sub-symbolic’ neural-network architectures
[4]. Some see this as a fully-fledged alternative to classic
computationalism, while others see the connectionist neural
networks as just an implementation of computationalist ideas
that do not give sufficient emphasis to the roles played by
the body and environment, and the rich, dynamic interaction
between these and the brain in the generation of intelligent
behaviour (see e. g. [5], [6]). The debate is ongoing. Perhaps
one reason for this is that despite efforts to be clear on what the
real differences are between the dynamical and computational
hypotheses (including those in the original presentation of
the dynamical hypothesis [1]), central terms are interpreted in
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various ways. What counts as computation and what doesn’t?
What counts as a dynamical system and what doesn’t?

Computation is often defined as either ‘information pro-
cessing’ or the transformation of ‘inputs’ into ‘outputs,’ but
just about anything can be construed as such. Similarly, a
dynamical system is one that changes over time according
to a fixed rule. What doesn’t fit into this category? In these
broad interpretations, a real-world computer is a dynamical
system, and just about any dynamical system can be analyzed
as a system that ‘processes information.’

Despite these points and despite the fact that definitions of
both computation and dynamical systems can seem all encom-
passing, the debate is not vapid, as the different metaphors
suggest different ways for investigating cognition. If one
thinks about cognition as a form of computation (e.g., [7],
[8]) applied to solving problems, we find ourselves studying
problems that are readily presented to a computational device,
like chess and video games [9]. If, on the other hand, we
consider cognition to be the result of dynamical interplay
between coupled brain, body and world, then we find ourselves
considering cognitive tasks that can be readily formalized as
fitness functions, e. g. investigating categorical perception in a
minimal embodied robot that can use whisker-like sensors to
distinguish between circle and diamond shaped objects [10].

The different metaphors also suggest different methods for
analyzing putatively cognitive systems. As a case in point,
Beer et al. [11] demonstrate how dynamical and informational
analysis can both be applied to the same artificial cognitive
architecture. One would be forgiven for assuming that the
information theoretic analysis is associated with the Compu-
tational Hypothesis, and that the dynamical systems analysis
is similarly associated with the Dynamical Hypothesis, but as
Beer et al. argue, the different analysis methods are, in a sense
hypothesis-agnostic. Whether one embraces the computational
or dynamical hypotheses (or neither), each of these analytic
methods reveals different aspects of how the system that they
are studying operates. Each of these aspects are informative
and can be integrated into a more complete understanding of
that system.

The benefits of the debate just described are
epistemological—i. e. they relate to the ways that we
study, describe and come to understand cognition. Is there
more that the debate adds beyond these benefits? Are the
definitions of both computational and dynamical systems
so encompassing that they lose most of their meaning? Or
are there real differences between A, the set of systems
that are ‘computational’ and B, the set of systems that are
‘dynamical’? If there are such differences, what precisely
are they? To approach these questions, this paper presents a
system designed to qualify as both a computational system
and as dynamical system. The system we present is a Turing
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machine [12] realized in its entirety in the dynamics of a
continuous time recurrent neural network (CTRNN) [13]
(using a system similar to that investigated by many others
since Hopfield [14]). The system we present is also clearly a
dynamical system as it is defined by a state space and a set of
ordinary differential equations (ODEs) that describe how the
state of the system changes over time. The only parameters
in the system are a weight matrix of interconnections and a
common threshold nonlinearity.

In qualifying as both a computational system and as a
dynamical system, we propose that the system described in this
paper can be useful as an examplar for highlighting ways that
computational systems are ‘unusual’ or different from most
other dynamical systems, hopefully clarifying positions around
the computationalist/anti-computationalist debate. After giving
an overview of the necessary background on Turing machines
and network attractors in section II, we present the model
in detail in sections III and IV. Then, in Section V, we
show how our model can be used to consider the relationship
between computation and dynamics by highlighting three
salient features of the designed computational dynamical sys-
tem: topological regularity; dynamical sparcity, and temporal
regularity. We briefly discuss how these salient properties may
be the result of design requirements (i. e. that the system must
act as a computational device) or the result of by-human
engineering and the requirements implicit in that process.

II. BACKGROUND

The dynamical system we design in this paper has the
form of a network attractor, designed within a continuous
time recurrent neural network (CTRNN). In this background
section, we give a brief overview of previous work related
to ours, then a review on how Turing machines function,
and finally we give some background on network attractors
in CTRNNs. We chose CTRNN as a dynamical medium
as they have been widely used in investigations into how
cognitive processes (e.g., associative learning [15], categorical
perception [10], and learning [16]) can be understood not as
computation, but as the interaction between brain, body and
world dynamics [6], [17].

A. Related work

Turing machines are widely accepted as the archetype of
discrete computation, and so it is fair to suggest that at
the base of the computational hypothesis is the view that
something essential is shared by cognitive systems and finite
state automata such as Turing machines. It has been known
since [18], [19] that simple networks are capable of realizing
finite automata and hence Turing-type computation in certain
senses. This line has been investigated by various authors,
for example [20], [21], [22], [23]. Universal computation can
be found in universal memcomputing machines [24], Neural
P-systems [25] and reservoir computers [26] to name a few
approaches. Recently, [27] present an algorithm to embed an
arbitrary Turing maching by means of a modular structure
of synfire chains. We note that some investigations use the
analogue nature of RNNs to perform computation that goes

beyond Turing in the sense of encoding a continuum of states
[28], [29]; however we restrict ourselves to implementation of
finite state computation.

Individual neurons are diverse. Their dynamics are complex
and varied, leading to a variety of proposals as to how neurons
could might accomplish different types of computation with
different dynamic media. Maass [30] compares the computa-
tional capabilities of spiking neurons to threshold-gate neurons
(McCulloch–Pitts) and sigmoid-gate neurons. Spiking neurons
are more complicated and more computationally powerful than
minimalistic McCulloch–Pitts neurons, and Maass investigates
how different computations can be accomplished with the
‘temporal patterns’ inherent in spiking neural dynamics. A
general point here is that some dynamic media (i.e. some basic
neural units) are more naturally suited to different kinds of
tasks than others. For example, spiking neural networks are
well suited to detecting event synchrony [30].

At a higher topological scale, a ‘cell assembly’ (CA) is
a group of neurons that tend to become excited in concert,
either in response to a particular environmental stimulus or due
to influences of other cell assemblies. Excitatory connections
within a CA can maintain its activity after the stimulus has
ended. Neuroscientific evidence suggests that CA exist in vari-
ous organisms [31] and links between CA and fundamentals of
cognition (e.g., categorisation, short-term memory and long-
term memory) have been proposed [21]. One of the most
well known CA models is the Hopfield network [14]. A CA
built from fatiguing leaky integrate-and-fire neurons (fLIF) can
be used to implement any finite state automaton (FSA) [32].
Similar constructions of FSA have been achieved in networks
of Hebbian cell assemblies (see, e.g., [23] and references
therein). This presents an algorithm for transforming any finite
state automaton into a corresponding Hodgkin—Huxley neural
network of synfire rings, proposing that synfire rings could
act as “a theoretical ground for the realization of biological
neural computers” [23] and proposes an alternative ‘Assembly
Calculus’, i.e., a set of biologically plausible operations on
CA that could realize a complete computational system.

B. Turing machines

Our construction is adapted and simplified from a previous
paper [33], and follows [34]. A finite-state single-tape Turing
computing machine consists of
• a finite set of internal states Q,
• a finite set Γ of tape symbols,
• a starting state q1 ∈ Q,
• at least one, and possibly several, halting states F ⊂ Q,
• a transition function ρ : (Q \F )×Γ→ Q×Γ×{L,R}.
Let nQ := |Q|, the number of internal states, and nΓ := |Γ|,

the number of possible symbols. We number the states and
symbols qi ∈ Q, i = 1, . . . , nQ and sj ∈ Γ, j = 1, . . . , nΓ, so
we can represent the action of the transition function ρ as

ρ(qi, sj) =: (q̃ij , s̃ij , σ̃ij)

where q̃ij ∈ Q, s̃ij ∈ Γ and σ̃ij ∈ {L,R}.
The tape consists of a discrete string of symbols γj ∈ Γ and

Turing machines usually consider an infinite tape j ∈ Z. We
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say there is a finite loop tape if γj is defined for j modulo nt
for some nt ∈ N corresponding to the tape length. We note that
when using a finite, rather than infinite tape, a Turing machine
is not technically Turing complete, but is only equivalent to
a finite state automata. However, in systems where we can
make the tape arbitrarily long, this is often referred to as
Turing complete, even though proper simulation would require
an infinite tape. In this paper, we consider Turing machines
with only two symbols, which we label 0 (or blank) and 1.
We consider the 0 to be a ‘blank’, so in fact we are only
considering a single letter alphabet A = {1}. However, it
would also be straightforward to adapt our design technique
to allow for a larger number of symbols, and we describe how
to do this in section III-B.

Starting at tape position j = 0 and internal state q(0) = q1

suppose that the machine arrives after n steps at internal
state q(n) ∈ Q and tape position β(n). If q(n) ∈ F then
the computation has finished, while otherwise it reads the
transition function

(q̃, γ̃, σ̃) = ρ(q(n), γβ(n))

where q ∈ Q, γ̃ ∈ Γ, σ̃ ∈ {L,R}. The machine then updates
the internal state to q(n + 1) = q̃, the symbol at site β(n) is
changed to γβ(n) = γ̃ and then the machine moves along the
tape according to

β(n+ 1) = β(n) + 1 if σ̃ = R

β(n+ 1) = β(n)− 1 if σ̃ = L.

The machine repeats this either forever, or until it reaches a
halting state and computation has finished. Clearly there will
be restrictions placed by a finite loop tape that will depend
on choice of nt, but for any given computation that comes to
completion, only finitely many tape positions will be used by
the time the halting state is reached.

C. Excitable network attractors

A previous paper [33] demonstrated that it is possible to
realise a Turing machine in the dynamics of excitable or
heteroclinic networks, but with a heterogeneous of network
of nonlinear units that were designed to have ‘robust con-
nections’. In [35], we show how to embed an ‘excitable
network attractor’ of arbitrary structure within the dynamics of
a CTRNN. Note that ‘heteroclinic attractors’ have been used
to construct computational systems (see for example, [35],
[36]), but excitable network attractors are in some sense more
robust in that they link attracting states. In this section, we
give an overview of excitable network attractors, and a brief
description of how the embedding works.

In the most general terms, an excitable network attractor
is an invariant set within the phase space of a dynamical
system, consisting of a number of attractors (states) that may
be selectively sensitive to perturbations in certain directions.
Such perturbations allow the trajectory to move between the
states, but only along pre-specified connections: in this way the
network attractor realizes a directed graph, and the trajectory
in the phase space represents the directed path taken around
this directed graph.

Fig. 1. The figure shows, from left to right, a one-loop, a two-loop, and
a ∆-clique in a directed graph; sub-networks which are not allowed in the
topology of the directed graph to be embedded in a CTRNN.

CTRNNs are sets of differential equations describing the
dynamics of a set of nodes; each dependent variable in the
differential equation gives the excitation level of a single node.
Nodes are thought of as excited if the value of a nonlinear
activation function φ(.) of that node is order 1. With the choice
of weight matrix we describe in [35], excitation of nodes is
mutually exclusive: only a single node can have φ(.) order 1 at
any given time. This is in contrast to the dynamics of a typical
CTRNN (e.g. one with either a weight matrix that is either a
randomly assigned, or optimised for some purpose using, for
instance, a genetic algorithm), which would not have such a
restriction.

In [35] we showed that it is possible to choose the weight
matrix of an n-dimensional CTRNN so that, in addition to
the above restriction, the attracting dynamics can be described
in terms of a path around a directed graph with almost any
desired topology (restricted only so that the graph does not
include any one-loops, two-loops or ∆-cliques; see figure 1).
Each node in the CTRNN is associated with a vertex in the
directed graph: when node yj is excited, we say that a path
around the directed graph is at vertex j.

More specifically, for our construction, there exist stable
equilibria in the phase space, at each of which a single node
of the CTRNN is excited. When a trajectory is close to such
an equilibria, we refer to the excited node as active, and
to the remaining nodes as either leading, disconnected and
trailing, depending on the connectivity to other nodes within
the directed graph. Leading nodes have arrow heads pointing
from the active node to them, i.e. by following the arrows
in the directed graph, it is possible for them to become the
next active node. Trailing nodes have arrow heads pointed
from themselves to the active node. Disconnected nodes have
no arrows between them and the active node. The top panel
of figure 2 shows a schematic of part of a directed graph.
When the red node is active, the nodes labelled LA and LD
are leading, the node labelled TD is trailing, and the nodes
labelled DL and DT are disconnected.

In [35], it is shown that a parameter in the weight matrix
can be varied through a bifurcation such that the connections
between the different nodes can be in one of two different
dynamical regimes, which we call excitable and automatic.
When connections are excitable, perturbations, either added
at specified times, or from additive noise, are required to
push trajectories from one state to another. Parameters can be
chosen to adjust how large these perturbations need to be to
affect a transition. Alternatively, it is also possible to choose
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Fig. 2. The figure shows (top) a schematic of part of a directed graph, and
below, schematic showing timeseries of the values of yj and φ(yj) for a
trajectory as it transitions from a state where the red node is active to one
where the blue node is active. The nodes of the directed graph are labelled with
two letters corresponding to whether they are (A)ctive, (L)eading, (T)railing
or (D)isconnected, before and after the transition.

the perturbations so that the connections between the states
is what we call automatic. In this case the transition between
states happens without any external inputs. Here, the states are
no longer stable equilibria, but are regions of phase space close
to the ghost of a saddle-node bifurcation [37] (also known as
a ‘funnel region’). The trajectory remains in the region of the
ghost for a relatively long period of time, so it appears to be
at equilibrium, before rapidly switching to the next state.

In [35] we show that parameters can be chosen so that
connections can be a mixture of excitable and automatic, as
desired by the designer of the network. The weight matrix
depends only on the topology of the directed graph, and four
parameters, as described in section III. We refer to the entire
network in phase space as a CTRNN excitable network.

III. REALISING A DYNAMICAL TURING MACHINE

The full system comprises multiple CTRNN excitable net-
works, coupled together with small perturbations (or inputs).
The perturbations are designed in such a way that in the Turing
machine realisation is an input-free CTRNN that we call a
Dynamical Turing Machine.

The sub-networks of this are:
1) A state network which describes the internal state of the

Turing machine.
2) A tape network which describes the position of the head

of the tape, and the symbol at each position of the
tape. This network actually consists of nt disjoint sub-
networks, where nt is the length of the tape, and there
is one sub-network for each position on the tape.

Each of the state network and the tape sub-networks is,
in the absence of external perturbations, a CTRNN excitable
network, and so only a single node within each of these sub-
networks can be active at any one time. Which of the nodes is
active in the state network describes the internal state of the
Turing machine, and which of the nodes is active in the tape
sub-networks describes both the symbols on the tape, and also
the position of the tapehead.

The governing equations for an infinite tape are of the form

ẏ = fy(y) + ζygy(φ(x)), (1a)
ẋj = fx(x) + ζxgx(φ(y))+

ζβ(gR(φ(xj−1)) + gL(φ(xj+1))), j ∈ Z (1b)

where the vector y describes the variables in the state network,
and x = (. . . ,x−1,x0,x1,x2, . . . ) describes the variables
in the tape network, with each vector xj representing the
variables in the sub-network on the jth position of the tape.
For a finite (periodic) tape, the subscript on each xj is
taken modulo nt, and so x is finite. The parameters ζx,
ζy and ζβ are small constants and control the size of the
perturbations coupling the sub-networks. Note that each of
the tape sub-networks only receives inputs from the state
network and its immediate neighbours in the tape. Note also
that these perturbations are small enough that the structure
of the dynamics within each sub-network remains that of a
CTRNN excitable network (as described in section II): the
perturbations act only as the perturbations which move the
trajectory along the excitable connections.

The functions fx and fy have the form of a CTRNN, so,
for example,

fy(y) = −y +Wyφ(y)

where the function φ, given by

φ(x) =
1

1 + e−K(x−θ)

for parameters K and θ, is applied component-wise to the
vector y, and Wy is a matrix, the entries of which depend on
the topology of the state or tape network, as will be described
in the forthcoming sections. Each of the gα functions (α =
y, x,R, L) are linear in their arguments, and provide inputs, or
perturbations between the state network and each of the tape
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Inputs Outputs
qi sj q̃ij s̃ij σij
q1 0 H N 0
q1 1 q2 0 R
q2 0 q3 0 R
q2 1 q2 1 R
q3 0 q4 1 L
q3 1 q3 1 R
q4 0 q5 0 L
q4 1 q4 1 L
q5 0 q1 1 R
q5 1 q5 1 L

TABLE I
TRANSITION FUNCTION ρ FOR THE COPY ROUTINE.

sub-networks. Thus, the entire system (the Dynamical Turing
Machine) has governing equations of the following form:

Ẏ = −Y +Wφ(Y) (2)

where we refer to W as the weight matrix and φ(V) is applied
component-wise.

In the following sections, we first describe the construction
of the functions fx and fy , which give the internal dynamics
of the state network and tape sub-networks. These are chosen
so each is a CTRNN excitable network with the topology of a
specified directed graph. Each has some automatic transitions,
which mean the trajectory transitions between the nodes in
the network without input, and some excitable transitions.
When the trajectory is near a node which only has excitable
transitions leaving it, an input is required to prevent the system
remaining at equilibrium; these inputs come from the other
networks. In section III-C we describe the functions gα which
provide these small inputs from one network to another.

In summary, a trajectory with appropriate initial conditions
will visit a sequence of regions of phase space which are near
equilibria and can be associated with different internal states
of the Turing machine and different configurations of the tape.
This will continue until the Turing machine reaches a halting
state.

A. State network

The first step in the construction is to express the internal
states Q and transition function ρ of the Turing machine as
a directed graph. Throughout this section, we use the ‘copy’
routine [38] as an example, but the same process can be used
for other Turing machines. The transition function for the copy
routine is shown in table I, and the associated directed graph
in figure 3. The vertices in the graph represent the internal
states Q = {1, 2, 3, 4, 5, H} (where H ∈ Q is the halting
state), and the connecting arrows are labelled with a 0/1 if
they occur when the tapehead reads a 0 or 1 respectively. The
red letters R and L indicate if the transition between states
moves the tapehead right or left, and the red 0 or 1 on the
arrows indicate if the tapehead writes a 0 or 1 to the tape.

The state network is constructed from this directed graph. In
order to generate the required perturbations to the tape network
when transitions are made in the state network, we add an
additional two vertices along each edge in the original graph.
Recall that each vertex in the directed graph corresponds to a
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Fig. 3. The transition function ρ (table I) for the copy routine represented as
a directed graph. The states are represented by the circled numbers. The black
0s and 1s on the arrows indicate the current state on the tape for which that
arrow should be followed, and the red 1s, 0s, Rs and Ls indicate the symbol
which should be written on the tape and the direction the tape head should
move when that transition occurs.

node (or variable) in the CTRNN, and so from hereon we use
the word ‘node’ to also describe the vertices in this directed
graph. Of each pair of additional nodes, the first one (coloured
blue in figure 4) provides an input into the tape network. In
what follows, we refer to these nodes as the input nodes. The
second additional node (coloured gray) does nothing, except
allow for a time delay before the state network reaches the next
state. We refer to these as the delay nodes. We refer to the
original nodes (in this case, those labelled 1-6 and outlined in
black) as the internal nodes. The addition of these nodes also
has the additional effect of ensuring there are no one-loops,
two-loops or ∆-cliques in the state network.

In figure 4 we show this extended graph for the copy routine.
The internal dynamics of the state network are then determined
using the method described in [35] (and in section II) to
embed this directed graph as a CTRNN excitable network.
The connections leaving both the input and delay nodes are
automatic (and are coloured green in figure 4). The connec-
tions leaving the internal nodes in the state network (coloured
black and dotted in figure 4) are excitable. In the absence of
any inputs or perturbations, trajectories would remain close
to these nodes, but perturbations from the tape network will
push the trajectory away from these. Specifically, inputs from
the tape network, when the tape reads a zero or a one, as
indicated by the labels on the arrows, push the trajectory from
an internal node to the appropriate input node. The automatic
transitions then allow the trajectory to move to the next internal
node without further input. While the trajectory is close to the
input node, the state network in turn provides inputs to the tape
network so that the symbols and position of the tape head are
adjusted appropriately.
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Fig. 4. The extended directed graph for the copy routine. The input nodes
are coloured blue, and the delay nodes are coloured gray. Further details are
in the text. Automatic transitions are indicated by green arrows, and excitable
connections by black dotted arrows. Note that we have added the instruction
(1, R) between state 1 and state 6 (the relabelled halting state) for consistency;
this does not change the outcome of the Turing machine.

We write the adjacency matrix A of this extended graph
in two parts, one which enumerates the excitable connections,
and one which enumerates the automatic connections:

A = Aa +Ae

The matrix Wy has elements (Wy)ij , which are given by

(Wy)ij = wt + (ws − wt)δij + (wa − wt)(Aa)ij+

(we − wt)((Ae)ij) + (wm − wt)((Aa)ij + (Ae)ij)
(3)

where δij is the Kronecker δ. This choice ensures that
(Wy)ii = wm, (Wy)ij = wa if there is an automatic
connection from node j to node i, (Wy)ij = we if there is an
excitable connection from node j to node i, and (Wy)ij = wt
otherwise. The parameters wt, we, wa and wm are chosen
as described in [35], to ensure the existence of an excitable
network. The numerical values we use are given in section IV.

In order to generate the appropriate inputs between the
state network and the tape network, we write down a number
of vectors which essentially enumerate the different types of
nodes in the networks. The required vectors for the state
network are as follows.
• Four vectors v0R, v0L, v1R and v1L, which enumerate

which nodes correspond to transitions that move the tape
right/left and write 0/1 on the tape. These vectors are
zeros except in the positions of the input nodes that, for
v1R say, write a one and move the tape right. For the copy
routine, for instance, the vector v1R would have ones in
the positions corresponding to the blue nodes labelled
1, R in figure 4.

• Two vectors v0 and v1 which give the positions of the
nodes which should be perturbed when the tape head

0L

0 0'

1L

0R1R

1' 1

Fig. 5. Schematic of one sub-network of the tape and symbol network. Green
arrows correspond to automatic connections, black dotted arrows correspond
to excitable connections.

reads a zero or a one. Each are zeros except for the
positions of the input nodes along the transitions which
occur when there is a 0 or 1 on the tape. For instance, v0

for the copy routine would have ones in the positions
corresponding to nodes at the heads of black arrows
labelled with a 1.

B. Tape network

The symbols on the tape and the position of the tape head
are enumerated and recorded using a set of sub-networks, one
of which is shown in figure 5. We assume a finite loop tape
with tape length nt, so that the tape network consists of nt
copies of the network shown in figure 5. Again, the internal
dynamics of each tape sub-network is such that there exists a
CTRNN excitable network with this topology.

When a 0 or 1 node is active in the sub-network in the
kth position of the tape (‘sub-network k’) this corresponds to
the symbol at the kth position on the tape being a 0 or a 1,
respectively, and that the tapehead is at position k. When a
0′ or 1′ node is active in sub-network k, this corresponds to
the symbol at the kth position on the tape being a 0 or a 1,
respectively, and that the tapehead is not at position k. As will
be seen in what follows, so long as initial conditions are chosen
appropriately, only one sub-network can have an ‘unprimed’
0 or 1 node active at any given time: these nodes are only
excited when a neighbouring tape sub-network changes from
an ‘unprimed’ 0 or 1 to a ‘primed’ 0 or 1 node.

As can be seen in figure 5, each sub-network of the tape and
symbol network has two parts consisting of four nodes, one
with ‘0’ labels and one with ‘1’ labels. To extend the system
to include more symbols, we simply add additional four-node
units to each tape sub-network, one for each additional symbol.
Additional excitable connections are added from each symbols
‘unprimed’ node to every other symbols ‘L’ and ‘R’ nodes.

The adjacency matrix of each tape sub-network is again
divided into automatic and excitable parts. The connections
between the nodes are shown in figure 5, where green arrows
correspond to automatic connections and black dotted arrows
correspond to excitable connections. Let the adjacency matrix
of the tape sub-network be the matrix B, then we write

B = Ba +Be.
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The matrix Wx which generates the internal dynamics of each
tape sub-network has elements (Wx)ij , with

(Wx)ij = wt + (ws − wt)δij + (wa − wt)(Ba)ij+

(we − wt)((Be)ij) + (wm − wt)((Ba)ij + (Be)ij)
(4)

Again, in order to generate the appropriate perturbations
between the sub-networks, we write down a number of vectors
which enumerate certain nodes in the networks. Those vectors
for the tape sub-networks are as follows. All these vectors are
8-dimensional, consisting only of zeros or ones.
• Vectors w0 and w1 which indicate when a tape sub-

network has either of the nodes 0 or 1 active, that is,
these vectors are zeros everywhere except in the positions
corresponding to the 0 nodes (for w0) and 1 node (for w1)
in the tape sub-network. These vectors have the affect of
‘reading the tape at the position of the tapehead’.

• Four vectors w0R, w1R, w0L and w1L, which are zeros
except in the position corresponding to the 0R, 1R, 0L
and 1L nodes in each tape sub-network. These are used
so that perturbations from the state network push the tape
network to the correct node.

• wL = w0L + w1L and wR = w0R + w1R, used to
indicate whether the tape should be moved right or left,
and send perturbations from one tape sub-network to the
appropriate neighbour.

• w01 = w0 + w1, which indicates the nodes in tape sub-
network j which should be perturbed as the tapehead
moves to position j.

C. Coupling the networks

There are three classes of coupling between the networks:
1) Inputs from a tape sub-network to the state network,

when that tape sub-network has either of the nodes 0
or 1 active. This corresponds to the tapehead reading a
0 or 1, and the input pushes the trajectory in the state
network along the appropriate connection.

2) Inputs from the state network to the tape sub-networks
when the state network has an active input node. This
input both (over)writes symbols on the tape and moves
the tapehead.

3) Inputs from a tape sub-network to its immediately neigh-
bouring tape sub-networks, to affect the movement of the
tapehead.

All three of these coupling types are shown by dashed
arrows in figure 6. More details and specific equations for
each of these input types are as follows:

1) When a tape sub-network has one of the nodes 0 or
1 active, this corresponds to the tapehead being at that
position on the tape. The tape network provides an input
into all of the input nodes in the state network which
are at the end of an excitable connection labelled with
a 0 or 1, respectively. This input to the state network is
given by the expression

gy(x) =

 nt∑
j=1

φ(xj) ◦ w0

 v0 +

 nt∑
j=1

φ(xj) ◦ w1

 v1

0L

0

0'

1L

0R

1R

1'

1

4
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1

1,L

0,L

0L

0

0'

1L

0R

1R

1'

1

0L

0

0'

1L

0R

1R

1'

1

Fig. 6. The figure shows a portion of the state network from figure 4 (top),
and three sub-networks of the tape network (bottom). The black dashed lines
represent a subset of the perturbations which occur between the sub-networks.
Each arrow indicates that when the node at the tail of the arrow is active, a
perturbation is applied to the node at the head of the arrow. If that node is
a leading node, then it will become active. All such arrows which are either
incoming or leaving the middle of the three tape sub-networks are shown.
Note that these dashed arrows are not indicative of a directed graph forming
a CTRNN excitable network.

where ◦ is the Hadamard (entry-wise) product. The first
term corresponds to the case where a tape sub-network
is at 0, the second term to when it is at 1. Since
φ(x) is close to zero unless the node corresponding to
variable x is active, and w0 has the effect of selecting
the coordinating corresponding to the 0 node, the first
term in brackets is only O(1) when one of the tape sub-
networks has a 0 node active. The vector v0 provides the
required coordinates for the input into the state network.
The second term is equivalent for the 1 nodes.

2) When the state network has an input node active, this
corresponds to a transition occuring between the original
states of the Turing machine. The input needs to both
write a symbol on the tape and moves the tapehead. For
instance, if the active node in the state network is an
input node labelled 0, R, an input is given to all the
0, R nodes in each of the tape sub-networks. For all of
the tape sub-networks which have active 0′ or 1′ nodes,
nothing will happen, but this perturbation will affect a
transition for the tape sub-network which has an active
0 or 1 node (that is, the tape position corresponding
to the position of the tapehead). Following this, in that
tape sub-network, there will be an automatic transition to
node 0′. This part of the dynamics simulates the writing
of the symbol 0 on the tape.
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t

Fig. 7. A time series plot of all the states in the state network. The coordinates for the state nodes are coloured, in numerical order, red, blue, orange, yellow,
purple and green. The input nodes are all black solid lines, and the delay nodes are black dashed lines. The halting state is reached at t ≈ 1080. A zoom of
the first 100 time units is shown in figure 8(a).

This input from the state network to the tape sub-
networks is given by:

gx(y) = (v0R ◦ φ(y))w0R + (v1R ◦ φ(y))w1R+

(v0L ◦ φ(y))w0L + (v1L ◦ φ(y))w1L

(5)

where each of the vij vector selects the appropriate
dimensions from the state network, and each of the wij
vectors provides the inputs into the correct coordinates
in the tape sub-networks.

3) The movement of the tapehead along the tape is imple-
mented by inputs from the tape sub-networks to their
right or left neighbours. Specifically, when any of the
nodes 1L, 0L, 1R and 0R in the tape sub-network are
active, an input is given in the direction of nodes 0 and
1 in the tape sub-network either to the right or left,
depending on the label. This has the affect of activating
the ‘unprimed’ state 0 or 1 node in the sub-network
to the right or left, indicating the movement of the
tapehead. The input each sub-network receives from its
neighbours are given by the functions

gR(xj) = (φ(xj) ◦ wR)w01

and
gL(xj) = (φ(xj) ◦ wL)w01

IV. A NUMERICAL EXAMPLE: THE COPY ROUTINE

In this section we demonstrate that the above equations
do indeed provide an embedding of a Turing machine, again
using the copy routine [38] as an example. We use a tape
of length 10, and set initial conditions so that the tape has
initial configuration 0011100000, and the tape head starts at
tape position 3. This means that tape sub-network 3 has an
active 1’ node, tape sub-networks 4 and 5 have an active 1
node, and the remainder of the tape networks have the 0 node
active. The state network starts with node 1 active. We expect
the final configuration of the tape network to be 0011101110.

We use the following parameters in our integrations:

ws = 1, wm = −0.5, wt = −0.3,

wa = 0.31, we = 0.29,

ζx = 0.03, ζy = 0.05, ζβ = 0.02,

K = 20, θ = 0.5.
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Fig. 8. The figure shows a zoom of a portion of the time series in figure 7.
Panel (a) shows the state network, with line styles as in figure 7. Panels (b)
and (c) show tape sub-networks 3 and 4, respectively. In these panels, the
coordinates are coloured as: 0: green; 1: red; 0′: light blue; 1′: blue. The
remaining coordinates are coloured black. Notice in panel (c), that when the
1′ is active, the 1 coordinate has an intermediate value - this is because it is
a leading node.

Figures 7, 8 and 9 show the results of numerical integration
of equations 1 with the above parameters and initial conditions.
Figure 7 shows a time series of the values of the coordinates
in the state network. The coordinates corresponding to the
state nodes are coloured (as detailed in the caption); the input
nodes are black solid lines, and the delay nodes are black
dashed lines. Note that the value of the coordinates can be
close to four different values, depending on whether the nodes
are active (y ≈ 1), leading (y ≈ 0.3), disconnected (y ≈ −0.3)
or trailing (y ≈ −0.5).

Figure 8 shows a time series of only the first 100 time units
of the integration, but includes the variables from the third and
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Tape position

t

Fig. 9. The figure shows the value of the 1 node in each of the tape sub-
networks over time. The black and dark gray regions together indicate which
positions in the tape currently have the symbol 1; the light gray is the symbol
0. See text for more details.

fourth tape sub-networks as well as the state network. Here
we can see the details of the transitions between the nodes
and the inputs between the networks. Initially, the active node
in the third tape sub-network is node 1, and this provides an
input into the state network which activates the input node
labelled 0, R (see figure 4). This transition is completed at
around t = 10, at which point an input into the tape networks
cause the third sub-network to transition from node 1 to node
0, R. The input can also be seen as a perturbation in the fourth
sub-network, but there is no effect here. The transition in the
third tape sub-network to having node 0, R active is completed
around t = 13, and the corresponding input from this node into
the fourth sub-network affects a transition there from node
1’ active to node 1 active. There are subsequently automatic
transitions in the state network from the input node 0, R to
the delay node, and then to the state node 2, and also in the
third tape sub-network from node 0, R to node 0′. Node 2 in
the state network becomes active at around t = 39, with the
third tape sub-network having node 1′ active and the fourth
tape sub-network having node 1 active, and the process can
begin again.

In figure 9 we show the value of the activation level of the 1
node (i.e. the value of the variable corresponding to that node)
for each of the tape sub-networks, in grayscale. When the 1
node is active, the value is close to 1, and shows as black.
When the 1 node is leading, the value is close to 0.3 and
shows as dark grey. Because of the topology of the network
(see figure 5), if the 1 node is leading, the 1′ node must be
active, so together the black and dark grey regions indicate

when the symbol on the tape at that position is a 1. The white
regions indicate when the 1 node is trailing, which means that
one of the (0, R), (0, L), (1, R) or (1, L) nodes must be active,
which means that the tape head is (recently) at that position in
the tape. Thus, this figure gives us all the information about
the symbols on the tape, and the position of the tape head.
Note that the copy routine has worked successfully: at the end
of the integration, the 1 symbol appears in positions 3, 4, 5,
7, 8 and 9 on the tape.

A. Behaviour in presence of noise
We consider the effect of additive noise to equations (1), so

that, for example, equation (1a) becomes

dy = [fy(y) + ζygy(φ(x))] dt+ σdW(t)

where the parameter σ controls the noise amplitude and W(t)
represents i.i.d. Gaussian noise (a Wiener process) with mean 0
and variance 1 per unit time in each component. The effects of
additive noise to heteroclinic networks, which are dynamical
object closely related to the network attractors described here,
are complex; see for some examples [39], [40], [41]. In [35],
we considered the effect of noise on the CTRNN network
attractors we describe here.

The first effect, for small noise, is that the transition times
between nodes is no longer a constant but a random variable.
As noise is increased, the mean transition times typically
decrease, and the variance increases. When noise becomes
sufficiently large, the noise can act as a perturbation which can
cause the trajectory to follow an excitable connection that it
otherwise would not have followed. Thus the trajectory follows
the ‘incorrect’ route around the network and this results in an
error in the computation performed by the Turing machine.
We note that errors that give transitions of the state network
that are incorrect may be “read errors” (where the error is
equivalent to an incorrect reading of the symbol on the tape)
or “wild errors” (where the state network jumps to a state
which could not be correctly arrived at through any symbol
on the tape) — both of these error are also described in [33].
In addition, there may be “tape errors” where noise causes the
tape to malfunction by, for instance, the tape head moving in
an incorrect direction, or not moving at all.

The relative size of the noise required to cause such errors,
and the frequency and type of the errors, will depend on the
choice of parameters. A detailed investigation of this relation-
ship is beyond the scope of this paper; see [33] for a detailed
study of the effect of noise on a differently designed Turing
machine, and [42] for a study of the interaction between the
noise amplitude and parameters in a related system, including
an explanation of some non-intuitive results.

For the parameter set we use for the integrations above, we
find that for σ . 0.005 the Turing machine typically completes
the computation correctly, with the variation in transition times
becoming more obvious for larger values of the noise. When
σ & 0.01, the machine rarely completes the task successfully.

V. NETWORK AND DYNAMICAL PROPERTIES

Having presented the system, we can now return our atten-
tion to the questions raised in the introduction. The system was
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Fig. 10. The figure shows the relative size (as indicated by the colourbar)
of each of the elements in the weight matrix. Note that there are non-zero
elements outside of the block diagonal which are of very small magnitude
(very light grey). The matrix entries are unlabelled, but range from (1, 1) in
the top left, to (106, 106) in the bottom right, as would be expected.

designed to act as a computational device, a Turing machine.
What is the dynamical system that emerged in this design
process and what, if anything, stands out about its structure,
i. e. the ways that the state variables relate to each other? We
have identified three such salient properties which we now
outline.

A. Properties of the weight matrix

Recall, firstly, that if an entry (i, j) of the weight matrix
is zero, then node j does not directly affect node i. We can
thus consider the directed graph of connections made only by
considering the non-zero entries of the weight matrix. Then,
by ‘topology’ we mean the structure of the connections of this
graph.

There are three noteworthy features of the weight matrix. It
is highly sparse; the entries in the weight matrix can only take
one of eight different values; and it contains a high degree of
topological regularity.

All three of these aspects can be seen in figure 10, which
shows the values of the entries in the weight matrix of
equation (2), for the copy routine with a tape of length 10.
The first 26 entries correspond to the state network, and the
remaining 80 are divided into ten groups of eight, one for each
of the tape sub-networks.

The largest non-zero entries of the weight matrix can be
seen in a block diagonal form, which indicate the couplings
between the nodes in the state network and between the nodes
in each of the tape sub-networks. Within each of these blocks,
each matrix entry can take one of five different values: ws = 1
(black), wm = −0.5 (dark red), wt = −0.3 (light red), wa =

Node

t

Fig. 11. The figure shows the speed (absolute value of velocity), indicated
by the grayscale, of each of variables describing the activity of the nodes in
the trajectory shown in figure 7.

0.31 and we = 0.31 (both grey). Within the state network,
there are further regularities which can be observed in the
couplings for nodes 7-26: these are the delay and input nodes
and each pair has couplings that are chosen in a repeated and
patterned fashion. There also exists a translational symmetry
between the sub-networks of the tape network: each is coupled
to the state network in the same way, and in the same way to
the sub-networks to their left and right.

Outside of the block diagonal entries, the only non-zero
entries correspond to the couplings between the sub-networks,
and these are both sparse and small in magnitude. These can
take one of three different values (γx, γy and γβ), all of which
appear light grey in the figure.

B. Dynamical sparsity

In additional to the sparseness of the weight matrix of
connections, the dynamics of the system are also sparse, in
the sense that the majority of the variables (i.e. the excitation
levels of each node) in the system are close to being at rest for
the majority of the time. In particular, for much of the time,
the system is very close to equilibrium, and even when the
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system is not close to equilibrium, the number of variables
that are changing is much smaller than the total dimension
of the system. This can be seen in figure 11, which plots the
absolute value of the velocity of each of the variables as a
function of time, for the same trajectory as shown in figure 7.
As in figure 10, the first 26 nodes correspond to the state
network, and the remaining 80 to the tape network. It can
clearly be seen that the maximum speed of ∼ 0.8 is attained
by isolated nodes only for short periods of time. Lower speeds
are attained by ‘nearby’ nodes in a structural sense (compare
with the weight matrix in figure 10). Nodes which are not
directly connected to the fastest moving node (e.g., those in
distant tape sub-networks) have speeds which are essentially
zero. One can criticize our realization as being sparse and
inefficient relative to activity seen in natural neural systems
and it is a very interesting and relavent question to find more
efficient and dense encoding of states that are still explictly
understandable. Nonetheless, we note that our realization is
much less sparse than for example [27] who use a synfire
chain to encode a single bit of information.

C. Temporal regularity

In addition to the structural regularities noted above, the
resulting observed dynamics also have what we refer to as
temporal regularity. This is also related to the dynamical
sparcity previously discussed. Specifically, not only are most
of the varibales at rest for much of the time, but in addition, the
timing of when variables are not at rest is highly structured:
many varibles move in some form of synchronicity, and there
is a regular waiting time of inactivity between periods of
activity.

In terms of the underlying nonlinear dynamics, the Turing
machine without the tape consists of a number of excitable
network attractors (one for the state network, and one for
each of the tape sub-networks) where intrinsic transitions
will not occur without external inputs or noise. When these
networks are coupled, the dynamics will slowly move through
“bottlenecks” in phase space that determine the timing of the
transitions between the states.

This temporal regularity can be seen in figure 7, as the
regular appearance of spikes in the timeseries, and also in
figure 11, as the regular appearance of horizontal stripes
indicating that some of the nodes are changing. During each
stripe, the first set of nodes to move are in the state network,
and these affect transitions in the tape networks in a domino-
like fashion: first to write a new symbol on the tape, and
then to move the tapehead in the correct direction. After
this period of activity, the nodes relax to near equilibrium,
eventually transitioning through the bottlenecks in phase space
that trigger the next transition.

Note that compared to implementations that need an exter-
nal clock [28], or such as [27] that dedicate a separate part
of the system as a clock, this regularity of timing, or ‘clock’
is an emergent property of the dynamics. Furthermore, the
regularity is holistic - it cannot necessarily be seen by only
observing a subset of the variables.

D. Why are these salient features present?

Having identified these features, we can consider why they
are present. We did not consciously choose to add them, so
why are they there? Why is the weight matrix of the designed
system sparse? Why do only a few of the state variables change
significantly at any given time? And why do we observe
temporal regularity—a kind of periodic pulsing of change in
the system?

One possibility is these features appeared by chance—that
if someone else were to independently implement a Turing
machine by specifying a set of ODEs, their implementation
might not include one or more of the properties just described.
This seems unlikely to us, though possible. The alternative
possibility is that the specification of what we wanted to build
(a Turing machine) and the design process that produced this
system both impose constraints that increase the likelihood
of these features appearing. We now elaborate upon these
‘specification constraints’ and ‘design-process constraints.’

For the designed system to act as a Turing machine, it must
satisfy a number of criteria. For example, it must be capable
of undergoing a variety of trajectories that correspond with
the execution of different programs and/or different inputs.
This particular specification-constraint excludes many possible
designs. As a trivial example, we can make the sweeping
generalization that any design that consists of only a single
ordinary differential equation of the form dx

dt = kx is not a
viable design as we know it fails this part of the specification,
as it is not capable of sufficiently diverse trajectories. This and
other specification-constraints are determined by how “Turing-
machineness” is defined, and so it is possible that the salient
features described above are present because to be a Turing
machine, a system must have these features.

However, the Turing-machine specification constraints do
not completely determine the design of the final system on
their own. Other, design-process constraints also influence the
set of possible final designs. In particular, some constraints
are present simply because the system is designed by people.
As argued by Thompson et al. [43], when people use classic
engineering methods, they must understand what they are
engineering and this limits the forms of things that people
can engineer. To make it possible to understand what they are
building, engineers include in their design features that limit
system complexity. They do this to be able to reason about,
predict, summarise and even prove how the system will behave
in its normal operating conditions. It is thus also possible that
the salient features described above are present not because
they are a necessary part of a dynamical system acting as a
Turing machine, but rather because they were helpful (or even
necessary) for us to understand the system well enough to
develop it.

As part of their argument, Thompson et al. [43] emphasize
the hierarchichal nature of typical by-human engineering: how
engineers take a big problem that is impossible to solve
directly and decompose this problem into sub-problems which
are in turn further decomposed into sub-problems, until the
problems are simple enough to be understood, reasoned about
and solved. It seems likely that the salient features described



12

above are (at least partially) the result of this kind of decompo-
sition. We see repeated, identical units in the tape and the state
networks. We also see limited communication between these
units (avoidance of ‘cross-talk’). This kind of modularization
and compartmentalization (also used extensively for example
in [27]) helps understandability of the construction, and the
three features, topological and dynamical sparsity and regular-
ity could be a direct result of these “so-we-could-understand”
features.

A question now presents itself: which of these features are
necessary for a system to be considered computational? All
of them? None of them? By design, the system is both a
dynamical system and a computational system. Is it possible to
have a dynamical system that is also a computational system,
but that does not have the salient dynamical properties that
we have highlighted above? This is an interesting question.
Unfortunately, at this stage, the answer is not clear, though
there are a variety of further experiments that could be done
to explore this possibility. For example, we could try to design
a dynamical Turing machines that explicitly does not have one
(or more) of the salient properties just described. These efforts
might include trying to use different other types of differential
equations, such as other forms of ODEs, partial differential
equations or delay-differential equations.

An alternative approach that might reduce the effects of
by-human design, we could use an optimization algorithm
(e. g. an evolutionary algorithm) to change the weights of
the system described above. The multi-objective optimisation
process might, for example, force the output of the system
to stay the same while also (i) minimizing the number of
nodes that are ever active (the intent here is to reduce the
dimensionality of the system) and/or (ii) optimizing of the time
spent performing the computation (without simply changing
the timescale).

Success at implementing a dynamical Turing machine with-
out one of these salient features, whether in by-human engi-
neering or via an optimization algorithm, would show that that
feature is not an essential property of a Turing machine. Such
work might also help us to understand more broadly what
kinds of systems we can consider to be Turing machines, or
more broadly as computing devices.

VI. CONCLUSION

We have presented a dynamical continuous time recurrent
neural network architecture that allows logical manipulations
of a symbolic nature and indeed universal computations in the
sense of Turing. The construction highlights that the Dynamic
Hypothesis and the Computational Hypothesis (DH/CH) are
not necessarily inherently contradictory, and we hope that the
system provides an approach that can be used productively in
the debate between dynamical and computational perspectives
of cognition, going forward.

In doing so, we highlight some limits on what can be
represented; the tape capacity is finite and computational errors
will arise when this capacity is reached. As discussed in [33],
errors during computation in a real, noisy, system may be
of various types. Transitions between states corresponding

to false interpretation of tape symbol may give rise to a
“read error” on the tape while “wild errors” can occur that
correspond to transitions not allowed by any read. In addition
to these, “tape errors” may occur in tape transport or writing
symbols to the virtual tape.

The excitable network framework for discrete state, discrete
time neural computation is also flexible in the way the timing
of transitions between states are made. As we describe in
section V, the system is free-running and self-contained, in the
sense that the timescales are determined by the network itself.
However, as discussed in [33], there is a framework under
which the transitions could be externally clocked by external
inputs. The same approach should work when modelling
systems working in parallel asynchronously [44] and only
interfacing when they arrive at some event where synchrony
is required. In addition to the timing of valid functioning of
a computational network, the framework can be helpful ex-
plaining characterizing possible errors that may arise through
stochastic perturbations in the system.

The realisation of the Turing machine we present here is
idealised in that it is an input-free (autonomous) system where
not only the machine but also the tape is embedded in the
CTRNN. This realization is comparatively compact in that
each state is directly represented as on element in the network
rather than needing synfire chains as in [27]. We suggest a
generally programmable computational system with external
inputs could be designed in a similar way, by including input-
dependence (e.g. making the “tape” external) and/or making
weights adaptive to a changing environment.

CODE AVAILABILITY

The Matlab code used to implement the system described in
this paper is available at https://github.com/mathclaire/ctrnn
turingmachine.
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