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Abstract

In this thesis, we have studied many different two-dimensional materials for their

use as either devices for photoelectrolysis or as Li-ion battery electrodes. Both

of which are key technologies for the future of the human race and the planet as

a whole. The first 3 chapters provide the background and methods used within

this thesis. In chapter 4 we investigate MoS2 and PdSe2 for their potential use as

photoelectrolysis devices, finding that their performances are unaffected by the

presence of another material in a heterostructure, indicating that layered materi-

als can be selected for different properties and combined into a heterostructure

that would benefit from all these properties. In chapter 5, ScS2 is investigated

for use as a Li-ion battery electrode and shows great potential as a Li-ion cath-

ode. The upper and lower intercalation limits are investigated and it is found that

this material possesses a remarkably large window of stability when compared

to that of other TMDCs with a capacity of 182.99 mAhg−1, high average voltage

of 3.977 V and has minimal volumetric expansion. In chapter 6, nine different

TMDC-graphene superlattices are investigated for their use as Li-ion intercala-

tion electrodes. We find that ScS2-graphene in both T- and R- phases possess

voltages nearing 3 V, while the other seven lie in the range of 0 V to 1.5 V. Most

of these show little volumetric expansion in the range of 5% to 10%, comparable

to that of NMC at 8%. We also assess the capacities of these superlattices, find-

ing that ScS2-T, ScS2-R and TiS2-T possess large capacities of 306.77 mAh/g

for both ScS2 phases and 310.84 mAh/g respectively, with MoS2-T possessing a

capacity of 121.99 mAh/g. In chapter 7, we identify the region 0. ¤6 ≤ 𝑥 ≤ 0.625,

0. ¤2 ≤ 𝑦 ≤ 0.25 and 0.08¤3 ≤ 1 − 𝑥 − 𝑦 ≤ 0.125 in Ni𝑥Mn𝑦Co1−𝑥−𝑦O2 as being the

most likely within the NMC phase space to offer the highest capacities.
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Chapter 1

Introduction

"The first principle is that you must not fool yourself and you are the

easiest person to fool."

– Richard Feynman

1.1. The Energy Crisis

1.1.1 What Is It

With an ever increasing demand for power, combined with our heavy reliance

on fossil fuels, the need for cleaner fuels and energy sources is growing rapidly.

Current sources of clean energy, such as wind turbines and photo voltaic panels,

produce power intermittently requiring some way of storing the power for when it is

needed. This is mainly done using batteries. Unfortunately, our current batteries

are short lived and have insufficient capacities, leaving more to be desired from

them.

Currently, fossil fuels make up roughly 80 to 85% of the worlds energy genera-

tion [1]. Due to this use, carbon dioxide levels have reached ≈ 422 ppm as of July

2023 as shown in Figure 1.1. This is higher than the highest known historical car-

bon dioxide level from the past 800,000 years of ≈ 300 ppm [2]. Numerous studies

have linked the rise in atmospheric carbon dioxide levels to climate change, this

being the rise in the average global temperature since the mid-20𝑡ℎ century, as

well as the link between this and humanities use of carbon dioxide producing

fossil fuels.
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Figure 1.1: A graph showing monthly mean carbon dioxide measured at Mauna Loa
Observatory, Hawaii. The Red line represents the monthly mean values,
and the Black line represents the same data after correction for the average
seasonal cycle.[3, 4].

All our electricity produced in power plants could, in theory, be replaced with

solar and wind power. However, for use in transportation, current batteries will

not suffice. Lighter batteries or an alternative, green, fuel is required.

Present Li-ion batteries are limited by the low energy density of cathode mate-

rials, with the highest capacity in present commercially available cathode materi-

als at ≈ 200 mAh/g [5, 6]. If the energy density of batteries was higher, this would

lead to fully electric vehicles with ranges closer to that of their fossil fuel using

counterpart, which would require cathode capacities closer to 500 mAh/g [7, 8].

The challenge is finding Li-ion cathode materials with sufficient capacities. How-

ever, current high capacity cathode materials break down quickly with use, pre-

senting another challenge to be solved.

An alternative to both fossil fuels and batteries is hydrogen as an alternative

fuel. Hydrogen is a fuel that can be stored and transported in a similar man-

ner to fossil fuels, but when it undergoes combustion with oxygen, only water is
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produced as a byproduct, meaning it is a clean fuel. Unfortunately, present meth-

ods of producing hydrogen are inefficient with electrolysis having a maximum

efficiency of 61%, however this does not take into account the efficiency of gen-

erating the energy used to make the hydrogen that will pull the overall efficiency

down [9]. Other sources, such as steam-methane reforming, even produce car-

bon monoxide and carbon dioxide as byproducts, essentially making the benefit

of producing hydrogen as a alternative fuel completely null [10]. However, an-

other process can be used to produce hydrogen from water with only oxygen as a

byproduct that has the potential to have higher efficiencies than electrolysis, this

process is called photoelectrolysis. Photoelectrolysis uses energy from the sun to

directly split water into hydrogen and oxygen by making use of a catalyst [11, 12].

1.1.2 How We Can Tackle It

The nature of both of the solutions outlined above are a combination of Physics,

Chemistry, Engineering and Materials Science. In order to solve them, an under-

standing of the culmination of these fields in the four following areas is required.

1. Electronic properties.

2. Chemical energetics.

3. Structural and geometric forms of the materials involved.

4. Thermal stability.

Each of these in turn requires accurate knowledge of how electrons interact with,

and within, an atomic lattice which needs to be determined. This can be done via

experimental investigations, but with such a wide range of different possible ma-

terial candidates, this can be both very costly and very time consuming. However,

a theoretical approach could be used instead, and cost much less while providing

more insight into the materials properties. These four challenges can be solved

using a few different theory based tools such as Density Functional Theory (DFT),

the use of Analytical Methods and Molecular Dynamics.
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Density Functional Theory, or DFT for short, is a constantly evolving area of

physics and chemistry. Essentially, DFT is an ab initio method for almost ex-

actly solving a many body variant of the Schrödinger equation for a system of

atoms and electrons. This solution is found as a function of the electron den-

sity within the system, this is where DFT gets its name. As mentioned, an exact

solution cannot be found, this is due to a form of electron-electron interaction

called exchange-correlation not having a known exact solution, leading to the use

of approximations that are either computationally low cost but less accurate, or

computationally expensive but very accurate. DFT can be used to calculate the

energy, electronic band structure and phononic properties of an atomic system.

From these, the system’s light absorption properties, whether it is an insulator,

conductor or semi-conductor and its vibrational properties can be determined.

Other properties can also be found but these are of most importance to these

works [13].

Analytical methods [14] such as the Tight Binding model or the empirical pseu-

dopotential model can also be used to obtain the electronic properties of atomic

systems. Unlike DFT which is derived from first principles, TB uses parameterisa-

tion and simulates electrons as being tightly bound to atoms, meaning they have

limited interaction with other atoms. On the other hand, the empirical pseudopo-

tential model can be used to simulate electrons as being nearly free or as atomic

orbitals by using either planewaves or Gaussians. These can both be used to get

the same properties as DFT, such as energetics and electronic band structures.

Molecular Dynamics (MD) is usually used in conjunction with DFT and Analyt-

ical methods for getting correct lattice constants, bond lengths and bond angles

within systems, so that the electronic properties derived from DFT or Analytical

methods are more realistic. MD is a way of simulating and analysing how atoms

and molecules in a system will move within a time frame, normally measured in

picoseconds. As MD mainly uses interatomic potentials, instead of solving for

electron densities and forces, it can be used for much larger systems than DFT.

Alternatively, MD can also use the force fields calculated via DFT or Analytical
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solutions to move the atoms around into more favourable configurations, this is

normally referred to as relaxation [15].

These tools can be used to understand the electronic, energetic, catalytic and

geometric properties, among others, of a wide range of materials, giving a deep

understanding of them without the need to physically make them. They can also

be used to discover new materials that have never been see before, as well as

potential routes to their synthesis.

1.2. Structure Stability and Energetics

Structural stability is how favourable a given atomic arrangement is relative to

other possible arrangements of the same set of atoms. This can be assessed

in a few different ways using the tools outlined above. The simplest of which is

a simple energetics based approach, If you take two different structures with the

exact same composition, the one with the lowest energy is more stable. This is

quite useful but does not tell you the whole story, a good example of this is dia-

mond and graphite. Both diamond and graphite are known stable polymorphs of

carbon, but graphite is the lower energy structure. In this situation, the energetics

alone would tell you that only graphite would form, meaning that extra approaches

need to be considered.

MD can be used on top of an energetics argument, in some cases, to deter-

mine if a structure will "collapse" (if the atomic structure is not dense enough)

or "explode" (if the atomic structure is too dense) under normal conditions. The

energetics of a system can also change with temperature and pressure, chang-

ing either of these can change what the lowest energy polymorph is. One way of

modeling how the energetics of a system changes with temperature is via phonon

calculations that can be done with DFT. Modeling vibrational modes within a crys-

talline system can tell you if these vibrations are stable, or if they will lead to non-

restorative forces that force the structure into a different morphology. The entropy

of a system can be derived from the phononic vibrational modes to then calculate
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the relation between the temperature and energy of a system and thus assess

the phase stability at different temperatures.

This section gives a general outline on how to determine whether a structure

is stable or not and will be described in more depth later in these works, but

the most important thing is to start with a structure that you already know to be

stable, and modify it to be suitable for the intended use. For these works, there

are a few baseline structures that will be investigated and modified for use as

either photoelectolysis devices or Li-ion battery cathodes.

1.3. Baseline Structures

In this section, the baseline structures that will be investigated are outlined. These

consist of transition metal dichalcogenides [16], that have had a lot of attention

within many different semiconductor fields including water splitting and photoelec-

trolysis, and transition metal oxides, which are currently used in the state of the

art battery cathodes. These structures will be described here, but their properties

will be explored in depth later in these works.

1.3.1 Transition metal dichalcogenides

Transition metal dichalcogenides, TMDCs for short, are a group of materials con-

sisting of one part transition metal and two parts chalcogen with a general formula

of MX2 where: M is the transition metal and X are chalcogens which are elements

in IUPAC group 16 such as oxygen and sulphur. These atoms are arranged into

two-dimensional sheets consisting of three atomic layers separated but held to-

gether by the weak van der Waals force, the two outer layers are chalcogen atoms

and the middle layer is transition metal atoms, see Figure 1.2. The TMDC group

is made of multiple sub groups based on the coordination of the transition metal

atoms. The most common of these are groups are called H and T, whether a

TMDC is more favourable in H or T coordination is determined by the arrange-

ment and number of the transition metal’s 𝑑-shell electrons and their interaction
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with the chalcogen atoms. Stress and strain applied to TMDCs or even the inter-

calation of other species in the van der Waals gap can also change which coor-

dination is more favourable, e.g. intercalating lithium between layers of H-phase

MoS2 changes it to T-phase [17, 18, 19].

Figure 1.2: A side-on view showing the different components in a single TMDC layer.
The dashed lines indicate which atoms are in which layer. M denotes the
transition metal layer and X denote the chalcogenide layers.

Given the wide range of combinations of transition metals and chalcogenides,

along with the H and T coordination groups, there are many different TMDCs

with varying electronic properties. On top of this, TMDCs can be separated into

few layers or even single layers, giving them greater band gaps than their bulk

counterparts, further diversifying the group’s electronic properties.

Molybdenum disulphide (MoS2) is the most common of the TMDCs, having

been used as a solid lubricant [20] and a catalyst in the hydrosulphurisation re-

action [21] in the petroleum industry, but both of these use bulk (many layer)

MoS2. Single layers of TMDCs can be made using exfoliation: single layers of

MoS2 were exfoliated into monolayers by the intercalation (between the layers) of

lithium followed by a reaction with water in 1986 by Per Joensen et al. [22]

MoS2 is one of the few TMDCs that are naturally occurring, found in the min-

eral molybdenite as bulk MoS2, but the majority of the possible TMDCs have to

be synthesised. The wide range of properties that TMDCs display, along with

the possibility to combine them together, has lead to them being investigated for

a number of different applications including use as transistors, flexible electronic

devices, photovoltaics, photodetectors and molecular sensing applications just to

name a few [23].
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1.3.1.1 TMDC H Coordination

TMDCs with H coordination refer to those where a transition metal atom is sur-

rounded by six chalcogenides in the trigonal prismatic geometry. This means that

the three chalcogens bonded to the bottom of the transition metal mirror the three

above. Overall, this leads to a graphene like honeycomb structure, where ever

other site is two stacked atoms instead of one, see Figure 1.3. The lattice and

basis vectors for this is given in Appendix A.

(a) (b)

Figure 1.3: A side-on and top-down view of a TMDC with H coordination. (a) is the
side-on view and (b) is the top-down view. The black outline denotes the
unit cell / repeat unit.

H coordinated TMDCs have three degenerate sets of 𝑑-shell orbitals accord-

ing to Ligand Field Theory, denoted 𝑑𝑥𝑧, 𝑦𝑧, 𝑑𝑥2−𝑦2, 𝑥𝑦 and 𝑑𝑧2 from highest energy

to lowest energy. The filling of these orbitals will determine the electronic prop-

erties of the TMDC, be it metallic, semi-conducting or insulating. Group 5 and 6

transition metals are known to form H coordinated TMDCs more favourably than

T coordination [24].

1.3.1.2 TMDC T Coordination

TMDCs with T coordination refer to those where a transition metal atom is sur-

rounded by six chalcogenides in the octahedral geometry. This means that the

three chalcogens bonded to the bottom of the transition metal are rotated 60◦

along the vertical axis with respect to the three above. Overall, this leads to a

honeycomb structure that has chalcogen atoms in the centre of the hexagons as
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well as on half of the vertices, see Figure 1.4. The lattice and basis vectors for

this is given in Appendix A.

(a) (b)

Figure 1.4: A side-on and top-down view of a TMDC with T coordination. (a) is the
side-on view and (b) is the top-down view. The black outline denotes the
unit cell / repeat unit.

T coordinated TMDCs form two non-bonding degenerate sets of 𝑑-shell or-

bitals according to Ligand Field Theory, one higher in energy and one lower in

energy denoted 𝑑𝑧2, 𝑥2−𝑦2 and 𝑑𝑦𝑧, 𝑥𝑧, 𝑥𝑦 respectively. The filling of these orbitals will

determine the electronic properties of the TMDC, be it metallic, semi-conducting

or insulating. Group 4, 7 and 10 transition metals are known to form T coordinated

TMDCs more favourably than H coordination [24].

1.3.1.3 TMDC Stacking

On top of coordination, stacking order also affects the electronic properties of

TMDCs. Stacking order is coordination dependent, with all H coordinated TMDCs

requiring two layers per unit cell, rotated 60◦ relative to each other, in order to

create multi layer structures. Whereas, T coordinated TMDCs can be a single

repeated layer, or three layers slightly offset from each other. These stacking

orders are shown in Figure 1.5, additional stacking orders exist but have been

omitted.

For the TMDCs with H coordination, the three different stacking orders are

labeled: 2Ha where the transition metal atoms in the two layers line up along the

vertical axis (aba cbc), 2Hb where the chalcogenide atoms in the two layers line
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(a) (b) (c) (d) (e)

Figure 1.5: Five different stacking orders of TMDCs. (a), (b) and (c) are all H coordina-
tion stacking orders, requiring two layers for a repeat unit that are rotated
by 60◦ relative to each other. The only different between these is how the
layers line up, (a) has only the transition metals lining up (2Ha), (b) has only
the chalcogens lining up (2Hb) and (c) has the chalcogens from one layer
line up with the transition metal of the other (2Hc). (d) and (e) are both T
coordination stacking orders. (d) requires only a single layer for a repeat
unit as all atoms in one layer line up with those in the next (1T). (e) requires
three layers for a repeat unit as every layer is shifted by over one atom each
layer (R3m).

up along the vertical axis (aba aca), and 2Hc where the transition metal atoms

in one layer line up along the vertical axis with the chalcogenide atoms in the

adjacent layers (aba bab).

For the TMDCs with T coordination, the two different stacking orders are la-

beled: 1T where all like atoms from a layer line up along the vertical axis with

those in all other layers (abc), and R3m where each layer is offset from the next

requiring three layers for a repeat unit (abc bca cab).

1.3.1.4 Alloying and Hetero structuring

On top of the different coordinations and stacking orders observed in TMDCs,

there are two other ways to modify these structures to expand their properties

and potential applications: alloying and heterostructuring.

Alloying means mixing a metal together with one or more other metals. For

example mixing copper with tin to make bronze. Within these works, alloying

will refer to exchanging a portion of the transition metals within these structures
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with a different transition metal leading to composition in the form M𝑎N𝑏X2, where

M and N represent two different transition metals, a + b = 1, and X represents

a chalcogenide [6]. An example of this with three different transition metals is

shown in Figure 1.6 (a).

(a) (b)

Figure 1.6: (a) an example of a transition metal dioxide alloy that has a mixing of three
different transition metals. (b) an example of a transition metal dioxide het-
erostructure that is made up of three different layers.

Heterostructuring involves taking single layers of two or more different TMDCs

and stacking them together, giving a combination of two different TMDCs, without

the mixing of transition metals seen in alloying. This also allows for different

chalcogenides to be used in different layers, not just transition metals. TMDCs

can also be combined with other two-dimensional materials in heterostructures

such as graphene and hexagonal boron nitride [25]. An example of this with three

different layers is shown in Figure 1.6 (b).

1.3.2 Oxide structures

Transition metal oxides, or oxides for short, consist of any stochiometry of tran-

sition metal to oxygen but the main ones considered throughout these works are
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of the stochiometry 1:2 transition metal atoms to oxygen atoms, alloying is also

considered for these structures.

Within many of the oxide systems considered, six bonds are formed in an

octahedral complex around the transition metals just like T-phase TMDCs. In oc-

tahedral complexes, the 𝑑-shell orbitals are split into two degenerate sets: the

lower energy set is label 𝑡2𝑔 and consists of orbitals 𝑑𝑥𝑦, 𝑑𝑥𝑧 and 𝑑𝑦𝑧, the higher

energy set is labeled 𝑒𝑔 and consists of orbitals 𝑑𝑧2 and 𝑑𝑥2−𝑦2. These degenerate

sets can be further split via different interactions. Uneven filling of these orbitals

can lead to Jahn-Teller distortions, as shown in Figure 1.7, which either elongates

or compress a pair of the octahedral bonds relative to the other four, this is dis-

cussed in more depth in Appendix B. The overlap between these orbitals and

those in the bonded ligands can also lead to distortions with different magnitudes

depending on the different species involved. Discussed below are some of the

transition metal dioxides considered within these works.

Figure 1.7: A energy diagram showing the splitting of degenerate orbitals within the 𝑑-
shell of an octahedrally bonded transition metal. Different fillings can lead
to different splitting of the degenerate 𝑒𝑔 and 𝑡2𝑔 orbitals, which leads to
slightly different crystal structures.

1.3.2.1 Rutile

Rutile is a common form of Titanium dioxide (TiO2) with a tetragonal crystal struc-

ture. Like the T-phase TMDCs, the transition metal atoms are bonded to six

oxygen atoms in a octahedral complex, but they are arranged into a grid of offset

pillars that are interconnected by the oxygen atoms, see Figure 1.8.

12



(a) (b)

Figure 1.8: A side-on and angled view of the Rutile structure. (a) is the side-on view
and (b) is the angled view. The black outline denotes the unit cell / repeat
unit.

Within Rutile TiO2, due to the transition metal octahedal sharing edges along

the 𝑧 axis and vertices in the 𝑥-𝑦 plane, the 𝑡2𝑔 set is split, with the 𝑑𝑥𝑦 orbital

higher in energy than the degenerate 𝑑𝑥𝑧 and 𝑑𝑦𝑧 orbitals. The 𝑡2𝑔 set of orbitals

around the transition metal overlap with the 𝑝-shell orbitals in the oxygen atoms

sharing electrons. The symmetry of these orbitals is what leads to the octahedral

coordination, but the 𝑡2𝑔 splitting causes bonds in the 𝑧 axis direction to be shorter,

this shows 𝑑1 like Jahn-Teller distortions. The shared electrons localize closer to

the oxygen atoms than the transition metal atoms, giving the oxygen atoms a

charge of 2− and the transition metal atoms a charge of 4+ [26, 27].

1.3.2.2 Spinel

Spinel is a cubic crystal with formula MgAl2O4, Spinel can also refer to the larger

Spinel group, consisting of multi transition metal oxides with general formula

AB2X4 where A is a metal, B is a transition metal and X is oxygen. In this work,

Spinel refers to the delithiated structure of LiMn2O4, e.g. Mn2O4 as shown in

Figure 1.9. In this crystal structure, the transition metal atoms are bonded to six

oxygen atoms with a octahedral coordination. These transition metal atoms are
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in four groups of four, per unit cell, with overlap in the centre and corners of the

unit cell and large gaps in between, leading to a cubic unit cell with lots of gaps.

(a) (b)

Figure 1.9: A side-on and angled view of the delithiated Spinel structure of LiMn2O4.
(a) is the side-on view and (b) is the angled view. The black outline denotes
the unit cell / repeat unit.

Within this Spinel structure, there can be two different transition metal orbital

configurations. When there is no lithium present, the average manganese atom

has a valency of 4+, but when lithium is introduced half of the manganese gain an

electron to become Mn3+. For Mn4+, the electrons are spin polarised across the

degenerate 𝑡2𝑔 orbitals, having one electron in each of 𝑑𝑥𝑦, 𝑑𝑥𝑧 and 𝑑𝑦𝑧 orbitals,

showing no Jahn-Teller distortions. For Mn3+ that appear in the lithiated structure,

the electrons are spin polarised, having one electron in each of 𝑑𝑥𝑦, 𝑑𝑥𝑧, 𝑑𝑦𝑧 and

𝑑𝑧2 orbitals. The 𝑑𝑥𝑧 and 𝑑𝑦𝑧 are degenerate while the 𝑑𝑥𝑦 is higher in energy, the

𝑑𝑧2 orbital is the highest filled orbital in this system. This leads to the bonds in

the 𝑧 direction to be elongated, more so than any elongation seen in either Rutile

or Anatase TiO2 because the 𝑑𝑧2 orbital has a greater overlap with the orbitals

of the oxygen atoms in the Spinel structure leading to a strong 𝑑4 Jahn-Teller

distortion [28].
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1.3.2.3 Anatase

Anatase is a metastable form of Titanium dioxide (TiO2) also with a tetragonal

crystal structure. The transition metal atoms are each bonded to six oxygen

atoms in a distorted octahedral coordination, these transition metals are arranged

into layers of square grids with the oxygen atoms connecting to two transition

metal atoms in the same layer, and another in a layer above or below, see Figure

1.10.

(a) (b)

Figure 1.10: A side-on and angled view of the Anatase structure. (a) is the side-on
view and (b) is the angled view. The black outline denotes the unit cell /
repeat unit.

Within this Anatase structure, the 𝑒𝑔 orbitals are split with the 𝑑𝑥2−𝑦2 orbital

higher in energy than the 𝑑𝑧2 orbital, the 𝑡2𝑔 orbitals are also split with the 𝑑𝑥𝑦

orbital higher in energy than the degenerate 𝑑𝑥𝑧 and 𝑑𝑦𝑧 orbitals. The 𝑡2𝑔 set of

orbitals around the transition metal overlap with the 𝑝-orbitals in the oxygen atoms

sharing electrons. The symmetry of these orbitals is what leads to the octahedral

coordination, but this does not have perfect symmetry due to the aforementioned

splitting showing 𝑑2 like Jahn-Teller distortion, elongating the 𝑧 direction bonds.

15



The shared electrons localize closer to the oxygen atoms than the transition metal

atoms, giving the oxygen atoms a charge of 2− and the transition metal atoms a

charge of 4+ [26, 29].

1.4. The Challenge

In this work, a theoretical investigation into the properties of transition metal

dichacogenides and oxides for the use as either photoelectrolysis devices or as

battery cathodes for the intercalation of Li-ions is conducted. In particular, we

look to develop tools, based on DFT and additional methods, that can be used

to gain a better understanding of these materials entirely from a theoretical stand

point.

The investigation into transition metal oxides will consist of looking at differ-

ent oxide structures and alloys to optimise their stability for use as Li-ion battery

cathodes. This requires finding a oxide with the right stoichiometry of alloyed

transition metals that is not only stable when lithium is added and removed, but

also retains a high capacity and voltage with extended use.

The TMDC family will be investigated for their surface adsorption, stability in

water environments and light absorption properties. This requires finding a TMDC

that is has optimal catalytic energetics for the steps involved in photoelectrolysis,

an optimal band gap and is stable in water. This could also be achieved by finding

multiple TMDCs that are optimal for different aspects of photoelectrolysis and het-

erostructuring them together, hopefully preserving the properties they had when

separate.

There will also be an overlap, with some TMDCs being investigated for use as

Li-ion battery cathodes as the layered structure is favourable for the intercalation

and deintercalation of lithium in the van der Waals gap. Many current state of the

art battery cathodes in use today have the same structure as TMDCs such as

lithium cobalt oxide and NMC.
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1.5. Outline of Thesis

In the next chapter, density functional theory will be discussed, being the main

method used in these works. In the third chapter, the history of batteries and

the basic theory of how Li-ion batteries operate will be discussed, along with the

background physics and chemistry of how they work and relevant equations. The

current state of the art battery materials will also be presented. Water splitting and

photoelectrolysis are discussed in this same chapter, with relevant background

physics, chemistry and the guiding reaction pathways, the current state of the art

photoelectrolysis devices are also presented. A lot of terminology used through-

out the thesis will be defined in these two chapters. In the fourth chapter, we

present the development of a method looking at the use of TMDC heterostruc-

tures as photoelectrolysis devices. This includes a description of phase diagrams

and how they are constructed. In the fifth chapter, the TMDC ScS2 is investigated

for use as a Li-ion and beyond Li-ion battery cathode material. This includes

a description of convex hulls and the derevation for a new metric of stability for

these materials. In the sixth chapter, TMDC-graphene heterostructures are inves-

tigated as a way to improve the capacity of graphene as a Li-ion battery anode.

In chapter seven, the alloyed transition metal dioxides Ni𝑥Mn𝑦Co1−𝑥−𝑦O2 (NMC)

are analysed in their delithiated state to build an understanding of the lower Li-ion

intercalation limit in these materials. This includes a description of empirical po-

tentials that are used within this work. Finally, in chapter eight, we will summarise

the work done in this thesis and outline any future work that could be built off of

it.
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Chapter 2

Density Functional Theory

"In fact, the mere act of opening the box will determine the state of the

cat, although in this case there were three determinate states the cat

could be in: these being Alive, Dead, and Bloody Furious."

– Terry Pratchett, Lords and Ladies

Electrons, nuclei and the way they interact with each other determines the

properties of materials that we use every day. Understanding the way these prop-

erties come from the arrangements of electrons and nuclei is, therefore, funda-

mental to our understanding of the world as a whole.

There are multiple different approaches to this within the field of condensed

matter physics, such as the tight-binding model, Hartree-Fock, perturbation the-

ory, configuration interaction methods and density functional theory. Density func-

tional theory (DFT) is used within this thesis, it is a powerful and widely used tool

in computational and condensed matter physics that allows for the exploration of

the properties of materials. This chapter aims to provide an exploration of the

fundamental principles and theorems that DFT uses and is built upon.

This will begin with the Schrödinger equation, which can be used to get the

energy, forces and wavefunctions, among other import information, of an arrange-

ment of particles, and how this can be applied to periodic structures. Almost all

crystalline materials can be described by a small set of atoms with a specific ar-

rangement that can be repeated ad infinitum, meaning that if we can understand

this small repeating unit, we can understand the material as a whole.

The main theorems that DFT arises from are the Hohenburg-Kohn theorems,

the first of which state that for a given external potential, there is a unique electron

density that is the ground state electron density, and the second states that a
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unique function for the energy can be defined in terms of the the electron density,

the minimum of which is the ground state electron density and energy. These

are where the Density part of DFT come from. Another key part of DFT are

the Kohn-Sham equations, which are based on a set of non-interacting electron-

like particles that behave like the interacting electrons, which are also pivotal to

making DFT calculable in a reasonable amount of time.

All of this and more are explained in this section to give a broad understanding

of DFT and how important it is to the field of condensed matter physics.

2.1. Periodic Materials

We will start from the basics of crystals, where repeating units can be used to

make up a larger whole [30, 31, 32]. From the standard definition for the real

space translation vector T and reciprocal space translation vector G

T = 𝑛1a1 + 𝑛2a2 + 𝑛3a3, (2.1)

G = 𝑚1b1 + 𝑚2b2 + 𝑚3b3, (2.2)

where a(1,2,3) and b(1,2,3) are the real and reciprocal space primitive lattice vectors

respectively, 𝑛(1,2,3) and 𝑚 (1,2,3) are integers. These are related to each other via

a 𝑗 · b𝑙 = 2𝜋𝛿 𝑗 𝑙 , (2.3)

T · G = 2𝑝𝜋 → 𝑒𝑖T·G = 1, (2.4)

where 𝛿 𝑗 𝑙 is the Kronecker delta (equal to 1 when 𝑗 = 𝑙 and 0 when 𝑗 ≠ 𝑙) and

p is an integer. If a potential 𝑉 (r) is periodic in real space, it can be defined in

reciprocal space as a Fouier series

𝑉 (r) = 𝑉 (r + T) =
∑︁
G

𝑉G𝑒
𝑖G·r, (2.5)
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where 𝑉G are Fourier coefficients of 𝑉 (r). This periodicity of the potential imposes

restrictions on the motion of electrons and the form of their wavefunctions. This

can be described using the Born-von Karman boundary conditions.

2.1.1 The Born-von Karman boundary conditions

The Born-von Karman boundary conditions impose the restriction that the wave-

function of an electron in a periodic potential must have the same periodicity [30,

33, 34, 35]. If we assume the wavefunction has the form of a planewave

𝜓(r) = 𝑒𝑖(k·r−𝜔𝑡) , (2.6)

if we make this periodic, with period T (the real space translation vector), this

implies that

𝜓(r) = 𝜓(r + T), (2.7)

which can also be stated as

𝜓(r) = 𝜓(r + 𝑁1a1) = 𝜓(r + 𝑁2a2) = 𝜓(r + 𝑁3a3), (2.8)

where 𝑁𝑖 are the integer number of unit cells in each direction of the lattice vec-

tors, meaning that the whole crystal is 𝑁1 × 𝑁2 × 𝑁3 unit cells. We can represent

this, like we did for the potential, in reciprocal space by a Fourier transform which

then means that

𝑒 𝑗𝑁1k·a1 = 𝑒 𝑗𝑁2k·a2 = 𝑒 𝑗𝑁3k·a3 = 1. (2.9)

This restricts the allowed values of the wavevector to satisfy 𝑁(1,2,3)k·a(1,2,3) = 2𝜋𝑝,

where 𝑝 is an integer.
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2.1.2 Bloch’s theorem

If in a periodic system, the wavefunction is periodic. This means that the op-

erators that act on it also need to be periodic [30]. If we take the Schrödinger

equation

𝐻̂𝜓(r) =
[
− ℏ2

2𝑚
∇2 +𝑉 (r)

]
𝜓(r) = 𝐸𝜓(r), (2.10)

we can rewrite it using Fourier series for all the operators and the wavefunction to

get

𝐻̂𝜓(r) = 𝐻̂
∑︁

k

𝐶k𝑒
𝑖k·r =

∑︁
k

ℏ2𝑘2

2𝑚
𝐶k𝑒

𝑖k·r +
[∑︁

G

𝑉G𝑒
𝑖G·r

∑︁
k

𝐶k𝑒
𝑖k·r

]
= 𝐸

∑︁
k

𝐶k𝑒
𝑖k·r,

(2.11)

where 𝐶k are the Fourier coefficients of 𝜓(r). Given that the potential term is

summed over all G and all k, k in this can be replaced with k − G and rearranged

to get

∑︁
k

𝑒𝑖k·r
[(
ℏ2𝑘2

2𝑚
− 𝐸

)
𝐶k +

∑︁
G

𝑉G𝐶k−G

]
= 0, (2.12)

Because the Born-von Karman planewaves are an orthogonal set of functions,

we can reduce this to

(
ℏ2𝑘2

2𝑚
− 𝐸

)
𝐶k +

∑︁
G

𝑉G𝐶k−G = 0. (2.13)

We know that the first Brillouin zone contains all the information about recip-

rocal space so we can write k = (q − G′), where q lies in the first Brillouin zone

and G′ is another reciprocal lattice vector. This leads to

(
ℏ2(q − G′)2

2𝑚
− 𝐸

)
𝐶q−G′ +

∑︁
G

𝑉G𝐶q−G′−G = 0. (2.14)

We can make one finally change of variable, G′′ → G + G′, to get
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(
ℏ2(q − G′)2

2𝑚
− 𝐸

)
𝐶q−G′ +

∑︁
G′′
𝑉G′′−G′𝐶q−G′′ = 0. (2.15)

This equation specifies the 𝐶k which are used to make up the wavefunction 𝜓(r).

If we choose a particular value of q, then all 𝐶k are of the form 𝐶q−G, therefore,

for each distinct value of q there is a wavefunction 𝜓q(r) of form

𝜓q(r) =
∑︁
G

𝐶q−G𝑒
𝑖(q−G)·r

= 𝑒𝑖q·r
∑︁
G

𝐶q−G𝑒
−𝑖G·r

= 𝑒𝑖q·r𝑢q(r).

(2.16)

This is Bloch’s theorem [36], where 𝑢q(r) is a function with the same periodicity

as the lattice. It can be used to describe the motion of not only electrons, but

any particle, which satisfies Schrödingers equation, propagating in a lattice. The

potential used here is local, but a similar process can be done for a non-local

potential given by
∫
𝑉 (r, r′)𝜓(r′)𝑑r′ as these still have the same periodicity as the

crystal. The local potential form can be extracted from this by setting 𝑉 (r, r′) =

𝑉 (r)𝛿(r − r′) [37].

2.2. Variational principle

The most common method of solving the Schrödinger equation is by using the

variational principle [37], we start by showing that the expectation value of the

Hamiltonian ⟨𝜓 | 𝐻̂ |𝜓⟩ is made stationary (meaning it is a minima) over all differ-

entiable wavefunctions 𝜓(r) that satisfy Bloch’s theorem with a wave vector k with

wavefunction 𝜓k(r). By letting 𝜓(r) be close to 𝜓k(r) such that

𝜓(r) = 𝜓k(r) + 𝛿𝜓(r), (2.17)

where 𝛿𝜓(r) is a small variation or perturbation. As 𝜓(r) satisfies Bloch’s theorem,

𝛿𝜓(r) also does, meaning that
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⟨𝜓 | 𝐻̂ |𝜓⟩ =
〈
𝜓k

�� 𝐻̂ ��𝜓k
〉
+ 𝛿 ⟨𝜓 | 𝐻̂ |𝜓⟩ . (2.18)

Given that we can’t assume the wavefuctions to be normalised, we can write

the expectation value as

⟨𝜓 | 𝐻̂ |𝜓⟩ =
∫
𝜓∗𝐻̂𝜓𝑑𝑣∫
𝜓∗𝜓𝑑𝑣

, (2.19)

where 𝑣 represents any integration coordinates. Rephrasing this in terms of our

variation 𝛿𝜓(r) we get

〈
𝜓k

�� 𝐻̂ ��𝜓k
〉
+ 𝛿 ⟨𝜓 | 𝐻̂ |𝜓⟩ =

∫
(𝜓∗

k + 𝛿𝜓
∗)𝐻̂ (𝜓k + 𝛿𝜓)𝑑𝑣∫

(𝜓∗
k + 𝛿𝜓∗) (𝜓k + 𝛿𝜓)𝑑𝑣

,

=

∫
𝜓∗

k𝐻̂𝜓k𝑑𝑣 +
∫
𝛿𝜓∗𝐻̂𝜓k𝑑𝑣 +

∫
𝜓∗

k𝐻̂𝛿𝜓𝑑𝑣∫
𝜓∗

k𝜓k𝑑𝑣 +
∫
𝛿𝜓∗𝜓k𝑑𝑣 +

∫
𝜓∗

k𝛿𝜓𝑑𝑣
,

(2.20)

where terms of the order 𝛿𝜓2 have been excluded due to 𝛿𝜓(r) being defined

as small. We then use the approximation 1
1+𝑥 ≃ 1 − 𝑥 for 𝑥 << 1 and where

𝑥 =

∫
𝛿𝜓∗𝜓k𝑑𝑣∫
𝜓∗

k𝜓k𝑑𝑣
+

∫
𝜓∗

k𝛿𝜓𝑑𝑣∫
𝜓∗

k𝜓k𝑑𝑣
to get

〈
𝜓k

�� 𝐻̂ ��𝜓k
〉
+ 𝛿 ⟨𝜓 | 𝐻̂ |𝜓⟩ =

(∫
𝜓∗

k𝐻̂𝜓k𝑑𝑣 +
∫

𝛿𝜓∗𝐻̂𝜓k𝑑𝑣 +
∫

𝜓∗
k𝐻̂𝛿𝜓𝑑𝑣

)
×

1∫
𝜓∗

k𝜓k𝑑𝑣

(
1 −

∫
𝛿𝜓∗𝜓k𝑑𝑣∫
𝜓∗

k𝜓k𝑑𝑣
−

∫
𝜓∗

k𝛿𝜓𝑑𝑣∫
𝜓∗

k𝜓k𝑑𝑣

)
.

(2.21)

From this we can rearrange for the expectation value of the perturbation 𝛿 ⟨𝜓 | 𝐻̂ |𝜓⟩

𝛿 ⟨𝜓 | 𝐻̂ |𝜓⟩ =
∫
𝛿𝜓∗𝐻̂𝜓k𝑑𝑣∫
𝜓∗

k𝜓k𝑑𝑣
+

∫
𝜓∗

k𝐻̂𝛿𝜓𝑑𝑣∫
𝜓∗

k𝜓k𝑑𝑣

−
〈
𝜓k

�� 𝐻̂ ��𝜓k
〉 (∫

𝛿𝜓∗𝜓k𝑑𝑣∫
𝜓∗

k𝜓k𝑑𝑣
+

∫
𝜓∗

k𝛿𝜓𝑑𝑣∫
𝜓∗

k𝜓k𝑑𝑣

)
,

(2.22)
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where the four additional terms that arise have been omitted due to them being

of the order 𝛿𝜓2. If we now choose 𝜓k so that
〈
𝜓k

�� 𝐻̂ ��𝜓k

〉
is stationary, meaning

𝛿 ⟨𝜓 | 𝐻̂ |𝜓⟩ = 0, we get

∫
𝛿𝜓∗ [

𝐻̂ −
〈
𝜓k

�� 𝐻̂ ��𝜓k
〉]
𝜓k𝑑𝑣 +

∫
𝜓∗

k
[
𝐻̂ −

〈
𝜓k

�� 𝐻̂ ��𝜓k
〉]
𝛿𝜓𝑑𝑣, (2.23)

where, as defined, 𝛿𝜓 is a small variation leading to

[
𝐻̂ −

〈
𝜓k

�� 𝐻̂ ��𝜓k
〉]
𝜓k = 0, (2.24)

which returns us to the solution of the Schrödinger equation

𝐻̂𝜓k = 𝐸𝜓k, (2.25)

meaning that 𝜓k(r) = 𝜓(r) within a small perturbation from the minima. Using this

principle we can now find the ground state wavefunction and energy for a given

system.

2.2.1 The ground state energy

Starting from a normalised trail wavefunction 𝜓, the variational principle has shown

that the ground state energy, 𝐸0, of the system described by this is always less

than or equal to the expectation value using this trial wavefunction

𝐸0 ≤ ⟨𝜓 | 𝐻̂ |𝜓⟩ . (2.26)

If we vary 𝜓 until this expectation value is minimised, we can obtain the wave-

function and energy of the ground state for a given system. In order to prove this,

we start with a system with wavefunction 𝜓𝑛 and energy 𝐸𝑛 that are the eigen-

states and eigenvalues of 𝐻̂

𝐻̂𝜓𝑛 = 𝐸𝑛𝜓𝑛, (2.27)
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where 𝐸0 < 𝐸1 < ..., meaning that 𝜓0 is the ground state wavefunction, 𝜓1 is the

first excited state and so on. If all 𝜓𝑛 are assumed to be orthonormal, ⟨𝜓𝑛 |𝜓𝑚⟩ =

𝛿𝑛𝑚, we can write a trial wavefunction as

𝜓 =
∑︁
𝑛

𝑐𝑛𝜓𝑛, (2.28)

where
∑
𝑛 |𝑐𝑛 |2 = 1. We can now expand the expectation value of the Hamiltonian

to get

⟨𝜓 | 𝐻̂ |𝜓⟩ =
〈∑︁
𝑛

𝑐𝑛𝜓𝑛

����� 𝐻̂
�����∑︁
𝑚

𝑐𝑚𝜓𝑚

〉
=

∑︁
𝑛,𝑚

𝑐∗𝑛𝑐𝑚 ⟨𝜓𝑛 | 𝐻̂ |𝜓𝑚⟩

=
∑︁
𝑛

𝑐∗𝑛𝑐𝑚𝐸𝑚 ⟨𝜓𝑛 |𝜓𝑚⟩

=
∑︁
𝑛

𝐸𝑛 |𝑐𝑛 |2,

(2.29)

if we pull out the 𝑛 = 0 term from this summation we get

⟨𝜓 | 𝐻̂ |𝜓⟩ = |𝑐0 |2𝐸0 +
∑︁
𝑛,𝑛>0

|𝑐𝑛 |2𝐸𝑛. (2.30)

We can now write

⟨𝜓 | 𝐻̂ |𝜓⟩ = 𝐸0 +
∑︁
𝑛,𝑛>0

|𝑐𝑛 |2(𝐸𝑛 − 𝐸0), (2.31)

from which we can see that the second term is always greater than zero, resulting

in the variation principle

⟨𝜓 | 𝐻̂ |𝜓⟩ ≥ 𝐸0. (2.32)

This same method can be applied to get approximations to wavefunctions of

excited states, but as the errors in this method are cumulative for higher and
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higher excited states, the variation principle is generally used only for ground

states.

2.3. Many body systems

So far we have only considered the wavefunction and Hamiltonian for a single

particle, in order to describe any real system we will need to solve the Hamiltonian

for many interacting particles. The Hamiltonian operator 𝐻̂ for the Schrödinger

equation is

𝐻̂𝜓(r) =
[
− ℏ2

2𝑚
∇2 +𝑉 (r)

]
𝜓(r) = 𝐸𝜓(r), (2.33)

where ℏ is the reduced Planck constant, 𝑚 is mass, r is a position vector, ∇2 is the

Laplace operator, 𝑉 (r) is an external potential field, 𝐸 is the energy and 𝜓(r) is

the wavefunction. This can be seen to be made up of two terms, a kinetic energy

term and a potential energy term, and can be used to find the energy of a particle

that is either moving or is stationary in a external potential 𝑉 (r).

The kinetic energy term can be expanded into a summation due to it being

independent for each particle

− ℏ2

2𝑚
∇2 →

∑︁
𝑖

[
− ℏ2

2𝑚𝑖
∇2
𝑖

]
, (2.34)

where 𝑖 indexes each particle. The potential term, if we consider this as a simple

coulomb interaction, will be directly related the position of ever other particle in a

system. This means that the potential term must have a form similar to

𝑉 (r) → 𝑉 (r1, ..., r𝑛) =
∑︁
𝑖, 𝑗

[
𝑞𝑖𝑞 𝑗

4𝜋𝜖0 |r𝑖 − r 𝑗 |

]
, (2.35)

where 𝑞𝑖 is the charge on particle 𝑖 and 𝜖0 is the permittivity of free space. Lastly

we have to expand the wavefunction from single particle to many particle by sim-

ple changing it to

26



𝜓(r) → 𝜓( ®𝑟1, ..., ®𝑟𝑛). (2.36)

Combining all these back into the Schrödinger equation we get the many-

body Schrödinger equation that can be used the describe a many-body system

of interacting particles

𝐻̂𝜓( ®𝑟1, ..., ®𝑟𝑛) =
[∑︁
𝑖

(
− ℏ2

2𝑚𝑖
∇2
𝑖

)
+

∑︁
𝑖, 𝑗

(
𝑞𝑖𝑞 𝑗

4𝜋𝜖0 | ®𝑟𝑖 − ®𝑟 𝑗 |

)]
𝜓( ®𝑟1, ..., ®𝑟𝑛)

= 𝐸𝜓( ®𝑟1, ..., ®𝑟𝑛).

(2.37)

This can be split further, starting with the kinetic energy term being split into

an ionic kinetic energy term and an electronic kinetic energy term, denoted as

𝑇𝑖𝑜𝑛 and 𝑇𝑒𝑙𝑒𝑐 respectively. The potential term is also split into three terms, an

ion-ion interaction term, an electron-electron interaction term and an electron-

ion interaction term, denoted as 𝑉𝑖𝑜𝑛−𝑖𝑜𝑛, 𝑉𝑒𝑙𝑒𝑐−𝑒𝑙𝑒𝑐 and 𝑉𝑒𝑙𝑒𝑐−𝑖𝑜𝑛 respectively. The

Schrödinger equation now has the form

𝐻̂𝜓( ®𝑅1, · · · , ®𝑅𝑁 , ®𝑟1, · · · , ®𝑟𝑛) = (𝑇𝑖𝑜𝑛 + 𝑇𝑒𝑙𝑒𝑐 +𝑉𝑖𝑜𝑛−𝑖𝑜𝑛 +𝑉𝑒𝑙𝑒𝑐−𝑒𝑙𝑒𝑐 +𝑉𝑒𝑙𝑒𝑐−𝑖𝑜𝑛)×

𝜓( ®𝑅1, · · · , ®𝑅𝑁 , ®𝑟1, · · · , ®𝑟𝑛)

= 𝐸𝜓( ®𝑅1, · · · , ®𝑅𝑁 , ®𝑟1, · · · , ®𝑟𝑛),

(2.38)

where
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𝑇𝑖𝑜𝑛 = −ℏ
2

2

𝑁∑︁
𝑖

(
− 1
𝑀𝑖

∇2
𝑖

)
,

𝑇𝑒𝑙𝑒𝑐 = − ℏ2

2𝑚𝑒

𝑛∑︁
𝑖

∇2
𝑖 ,

𝑉𝑖𝑜𝑛−𝑖𝑜𝑛 =
1

4𝜋𝜖0

𝑁,𝑁∑︁
𝑖, 𝑗≠𝑖

(
𝑞𝑖𝑞 𝑗

| ®𝑅𝑖 − ®𝑅 𝑗 |

)
,

𝑉𝑒𝑙𝑒𝑐−𝑒𝑙𝑒𝑐 =
𝑒2

4𝜋𝜖0

𝑛,𝑛∑︁
𝑖, 𝑗≠𝑖

(
1

| ®𝑟𝑖 − ®𝑟 𝑗 |

)
,

𝑉𝑒𝑙𝑒𝑐−𝑖𝑜𝑛 =
𝑒

4𝜋𝜖0

𝑛,𝑁∑︁
𝑖, 𝑗

(
𝑞 𝑗

| ®𝑟𝑖 − ®𝑅 𝑗 |

)
,

(2.39)

for a system of 𝑁 ions and 𝑛 electrons where ion 𝑖 has mass 𝑀𝑖, charge 𝑞𝑖 and

position 𝑅𝑖 and the electrons have mass 𝑚𝑒 and charge 𝑒, with electron 𝑖 having

position 𝑟𝑖.

2.4. The Born-Oppenheimer approximation

Now that we have split the Hamiltonian into five different terms, we want to split the

wavefunction into an ionic and an electronic part, the goal of this is to end up with

a Schrödinger equation for just the electrons that is dependent on the positions of

the electrons, 𝑟, the relative positions between ions, 𝜉, and the orientation of the

ions, Θ, in Eulerian angles (𝜃, 𝜙, 𝜓)

𝐻̂𝑒𝑙𝑒𝑐𝜙𝑛 =
(
𝑇𝑒𝑙𝑒𝑐 (𝑟) + 𝑉̂𝑒𝑙𝑒𝑐−𝑒𝑙𝑒𝑐 (𝑟) + 𝑉̂𝑒𝑙𝑒𝑐−𝑖𝑜𝑛 (𝑟; 𝜉,Θ)

)
𝜙𝑛. (2.40)

where 𝜙𝑛 is the normalised electronic wavefunction for the 𝑛𝑡ℎ electron.

The Born-Oppenheimer approximation is a method of splitting the Schrödinger

equation into terms which each contain less and less energy of the system of ions

and electrons being described [38]. This is done by introducing a new variable

that is related to the mass of the electrons and ions, 𝜅, that is equal to

𝜅 =

(
𝑚𝑒

𝑀̄

)1/4
, (2.41)
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where 𝑚𝑒 is the mass of an electron and 𝑀̄ is the average mass of the ions. This

can be used to get a natural order of the energy terms, with 𝜅2 terms relating

to nuclear vibrations (second order) and 𝜅4 terms relating to nuclear rotations

(fourth order), while the 𝜅1 and 𝜅3 terms disappear (first and third order). Higher

order terms do exist, corresponding to coupling between the three basic types of

motion, but the amount of energy contributed from these is so small that they will

be ignored.

If we start from equation 2.38, we can write the electronic and ionic kinetic

energy terms as

𝑇𝑒𝑙𝑒𝑐 = − ℏ2

2𝑚𝑒

∑︁
𝑟

∑︁
𝑘

𝜕2

𝜕𝑟2
𝑘

, (2.42)

𝑇𝑖𝑜𝑛 = −𝜅4 ℏ2

2𝑚𝑒

∑︁
𝑅

∑︁
𝑙

𝜇𝑙
𝜕2

𝜕𝑅2
𝑙

, (2.43)

where
∑
𝑟 is over the position coordinates of the electrons and

∑
𝑅 is over all

coordinates of the ions, this also includes the rotation of the ions. 𝜇𝑙 has been

introduced as dimensionless numbers defined by 𝑀𝑙 = 𝑀̄/𝜇𝑙 where 𝑀𝑙 is the

mass of a single ion. We then represent the total energy operator by

𝐻 = 𝐻0 + 𝜅4𝐻1, (2.44)

where

𝑇𝑒𝑙𝑒𝑐 +𝑉𝑖𝑜𝑛−𝑖𝑜𝑛 +𝑉𝑒𝑙𝑒𝑐−𝑒𝑙𝑒𝑐 +𝑉𝑒𝑙𝑒𝑐−𝑖𝑜𝑛 = 𝐻0

(
𝑟,
𝜕

𝜕𝑟
; 𝑅

)
, (2.45)

𝑇𝑖𝑜𝑛 = 𝜅
4𝐻1

(
𝜕

𝜕𝑅

)
, (2.46)

where all coulomb interactions between all electrons and all ions rely only on the

relative positions of the particles. This means that if we consider the zeroth order

approximation (𝜅0 terms), we do no include any ionic kinetic energy in any form.
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For higher orders of the approximation, we will need to split the ionic coordi-

nates into two sets, the first is a set of relative positions between ions

𝜉𝑖 = 𝜉𝑖 (𝑅), (2.47)

and the second is the positions and orientations of the ions, with the orientations

being in the form of Eulerian angles (𝜃, 𝜙, 𝜓)

Θ𝑖 = Θ𝑖 (𝑅). (2.48)

With these we can split the ionic kinetic energy term into

𝐻1 = 𝐻𝜉𝜉 + 𝐻𝜉Θ + 𝐻ΘΘ, (2.49)

where 𝐻𝜉𝜉 depends on 𝜉𝑖 and 𝜕2

𝜕𝜉𝑖𝜕𝜉 𝑗
, 𝐻𝜉𝜃 depends on 𝜉𝑖, Θ𝑖, 𝜕

𝜕𝜉𝑖𝜕
and 𝜕

𝜕Θ𝑖
and 𝐻ΘΘ

depends on 𝜉𝑖, Θ𝑖, 𝜕
𝜕Θ𝑖

and 𝜕2

𝜕Θ𝑖𝜕Θ 𝑗
.

If we now expand out the energy operator from equation 2.44, and apply it to

the wavefunction we get

(𝐻0 + 𝜅4(𝐻𝜉𝜉 + 𝐻𝜉Θ + 𝐻ΘΘ) − 𝐸)𝜓 = 0. (2.50)

We now introduce a perturbation to the relative positions of the nuclei, 𝜉𝑖 =

𝜉𝑖 + 𝜅𝜁𝑖 and use this to do a Taylor’s expansion on all terms in the above function

𝐻0(𝑟,
𝜕

𝜕𝑟
; 𝜉 + 𝜅𝜁,Θ) = 𝐻 (0)

0 + 𝜅𝐻 (1)
0 + 𝜅2𝐻

(2)
0 + · · · , (2.51)

where
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(𝑎) 𝐻
(0)
0 = 𝐻0(𝑟,

𝜕

𝜕𝑟
; 𝜉),

(𝑏) 𝐻
(1)
0 =

∑︁
𝑖

𝜁𝑖
𝜕𝐻0
𝜕𝜉𝑖

,

(𝑐) 𝐻
(2)
0 =

1
2

∑︁
𝑖, 𝑗

𝜁𝑖𝜁 𝑗
𝜕2𝐻0
𝜕𝜉𝑖𝜕𝜉 𝑗

,

· · ·

(2.52)

and using 𝜕
𝜕𝜉

= 1
𝜅
𝜕
𝜕𝜁

𝜅4𝐻1(𝑋,
𝜕

𝜕𝑋
) =𝜅4

(
1
𝜅2𝐻𝜁 𝜁 +

1
𝜅
𝐻𝜁Θ + 𝐻ΘΘ

)
,

=𝜅2𝐻
(0)
𝜁𝜁

+ 𝜅3(𝐻 (0)
𝜁Θ

+ 𝐻 (1)
𝜁𝜁

) + 𝜅4(𝐻 (0)
ΘΘ

+ 𝐻 (1)
𝜁Θ

+ 𝐻 (2)
𝜁 𝜁

) + · · · ,
(2.53)

where each 𝐻 (𝑛)
𝑎 is related to 𝐻 (𝑛−1)

𝑎 is the same way as 𝐻0. A Taylor’s expansion

is used on both the energy and the wavefunction to get

𝜓 = 𝜓 (0) + 𝜅𝜓 (1) + 𝜅2𝜓 (2) + · · · ,

𝐸 = 𝐸 (0) + 𝜅𝐸 (1) + 𝜅2𝐸 (2) + · · · ,
(2.54)

Putting these into equation 2.50 we can group the terms that have the same

power of 𝜅 to get a series of approximation equations
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(𝑎) (𝐻 (0)
0 − 𝐸 (0))𝜓 (0) = 0,

(𝑏) (𝐻 (0)
0 − 𝐸 (0))𝜓 (1) = (𝐸 (1) − 𝐻 (1)

0 )𝜓 (0) ,

(𝑐) (𝐻 (0)
0 − 𝐸 (0))𝜓 (2) = (𝐸 (1) − 𝐻 (1)

0 )𝜓 (1) + (𝐸 (2) − 𝐻 (2)
0 − 𝐻 (0)

𝜁𝜁
)𝜓 (0) ,

(𝑑) (𝐻 (0)
0 − 𝐸 (0))𝜓 (3) = (𝐸 (1) − 𝐻 (1)

0 )𝜓 (2) + (𝐸 (2) − 𝐻 (2)
0 − 𝐻 (0)

𝜁 𝜁
)𝜓 (1)+

(𝐸 (3) − 𝐻 (3)
0 − 𝐻 (0)

𝜁𝜃
− 𝐻 (1)

𝜁𝜁
)𝜓 (0)

(𝑒) (𝐻 (0)
0 − 𝐸 (0))𝜓 (4) = (𝐸 (1) − 𝐻 (1)

0 )𝜓 (3) + (𝐸 (2) − 𝐻 (2)
0 − 𝐻 (0)

𝜁 𝜁
)𝜓 (2)+

(𝐸 (3) − 𝐻 (3)
0 − 𝐻 (0)

𝜁𝜃
− 𝐻 (1)

𝜁𝜁
)𝜓 (1) + (𝐸 (4) − 𝐻 (4)

0 − 𝐻 (0)
𝜃𝜃

− 𝐻 (1)
𝜁𝜃

− 𝐻 (2)
𝜁𝜁

)𝜓 (0) .

· · ·

(2.55)

These correspond to the zeroth to fourth order Born-Oppenheimer approxima-

tions. Higher orders approximate equations can be found but each higher or-

der contributes roughly 15% of the previous if we use the simple approxima-

tion that the mass of an ion is 2000 times larger than the mass of an electron

(𝜅 =
(
𝑚𝑒/𝑚𝑝

)1/4 ≈ 0.153 where 𝑚𝑝 is the mass of a proton).

2.4.1 Solving the zeroth and first orders: Equilibrium of the Nu-

clei

The zeroth and first order equations are equivalent to thinking of the nuclei as

stationary in their average positions. The general solution to the zeroth order

takes the form

𝜓
(0)
𝑛 = 𝜒

(0)
𝑛 (𝜁,Θ)𝜙(0)𝑛 (𝑟; 𝜉,Θ), (2.56)

where 𝜒
(0)
𝑛 is an arbitrary function of 𝜉𝑖 and Θ𝑖, which is included to allow higher

orders to be solved, and 𝜙(0)𝑛 is a normalised eigenfunction.

Solving equation 2.55b
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(𝐻 (0)
0 − 𝐸 (0))𝜓 (1) = (𝐸 (1) − 𝐻 (1)

0 )𝜓 (0) , (2.57)

can only be done when the right-hand side is orthogonal to 𝜓 (0)
𝑛 , this requirement

gives the condition

{(
𝐻

(1)
0

)
𝑛𝑛

− 𝐸 (1)
}
𝜒
(0)
𝑛 (𝜁,Θ) = 0, (2.58)

where
(
𝐻

(1)
0

)
𝑛𝑛

is the diagonal matrix element of 𝐻 (1)
0 relative to 𝑥𝑘 and, due to the

way 𝐻 (1)
0 has been defined, is a homogeneous linear function of 𝜁𝑖. This means

that, if we do not consider a wavefunction that vanishes, we get

𝐸 (1) = 0,
(
𝐻

(1)
0

)
𝑛𝑛

= 0. (2.59)

This leads to a solution to the first order approximation of

𝜓
(1)
𝑛 = 𝜒

(0)
𝑛 (𝜁,Θ)𝜙(1)𝑛 (𝑟; 𝜉,Θ) + 𝜒(1)𝑛 (𝜁,Θ)𝜙(0)𝑛 (𝑟; 𝜉,Θ). (2.60)

Yet again, we have another arbitrary function 𝜒
(1)
𝑛 , the form of which can be de-

termined by solving higher orders.

2.4.2 Solving the second and third orders: Nuclear Vibration

When equations 2.59 and 2.60 are substituted back into equation 2.55c we get

the second order approximation as

(𝐻 (0)
0 −𝐸 (0))𝜓 (2) = −𝐻 (1)

0 𝜒
(0)
𝑛 𝜙

(1)
𝑛 + (𝐸 (2) −𝐻 (2)

0 −𝐻 (0)
𝜁𝜁

)𝜒(0)𝑛 𝜙
(0)
𝑛 −𝐻 (1)

0 𝜒
(1)
𝑛 𝜙

(0)
𝑛 , (2.61)

which can be solved to eventually get the second order solution

𝜓
(2)
𝑛 = 𝜒

(0)
𝑛 (𝜁,Θ)𝜙(2)𝑛 (𝑟; 𝜉,Θ) + 𝜒(1)𝑛 (𝜁,Θ)𝜙(1)𝑛 (𝑟; 𝜉,Θ) + 𝜒(2)𝑛 (𝜁,Θ)𝜙(0)𝑛 (𝑟; 𝜉,Θ). (2.62)
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The third order approximation solution follows this same pattern, but we will only

be using up to the second order approximation solution. Taking up to the second

order approximation solution (up to terms with 𝜅2), the wavefunction from equation

2.54 becomes

𝜓 = 𝜓
(0)
𝑛 + 𝜅𝜓 (1)

𝑛 + 𝜅2𝜓
(2)
𝑛 + · · ·

= 𝜒
(0)
𝑛

(
𝜙
(0)
𝑛 + 𝜅𝜙(1)𝑛 + 𝜅2𝜙

(2)
𝑛 + · · ·

)
+ 𝜅𝜒(1)𝑛

(
𝜙
(0)
𝑛 + 𝜅𝜙(1)𝑛 + · · ·

)
+ 𝜅2𝜒

(2)
𝑛

(
𝜙
(0)
𝑛 + · · ·

)
+ · · · ,

(2.63)

which can be reduced down to

𝜓 =

(
𝜒
(0)
𝑛 (𝜁,Θ) + 𝜅𝜒(1)𝑛 (𝜁,Θ) + 𝜅2𝜒

(2)
𝑛 (𝜁,Θ)

)
𝜙𝑛 (𝑟; 𝜉,Θ). (2.64)

This wavefunction has a simple interpretation, the first order describes the mo-

tion of the nuclei and the second order shows that during nuclear motion, the

electrons move with them almost as if the nuclei were stationary from their frame

of reference. This second order approximation is often referred to as the adiabatic

approximation as the motion of the electrons as they follow the nuclei is adiabatic.

Because this wavefunction is an electronic wavefunction multiplied by a Tay-

lor’s series of ionic wavefunctions, we can remove the ionic part from both sides

of the Schrödinger equation. This electronic wavefunction is not acted upon by

the ionic kinetic energy term 𝑇𝑖𝑜𝑛 or the ion-ion interaction term 𝑉𝑖𝑜𝑛−𝑖𝑜𝑛 meaning

that they can be dropped, leaving us with

𝐻̂𝑒𝑙𝑒𝑐𝜙𝑛 =
(
𝑇𝑒𝑙𝑒𝑐 (𝑟) + 𝑉̂𝑒𝑙𝑒𝑐−𝑒𝑙𝑒𝑐 (𝑟) + 𝑉̂𝑒𝑙𝑒𝑐−𝑖𝑜𝑛 (𝑟; 𝜉,Θ)

)
𝜙𝑛. (2.65)

Many methods for solving the Schrödinger equation for multi-electron and

ion systems use the Born-Oppenheimer approximation such as the Hartree-Fock

method and density functional theory. It is also the starting point for many electron-

phonon interaction calculations among other areas of condensed matter research [37].
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2.5. Hartree-Fock Method

One of the first standard methods for solving many-body quantum systems is

the Hartree-Fock method [37, 39, 40], this involves first writing a properly anti-

symmetric determinant wavefunction for 𝑁 electrons, called a Slater determinant

Φ((r1, 𝜎1), · · · , (r𝑁 , 𝜎𝑁 )) =
1

√
𝑁!

����������
𝜓1(r1, 𝜎1) · · · 𝜓1(r𝑁 , 𝜎𝑁 )

...
. . .

...

𝜓𝑁 (r1, 𝜎1) · · · 𝜓𝑁 (r𝑁 , 𝜎𝑁 )

���������� (2.66)

which includes the electronic spin 𝜎𝑖 in each single-particle "spin-orbital" 𝜓𝑖 (r 𝑗 , 𝜎𝑗 ).

This Slater determinant also satisfies the Pauli exclusion principle as when 𝜓1 =

𝜓2, the determinant is zero. We will first consider a case with no spin-orbit inter-

actions 𝜓𝑖 (r 𝑗 , 𝜎𝑗 ) = 𝜓𝜎
𝑖
(r 𝑗 )𝛼𝑖 (𝜎𝑗 ), which introduces the spin variable 𝛼𝑖 (𝜎𝑗 ) (it is

of note that in a closed-shell cases, the position function, 𝜓𝜎
𝑖
(r 𝑗 ), is independent

of spin). If the Hamiltonian is independent of spin, the energy is given by

𝐸𝐻𝐹 = ⟨Φ| 𝐻̂ |Φ⟩ =
∑︁
𝑖,𝜎

∫
𝜓𝜎∗𝑖 (r)

[
−1

2
∇2 +𝑉𝑒𝑥𝑡 (r)

]
𝜓𝜎𝑖 𝑑r + 𝐸𝐼 𝐼

+ 1
2

∑︁
𝑖, 𝑗 ,𝜎𝑖 ,𝜎𝑗

∫
𝜓
𝜎𝑖∗
𝑖

(r)𝜓𝜎𝑗∗
𝑗

(r′) 1
|r − r′|𝜓

𝜎𝑖
𝑖
(r)𝜓𝜎𝑗

𝑗
(r′)𝑑r𝑑r′

− 1
2

∑︁
𝑖, 𝑗 ,𝜎

∫
𝜓𝜎∗𝑖 (r)𝜓𝜎∗𝑗 (r′) 1

|r − r′|𝜓
𝜎
𝑗 (r)𝜓𝜎𝑖 (r′)𝑑r𝑑r′.

(2.67)

The first term of this equation groups together all single-body expectation values

that involve sums over orbitals, the second term is the electron-ion interaction

energy, the third and fourth terms are the direct and exchange interaction terms

between electrons. Hartree units are used for this to shorten the equation (ℏ =

𝑚𝑒 = 𝑒
2 = 1).

The Hartree-Fock method is to minimise the total energy with respect to all

degrees of freedom in the wavefunction of the same form as equation 2.66 which

gives the Hartree-Fock equation,
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−
1
2
∇2 +𝑉𝑒𝑥𝑡 (r) +

∑︁
𝑗 ,𝜎𝑗

∫
𝜓
𝜎𝑗∗
𝑗

(r′)𝜓𝜎𝑗

𝑗
(r′) 1

|r − r′| 𝑑r′
 𝜓𝜎𝑖 (r)

−
∑︁
𝑗

∫
𝜓𝜎∗𝑗 (r′)𝜓𝜎𝑖 (r′)

1
|r − r′|𝜓

𝜎
𝑗 (r)𝑑r′ = 𝜖𝜎𝑖 𝜓

𝜎
𝑖 (r).

(2.68)

The first term of this is the kinetic energy of an electron and the second term is

the potential between an electron and an ion. The third term is called the Hartree

term and is the potential between an electron and the average charge distribution

of all the other electrons. The final term is the exchange term which is essentially

the Pauli exclusion principle and acts to separate electrons of the same spin.

The main limitation of the Hartree-Fock method is that it only includes ex-

change effects but not correlation effects which is the interaction between elec-

trons of different spin and is very important for capturing all properties of elec-

tronic systems. Even when solving the Hartree-Fock equations exactly (which

can only be done for spherically symmetric atoms and the homogeneous elec-

tron gas), the Schrödoinger equation has not been solved, instead an approx-

imate wavefunction is obtained. Methods exist that can be used to get better

approximations to the wavefunctions that extend Hartree-Fock; however, these

come with the limitation of poor scaling with an increase in the number of atoms

(O(𝑁4)) [37].

2.6. Hohenberg-Kohn Theorem

The adiabatic approximation gives us a simplified Schrödinger equation that we

can solve to get the energy of a many-body system, but this is still a very complex

problem to solve. This theorem and the ones that follow it are the crux of Density

functional theory, namely the density part. In this subsection we will go through

the Hohenberg-Kohn theorems to show how electron density can be used to get

all the properties of a system [37, 41].
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The first Hohenberg-Kohn theorem states that ’the external potential 𝑉𝑒𝑥𝑡 (r) is

(to within a constant) a unique functional (a function of a function) of 𝜌(r); since,

in turn 𝑉𝑒𝑥𝑡 (r) fixes 𝐻̂ we see that the full many particle ground state is a unique

functional of 𝜌(r)’. In order to prove this, we consider two systems that have

identical electron densities, 𝜌(r), but with different external potentials 𝑉𝑒𝑥𝑡 (r) and

𝑉 ′
𝑒𝑥𝑡 (r). The Hamiltonians for these are

𝐻̂ = 𝑇 (r) + 𝑉̂𝑒𝑙𝑒𝑐−𝑒𝑙𝑒𝑐 (r) +𝑉𝑒𝑥𝑡 (r),

𝐻̂′ = 𝑇 (r) + 𝑉̂𝑒𝑙𝑒𝑐−𝑒𝑙𝑒𝑐 (r) +𝑉 ′
𝑒𝑥𝑡 (r).

(2.69)

These different Hamiltonians belong to two different ground state wavefunctions

Ψ and Ψ′ and have corresponding ground state energies 𝐸0 and 𝐸′
0, respectively,

where 𝐸0 ≠ 𝐸′
0. As Ψ and Ψ′ are different, applying Ψ′ to 𝐻̂ will result in a energy

greater than the ground state,

𝐸0 = ⟨Ψ| 𝐻̂ |Ψ⟩ < ⟨Ψ′| 𝐻̂ |Ψ′⟩ = ⟨Ψ′| 𝐻̂′ |Ψ′⟩ + ⟨Ψ′| 𝐻̂ − 𝐻̂′ |Ψ′⟩ . (2.70)

The two Hamiltonians can be expanded out, making the last term dependent on

the difference of the external potentials,

𝐸0 < 𝐸
′
0 + ⟨Ψ′|𝑉𝑒𝑥𝑡 (r) −𝑉 ′

𝑒𝑥𝑡 (r) |Ψ′⟩ = 𝐸′
0 +

∫
𝜌(r) [𝑉𝑒𝑥𝑡 (r) −𝑉 ′

𝑒𝑥𝑡 (r)]𝑑r. (2.71)

By swapping the primed and unprimed quantities and repeating the previous

steps we obtain

𝐸′
0 < 𝐸0 −

∫
𝜌(r) [𝑉𝑒𝑥𝑡 (r) −𝑉 ′

𝑒𝑥𝑡 (r)]𝑑r. (2.72)

From adding these together we get a contradiction, 𝐸0 + 𝐸′
0 < 𝐸′

0 + 𝐸0. This

means that these two systems cannot have the same ground state electron den-
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sity, meaning that 𝑉𝑒𝑥𝑡 (r) is a unique functional of 𝜌(r), and thus so is the Hamil-

tonian 𝐻̂.

The second Hohenberg-Kohn Theorem states that ’A universal function for

the energy 𝐸 [𝜌] in terms of the density 𝜌(r) can be defined, valid for any ex-

ternal potential 𝑉𝑒𝑥𝑡 (r). For any particular 𝑉𝑒𝑥𝑡 (r), the exact ground state energy

of a system is the global minimum value of this functional, and the density 𝜌(r)

that minimises the functional is the exact ground state density 𝜌0(r)’. In order to

prove this, we note that since the external potential is uniquely determined by the

density which then uniquely determines the wavefunction, all other observables

must be uniquely determined. Thus we can write the energy of a system purely

in terms of the electron density as

𝐸 [𝜌]𝐻𝐾 = 𝑇 [𝜌] + 𝐸𝑒𝑙𝑒𝑐−𝑒𝑙𝑒𝑐 [𝜌] +
∫

𝜌(r)𝑉𝑒𝑥𝑡 (r)𝑑r + 𝐸𝑖𝑜𝑛−𝑖𝑜𝑛

≡ 𝐹𝐻𝐾 +
∫

𝜌(r)𝑉𝑒𝑥𝑡 (r)𝑑r + 𝐸𝑖𝑜𝑛−𝑖𝑜𝑛,
(2.73)

where 𝐸𝑖𝑜𝑛−𝑖𝑜𝑛 is the interaction energy of the ions and 𝐹𝐻𝐾 is the internal ener-

gies related to the interacting electron system which contains the kinetic and the

electron-electron interaction energies,

𝐹𝐻𝐾 = 𝑇 [𝜌] + 𝐸𝑒𝑙𝑒𝑐−𝑒𝑙𝑒𝑐 [𝜌] . (2.74)

In the ground state, the energy is defined by a unique ground state density,

𝜌0(r),

𝐸 = 𝐸 [𝜌0] = ⟨𝜓 | 𝐻̂ |𝜓⟩ . (2.75)

By using the variational principle, we know that a different electron density 𝜌′ will

give a higher energy

𝐸 = 𝐸 [𝜌0] = ⟨𝜓 | 𝐻̂ |𝜓⟩ < ⟨𝜓′| 𝐻̂ |𝜓′⟩ = 𝐸 [𝜌′] = 𝐸′. (2.76)

38



Given this, its follows that if the total energy of a system written as a function of

electron density is minimised with respect to the electron density, the ground state

will be found.

Pulling both these theorems together, we can show how the Hohenberg-Kohn

functional is equal to the expectation value of the Hamiltonian in a unique ground

state. If we consider a system with external potential 𝑉𝑒𝑥𝑡 (r) with ground state

electron density 𝜌(r), the ground state wavefunction of the system is Ψ

𝐸 = 𝐸𝐻𝐾 [𝜌] = ⟨Ψ| 𝐻̂ |Ψ⟩ . (2.77)

If we put in a different electron density, which will not be this system’s ground

state, 𝜌′(r). The energy of this state 𝐸′ must be greater than the ground state

energy 𝐸 and relates to the ground state electron density as

𝐸 = exp
{
𝐻̂

}
Ψ ≤ ⟨Ψ′| 𝐻̂ |Ψ′⟩ . (2.78)

This shows that the energy in terms of the Hohenberg-Kohn functional eval-

uated at the ground state density 𝜌0(r) is lower than the energies obtained by

evaluating this at any other density 𝜌(r).

2.7. Kohn-Sham Theorem

The Kohn-Sham theorem takes this many-body system of ions and interacting

electrons, and replaces the electrons with non-interacting electron-like particles.

Two assumptions are used to say that this new system of non-interacting elec-

trons has the same energy as the interacting one [37, 42].

The first assumption is that the exact ground state electron density can be

represented by the ground state density of an auxiliary system of non-interacting

particles, this is called the ’non-interacting-V representability’. There is no rigor-

ous proof for this assumption, but we assume it is valid.
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The second assumption is that the auxiliary Hamiltonian is chosen to have the

same kinetic operator and effective local potential 𝑉𝑒 𝑓 𝑓 (r) acting on an electron at

point r.

The Hamoltonian of this auxiliary system of non-interacting electron-like parti-

cles would look like (using Hartree atomic units)

𝐻̂𝜎
𝑎𝑢𝑥 = −1

2
∇2 +𝑉𝜎𝑒 𝑓 𝑓 (r), (2.79)

where 𝜎 is spin. We have not yet defined the form of the potential 𝑉𝜎
𝑒 𝑓 𝑓

(r) that acts

on this system, meaning that this method should apply to any form of 𝑉𝜎
𝑒 𝑓 𝑓

(r). We

begin by stating that this auxiliary system of non-interacting electron-like (Kohn-

Sham) particles has the same charge density 𝜌(r) as the real system of real

electrons

𝜌(r) =
∑︁
𝜎

𝜌𝜎 (r) =
∑︁
𝜎

𝑁𝜎∑︁
𝑖=1

|𝜓𝜎𝑖 (r) |2, (2.80)

where 𝑖 is the index for orbitals, 𝑁𝜎 is the total number of orbitals for a given spin

𝜎. 𝜓𝜎
𝑖

are the single-electron wavefunctions called the Kohn-Sham orbitals. From

this, the Kohn-Sham particles kinetic energy 𝑇𝑠 is given by

𝑇𝑠 = −1
2

∑︁
𝜎

𝑁𝜎∑︁
𝑖=1

〈
𝜓𝜎𝑖

��∇2 ��𝜓𝜎𝑖 〉
= −1

2

∑︁
𝜎

𝑁𝜎∑︁
𝑖=1

∫
|∇𝜓𝜎𝑖 (r) |2𝑑r. (2.81)

We will introduce a coulomb interaction term to account for the electron density,

𝜌(r), interacting with itself, this will take the form of the Hartree coulomb interac-

tion term

𝐸𝐻 [𝜌] =
1
2

∫
𝜌(r)𝜌(r′)
|r − r′| 𝑑r𝑑r′. (2.82)

We can now rewrite the Hohenberg-Kohn energy from equation 2.73 as the Kohn-

Sham energy

𝐸𝐾𝑆 = 𝑇𝑠 [𝜌] +
∫
𝑉𝑒𝑥𝑡 (r)𝜌(r)𝑑r + 𝐸𝐻 [𝜌] + 𝐸𝑖𝑜𝑛−𝑖𝑜𝑛 + 𝐸𝑥𝑐 [𝜌] . (2.83)
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where 𝑉𝑒𝑥𝑡 (r) is the external potential due to the ions (this can include any ad-

ditional external fields and is assumed to be independent of spin), 𝐸𝑖𝑜𝑛−𝑖𝑜𝑛 is

the energy due to ion-ion interaction and 𝐸𝑥𝑐 is the energy due to exchange-

correlation related effects. By comparing equations 2.73 and 2.83 we can see

that the exchange-correlation term is

𝐸𝑥𝑐 [𝜌] = 𝐹𝐻𝐾 [𝜌] − (𝑇𝑠 [𝜌] + 𝐸𝐻 [𝜌]),

=
〈
𝑇
〉
− 𝑇𝑠 [𝜌] +

〈
𝑉̂𝑒𝑙𝑒𝑐−𝑒𝑙𝑒𝑐

〉
− 𝐸𝐻 [𝜌],

(2.84)

where 𝑉̂𝑒𝑙𝑒𝑐−𝑒𝑙𝑒𝑐 is the electron-electron interaction term. We can see from this

that the exchange-correlation energy term is the difference between the kinetic

energy and interaction energies of the real system and the same energies for the

Kohn-Sham auxiliary system with Hartree electron-electron interaction energy.

From all of this we can write the full Kohn-Sham equations, the first of which

is a single electron wavefunction equation

[
−1

2
∇2 +𝑉𝑒𝑥𝑡 [𝜌(r)] +𝑉𝐻 [𝜌(r)] +𝑉𝑥𝑐 [𝜌(r)]

]
𝜓𝜎𝑖 (r) = 𝜖𝜎𝑖 𝜓𝜎𝑖 (r), (2.85)

𝑁∑︁
𝑖

|𝜓𝜎𝑖 (r) |2 = 𝜌(r). (2.86)

In order to solve this, a self-consistent method is used where an initial guess to

the electron density is input. From this initial guess the potentials are calculated

(𝑉𝑒𝑥𝑡 , 𝑉𝐻 and 𝑉𝑥𝑐). The potentials can then be used to solve for the wavefunction

using equation 2.85 which can then, in turn, be used to get back a density using

equation 2.86. If the initial guess differs from the output density then a modified

density is used as the new input density. These steps are then continued itera-

tively until the input density is the same as the output density, or converges, to

within a defined limit. This process is shown below.

41



Generate initial guess

𝜌0
𝑖𝑛
(r): 𝜌𝑖𝑛 (r) = 𝜌0

𝑖𝑛
(r)

Calculate the potentials using 𝜌𝑖𝑛 (r)

Solve the Kohn-Sham

equation: Equation 2.85

Calculate the density: Equation 2.86

Self Consistent?

𝜌𝑜𝑢𝑡 (r) = 𝜌𝑖𝑛 (r)?

Construct new 𝜌𝑖𝑛 (r)

Energies, Forces and Stresses

no

yes

This is the general method of solving the Kohn-Sham equations self consistently,

with the goal being to minimise the energy. In this scheme, either the effective

potential or the wavefunction can be used as the variable for minimisation. There

are many different methods for doing this minimisation with the most currently

used ones being based off of the method of Bendt and Zunger [43] which has

been refined and sped up over the year, such as through the use of Broyden’s

method of self-consistent field convergence acceleration as highlighted by G P

Srivastava [44]. Within this thesis, the blocked-Davidson algorithm is used to

achieve self-consistency [45, 46].

The Kohn-Sham method was initially shown to work for a homogeneous elec-

tron gas. However, solving an auxiliary system of non-interacting Kohn-Sham

particles has not been proven to work for the general case, it is however used on

the basis of proof by exhaustion, or in other words, it has been shown to work for

all cases it has been tested on.
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2.8. Exchange-Correlation and Functionals

Using the three above theorems we have gone through the foundation which

density functional theory is built on. All the terms in equation 2.83, except the

exchange-correlation term 𝐸𝑥𝑐 [𝜌] (and the ion-ion interaction energy but this is

still trivial to solve), can be solved exactly using charge density 𝜌(r). The exact

form of 𝐸𝑥𝑐 [𝜌] is generally unknown, however many approximations have been

made with varying degrees of success for different types of systems [37]. The ex-

change part of this is related to the Pauli exclusion principle and is effectively the

energy to exchange two electrons with the same spin. The correlation part, on the

other hand, encompasses all spin difference related effects and electron-electron

interactions.

The many different approximations to 𝐸𝑥𝑐 [𝜌] are often illustrated figuratively

using an analogous Jacob’s ladder, where functionals at the bottom of the ladder

are the least accurate but also cost the least computation power, and as you move

up the ladder the functionals get more accurate at the cost of more computational

power. This is shown in figure 2.1.

Hartree-Fock has no Coulomb correlation and has only the Hartree energy to

describe the interaction between electrons, this is known as the Fermi correlation

(or exchange) and is insufficient to describe the many-body effects of a real sys-

tem. Because of this, Hartree-Fock is near the bottom of the ladder as it is only

accurate in a limited amount of cases.

The next rung up the ladder is LDA, or the local density approximation, aptly

named as the exchange-correlation term is reliant on the local electron density at

a given position within the system. The charge density is assumed to be similar

to that of a homogeneous electron gas and 𝜌(r) is slowly varying with position.

This can be expressed as

𝐸𝐿𝐷𝐴𝑥𝑐 [𝜌(r)] =
∫

𝜖 𝐿𝐷𝐴𝑥𝑐 [𝜌(r)]𝜌(r)𝑑r, (2.87)
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Figure 2.1: Jacob’s Ladder showing the different levels of functionals in increasing ac-
curacy and computational cost.

where 𝜖 𝐿𝐷𝐴𝑥𝑐 [𝜌(r)] is the calculated LDA exchange-correlation energy per electron

for a uniform electron gas with density 𝜌[r], essentially assuming that the density

is constant. This gives a potential

𝑉 𝐿𝐷𝐴𝑥𝑐 (r) = 𝑑

𝑑𝜌

{
𝜖 𝐿𝐷𝐴𝑥𝑐 [𝜌(r)]𝜌(r)

}
. (2.88)

Because of the slowly varying electron density, we can redefine 𝜌 as simply a

mean electron density using the inter-electronic spacing 𝑟𝑠

𝜌−1 =
4𝜋
3
𝑟3
𝑠 , (2.89)

which then allows us to rewrite the exchange-correlation potential as

𝑉 𝐿𝐷𝐴𝑥𝑐 (r) = 𝜖 𝐿𝐷𝐴𝑥𝑐 − 𝑟𝑠
3
𝑑𝜖 𝐿𝐷𝐴𝑥𝑐

𝑑𝑟𝑠
. (2.90)
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As we have used the approximation that the density is slowly varying, we shall

use the mean electron density. LDA leads to errors due to over-binding, giving

higher binding energies and smaller lattice parameters for crystals.

GGA, or the generalised gradient approximation, extends LDA by making the

exchange-correlation energy dependent on the gradient of the charge density

∇𝜌(r) as well as the charge density 𝜌(r). This is written as

𝐸𝐺𝐺𝐴𝑥𝑐 [𝜌(r)] =
∫

𝜖𝐺𝐺𝐴𝑥𝑐 [𝜌(r),∇𝜌(r)]𝜌(r)𝑑r, (2.91)

where 𝜖𝐺𝐺𝐴𝑥𝑐 [𝜌(r),∇𝜌(r)] is the calculated GGA exchange-correlation energy per

electron. The GGA exchange-correlation potential has the general form

𝑉𝐺𝐺𝐴𝑥𝑐 (r) =
[
𝜖𝐺𝐺𝐴𝑥𝑐 + 𝜌

𝜕𝜖𝐺𝐺𝐴𝑥𝑐

𝜕𝜌
+ ∇

(
𝜌
𝜕𝜖𝐺𝐺𝐴𝑥𝑐

𝜕∇𝜌

)]
. (2.92)

The GGA functional can take many forms, unlike LDA which has a single uni-

versal form. One of the most commonly used forms of GGA is one proposed by

Perdew, Burke and Ernzerhof (PBE) in 1996 in the paper titled ’Generalized gra-

dient approximation made simple’ (having accrued well over 100,000 citations).

Due to the used of ∇𝜌(r), GGA is typically more accurate than LDA but is also

more computationally expensive. GGA offers reduced errors in bond dissociation

energies, improved transition-state barriers and band gap values closer to exper-

imental values. It is also known to typically overestimate lattice parameters by

about 5%.

The next obvious step for improving the accuracy of GGA is to introduce de-

pendence on the second derivative of the density ∇2𝜌(r) (sometimes referred to

as 𝜏(r)), this is exactly what Meta-GGAs do. Obviously, adding more and more

derivatives will lead to better and better accuracy but the computational cost will

skyrocket, instead a different approach is taken for higher rungs on the ladder.

Hybrid functionals mix in different amounts of the Hartree-Fock exchange en-

ergy, which perfectly estimates the real exchange energy. This is normally mixed

in with a GGA level exchange-correlation energy which means that this is more

costly than just a GGA alone.
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2.8.1 The PBE functional

The vast majority of the work carried out in this thesis has been done so using the

PBE functional [37, 47], here we show how this is defined. We begin by splitting

the exchange-correlation energy term into two parts, the exchange energy and

the correlation energy. To solve the correlation part of this we begin with the

correlation functional in the form

𝐸𝐺𝐺𝐴𝑐 [𝜌↑, 𝜌↓] =
∫

𝑑3𝑟𝜌[𝜖𝑢𝑛𝑖 𝑓𝑐 (𝑟𝑠, 𝜁) + 𝐻 (𝑟𝑠, 𝜁 , 𝑡)], (2.93)

where 𝑟𝑠 is the local Wigner-Seitz radius (𝜌 = 3/4𝜋𝑟3
𝑠 ), 𝜁 = (𝜌↑ − 𝜌↓)/𝜌 is the

relative spin polarization and 𝑡 = |∇𝜌 |/2𝜙𝑘𝑠𝜌 is a dimensionless density gradient

where 𝜙(𝜁) = [(1 + 𝜁)2/3 + (1 − 𝜁)2/3]/2 is a spin-scaling factor and 𝑘𝑠 =
√︁

4𝑘𝐹/𝜋𝑎0

is the Thomas-Fermi screening wave number (𝑎0 = ℏ2/𝑚𝑒2) and 𝐻 (𝑟𝑠, 𝜁 , 𝑡) is a

function that is dependent on the gradient. The functional form of 𝐻 (𝑟𝑠, 𝜁 , 𝑡) is

constructed using three conditions:

(a) In the limit of slowly varying density (|∇𝜌 | → 0 thus 𝑡 → 0), 𝐻 is given by

its second-order gradient expansion

𝐻 (𝑟𝑠, 𝜁 , 𝑡) →
𝑒2

𝑎0
𝛽𝜙3𝑡2, (2.94)

where 𝛽 ≃ 0.066725. This is a high density limit (𝑟𝑠 → 0) of the weakly 𝑟𝑠-

dependent gradient coefficient for the correlation energy, this emerges naturally

from numerical GGA solutions.

(b) In the rapidly varying limit (|∇𝜌 | → ∞ thus 𝑡 → ∞),

𝐻 (𝑟𝑠, 𝜁 , 𝑡) → −𝜖𝑢𝑛𝑖 𝑓𝑐 , (2.95)

meaning that the GGA correlation becomes equal to zero. This is because, in

the tail of an electron density of a finite system, the exchange energy density and

potential dominate over the correlation part.
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(c) Under uniform scaling to the high-density limit (𝜌(r) → 𝜆3𝜌(𝜆r) and 𝜆 →

∞ meaning 𝑟𝑠 → 0 and 𝑡 → ∞) the correlation energy must scale to a con-

stant. 𝐻 (𝑟𝑠, 𝜁 , 𝑡) must cancel out the logarithmic singularity of 𝜖𝑢𝑛𝑖 𝑓𝑐 (𝑟𝑠, 𝜁) →

(𝑒2/𝑎0)𝜙3 [𝛾 ln(𝑟𝑠/𝑎0) − 𝜔], where 𝛾 and 𝜔 are weak functions of 𝜁 which are re-

placed by their values at 𝜁 = 0 for simplicity (𝛾 = (1 − ln 2)/𝜋2 ≃ 0.031091 and

𝜔 ≃ 0.046644)

𝐻 (𝑟𝑠, 𝜁 , 𝑡) →
𝑒2

𝑎0
𝛾𝜙3 ln

(
𝑡2

)
. (2.96)

These three conditions are satisfied by the ansatz

𝐻 (𝑟𝑠, 𝜁 , 𝑡) =
𝑒2

𝑎0
𝛾𝜙3 × ln

{
1 + 𝛽

𝛾
𝑡2

[
1 + 𝐴𝑡2

1 + 𝐴𝑡2 + 𝐴2𝑡4

]}
, (2.97)

where

𝐴 =
𝛽

𝛾

[
exp

{
−𝜖𝑢𝑛𝑖 𝑓𝑐 𝑎0

𝛾𝜙3𝑒2

}
− 1

]−1

. (2.98)

The exact form of the correlation energy per electron is, in general, impossible

to determine but for an unpolarized gas (𝜁 = 0) forms are available for the high

density (𝑟𝑠 → 0) and the low density case (𝑟𝑠 ≫ 1)

𝜖
𝑢𝑛𝑖 𝑓
𝑐 (𝑟𝑠, 0) =


0.311 ln(𝑟𝑠) − 0.048 + 𝑟𝑠 (𝐴 ln(𝑟𝑠) + 𝐶) + · · · 𝑟𝑠 → 0
𝑎1
𝑟𝑠

+ 𝑎2

𝑟
3/2
𝑠

+ 𝑎3
𝑟2
𝑠
+ · · · 𝑟𝑠 ≫ 1

(2.99)

where 𝐴, 𝐶, and 𝑎𝑖 are all parameters. The simplest form of this is one by Perdew-

Zunger (PZ) and is a simple interpolation between the high and low density cases

𝜖
𝑢𝑛𝑖 𝑓
𝑐 (𝜌, 𝜁) = 𝜖𝑢𝑛𝑖 𝑓𝑐 (𝜌, 0) + [𝜖𝑢𝑛𝑖 𝑓𝑐 (𝜌, 1) − 𝜖𝑢𝑛𝑖 𝑓𝑐 (𝜌, 0)] 𝑓𝑥 (𝜁), (2.100)

where 𝑓𝑥 (𝜁) = ((1 + 𝜁)4/3 + (1 − 𝜁)4/3 − 2)/(2(21/3 − 1)) is an interpolation function.

A similar process is followed for the exchange energy with four further condi-

tions:
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(d) Under the uniform density scaling in condition (c), 𝐸𝑥 scales such that, for

𝜁 = 0 everywhere, we must have

𝐸𝐺𝐺𝐴𝑥 =

∫
𝑑3𝑟𝜌𝜖

𝑢𝑛𝑖 𝑓
𝑥 (𝜌)𝐹𝑥 (𝑠), (2.101)

where 𝜖𝑢𝑛𝑖 𝑓𝑥 = −3𝑒2𝑘𝐹/4𝜋. This recovers the correct uniform gas limit 𝐹𝑥 (0) = 1.

(e) The exact exchange energy obeys the spin-scaling relationship

𝐸𝑥 [𝜌↑, 𝜌↓] =
𝐸𝑥 [2𝜌↑] + 𝐸𝑥 [2𝜌↓]

2
. (2.102)

(f) For small density variations around a uniform density electron gas, a linear

response is recovered (as 𝑠 → 0)

𝐹𝑥 (𝑠) → 1 + 𝜇𝑠2, (2.103)

where 𝜇 = 𝛽(𝜋2/3) ≃ 0.21951, the effective coefficient for exchange cancels that

of correlation.

(g) The Lieb-Oxford bound, which is effectively the lower bound associated

with indirect coulomb interactions,

𝐸𝑥 [𝜌↑, 𝜌↓] ≥ 𝐸𝑥𝑐 [𝜌↑, 𝜌↓] ≥ −1.679𝑒2
∫

𝑑3𝑟𝜌4/3, (2.104)

will be satisfied if the spin-polarized enhancement factor 𝐹𝑥 (𝜁 = 1, 𝑠) = 21/2𝐹𝑥 (𝑠/21/3)

grows gradually with 𝑠 to a maximum value ≤ 2.273 (𝐹𝑥 (𝑠) ≤ 1.804).

These ((f) and (g)) are satisfied by

𝐹𝑥 (𝑠) = 1 + 𝜅 − 𝜅

1 + (𝜇𝑠2/𝜅)
, (2.105)

where 𝜅 = 0.804.

Overall this leads to a exchange-correlation energy functional of form

𝐸𝑃𝐵𝐸𝑥𝑐 =

∫
𝑑3𝑟𝜌𝜖

𝑢𝑛𝑖 𝑓
𝑥 (𝜌)𝐹𝑥 (𝑠) +

∫
𝑑3𝑟𝜌[𝜖𝑢𝑛𝑖 𝑓𝑐 (𝑟𝑠, 𝜁) + 𝐻 (𝑟𝑠, 𝜁 , 𝑡)] . (2.106)

48



This is the form of the exchange-correlation functional that we have used through-

out this thesis, being a GGA level functional it is a good balance between accu-

racy and computational expense.

2.8.2 The HSE functional

Alongside the PBE functional, a hybrid functional has been used for comparison

in some specific cases. The hybrid functional used is that of Heyd, Scuseria and

Ernzerhof, refered to as HSE06 [48, 49]. Here we give a brief description of this

specific hybrid functional. As mentioned earlier, hybrid functionals mix in Hartree-

Fock exchange energy with the exchange from a DFT functional (LDA or GGA for

example) using

𝐸
𝐻𝑦𝑏𝑟𝑖𝑑
𝑥𝑐 = 𝛼𝐸𝐻𝐹𝑥 + (1 − 𝛼)𝐸𝐷𝐹𝑇𝑥 + 𝐸𝐷𝐹𝑇𝑐 , (2.107)

where 𝐸𝑥 and 𝐸𝑐 are the exchange and correlation energy functionals respectively

and 𝛼 is the Hartree-Fock screening variable. Different hybrid functionals use

different fixed values of 𝛼 or allow it to vary. The HSE06 functional uses 𝛼 =

0.25 meaning that it uses 25% Hartree-Fock exchange energy and 75% DFT

exchange, this is normally a GGA function such as PBE and is the one used

within this thesis. Because this requires solving the Kohn-Sham equations fully

using the PBE functional and then also solving the Hartree-Fock equations fully

for the exchange component, this is far more computationally intense than just

solving for either on their own.

2.9. Pseudopotentials

Pseudopotentials are used to simplify electronic structure calculations by replac-

ing the strong coulomb potential from atomic nuclei and tightly bound core elec-

trons with an effective ionic potential, reducing the number of bodies in a many

body system, and thus reducing the computational cost. This is called the pseu-

dopotential (frozen-core) method and can be done because the tightly bound core
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electrons are nearly unchanged in molecules and solids, this fact means that

many different types of pseudopotentials can be created to capture a different

number of "core" electrons, either to increase accuracy or decrease computa-

tional cost [37]. These pseudopotentials modify the many-body electronic poten-

tial into two parts: local and non-local, that sum to the normal potential. The

local part becomes finite at short ranges and returns to that of a Coulomb like

potential (∝ −1/𝑟) at long range, this occurs above a cutoff radius (𝑟𝑐𝑢𝑡𝑜 𝑓 𝑓 ). The

non-local part is short ranged only, being non-zero below 𝑟𝑐𝑢𝑡𝑜 𝑓 𝑓 , and is made up

of multiple angular momentum dependent potentials, which can be thought of as

different atomic orbitals. An example of the local pseudopotential and a normal

potential is shown in Figure 2.2. The non-local part would make up the difference

in these in the region below 𝑟𝑐𝑢𝑡𝑜 𝑓 𝑓 .

Figure 2.2: A schematic showing how a local pseudopotential and a pseudo wavefunc-
tion differ from the all-electron potential and wavefunction respectively.

Many of the different types of pseudopotentials are build off of ideas that orig-

inated in the orthogonalized planewave (OPW) approach which turns the eigen-

value problem into two parts, a smooth valance function and a core function. We

begin by defining an orthogonalized planewave
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𝜒𝑂𝑃𝑊k (r) = 1
Ω

[
𝑒𝑖k·r −

∑︁
𝑗

𝜇k 𝑗𝑢 𝑗 (r)
]
, (2.108)

where Ω is volume and

𝜇k 𝑗 =

∫
𝑒𝑖k·r𝑢 𝑗 (r)𝑑r. (2.109)

This means that 𝜒𝑂𝑃𝑊k (r) is orthogonal to every 𝑢 𝑗 (r) function, which are simply

required to be localized around each atomic nuclei. The OPWs 𝜒𝑂𝑃𝑊k (r) have

the following characteristics of valence level wavefunctions: it is orthogonal to all

core levels, rapidly oscillates in the core region and because these core levels are

localized around atomic cores, the summation term in 𝜒𝑂𝑃𝑊k (r) is small outside

the core. The electronic wavefunction is a linear combination of these OPWs

𝜓k(r) =
∑︁
K

𝑐K𝜒
𝑂𝑃𝑊
k (r), (2.110)

where 𝑐K are coefficients and K are the reciprocal lattice vectors. If 𝑢 𝑗 (r) are

chosen well, equation 2.108 is split into a smooth component plus a localized

part, the smooth part can be easily represented as a summation of planewaves

and the localized part can obey a wave equation

1
2
∇2𝑢 𝑗 + (𝐸 𝑗 −𝑉 𝑗 )𝑢 𝑗 = 0. (2.111)

Given such a broad definition for these wavefunctions, it is clear why many pseu-

dopotentials followed this formalization.

2.9.1 Projector Augmented Wave method (PAW)

The PAW method of pseudopotential generation follows the approach of OPW by

using the all-electron wavefunction in the same form as equation 2.108 [50]. To

begin we will define a smooth part of a valance wavefunction 𝜓̃𝑣
𝑖
(r) and a linear

transformation T that relates the set of all-electron valence functions 𝜓𝑣
𝑗
(r) to

the smooth function 𝜓̃𝑣
𝑖
(r) via 𝜓𝑣 = T 𝜓̃𝑣. This transformation is assumed to be
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equal to unity except within a sphere centred on the nucleus T = 1 + T0. In Bra-

Ket notation, each smooth function can be expanded in partial waves 𝑚 within

spherical harmonics

��𝜓̃𝑣〉 = ∑︁
𝑚

𝑐𝑚
��𝜓̃𝑣𝑚〉

, (2.112)

with the all-electron function taking a similar form

|𝜓𝑣⟩ = T
��𝜓̃𝑣〉 = ∑︁

𝑚

𝑐𝑚
��𝜓𝑣𝑚〉

. (2.113)

This means that the full wavefunction can be written as

|𝜓𝑣⟩ =
��𝜓̃𝑣〉 + ∑︁

𝑚

𝑐𝑚

[ ��𝜓𝑣𝑚〉
−

��𝜓̃𝑣𝑚〉 ]
. (2.114)

Given the transformation T is linear, the coefficients 𝑐𝑚 must be given by a

projection in each sphere

𝑐𝑚 =
〈
𝑝𝑚

��𝜓̃𝑣𝑚〉
(2.115)

where 𝑝 is a set of projection operators (smooth, non norm-conserving) which are

only non-zero inside a defined pseudopotential cutoff radius. If these satisfy the

biorthogonality condition
〈
𝑝𝑚

��𝜓̃𝑣
𝑚′

〉
= 𝛿𝑚𝑚′ then the one-centre expansion

∑︁
𝑚

��𝜓̃𝑣𝑚〉 〈
𝑝𝑚

��𝜓̃𝑣〉 = 𝜓̃. (2.116)

In the same way that there are many forms that pseudopotentials can take,

the same can be said for these projector operators, however their transformation

still involves the full-electron wavefunction

T = 1 +
∑︁
𝑚

[ ��𝜓𝑣𝑚〉
−

��𝜓̃𝑣𝑚〉 ]
⟨𝑝𝑚 | . (2.117)

The general form of the PAW equations can be expressed in terms of this trans-

formation
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𝐴̃ = T † 𝐴̂T = 𝐴̂ +
∑︁
𝑚𝑚′

|𝑝𝑚⟩
[ 〈
𝜓𝑣𝑚

�� 𝐴̂ ��𝜓𝑣𝑚′
〉
−

〈
𝜓̃𝑣𝑚

�� 𝐴̂ ��𝜓̃𝑣𝑚′
〉 ]

⟨𝑝𝑚′ | , (2.118)

where 𝐴̂ is any operator in an all-electron problem and 𝐴̃ operates on the smooth

part of the wavefunction. The expressions for physical quantities in this approach

also follow the same form, the density 𝜌(r) can be written as

𝜌(r) = 𝜌̃(r) + 𝜌1(r) − 𝜌̃1(r) (2.119)

which can be written with eigenstates 𝑖 with occupations 𝑓𝑖

𝜌̃(r) =
∑︁
𝑖

𝑓𝑖 |𝜓̃𝑣𝑖 (r) |2, (2.120)

𝜌1(r) =
∑︁
𝑖

𝑓𝑖

∑︁
𝑚𝑚′

〈
𝜓̃𝑣𝑖

��𝜓̃𝑣𝑚〉
𝜓𝑣∗𝑚 (r)𝜓𝑣𝑚′ (r)

〈
𝜓̃𝑣𝑚′

��𝜓̃𝑣𝑖 〉 , (2.121)

and

𝜌̃1(r) =
∑︁
𝑖

𝑓𝑖

∑︁
𝑚𝑚′

〈
𝜓̃𝑣𝑖

��𝜓̃𝑣𝑚〉
𝜓̃𝑣∗𝑚 (r)𝜓̃𝑣𝑚′ (r)

〈
𝜓̃𝑣𝑚′

��𝜓̃𝑣𝑖 〉 . (2.122)

where 𝜌̃(r) is the density due to the smooth functions evaluated in Fourier space

or on a grid that extends throughout space, 𝜌̃1(r) is the same as 𝜌̃(r) evaluated

only in the spheres on radial grids and 𝜌1(r) the density in the spheres with the full

function. Note that 𝜌1 contains the contributions of the core states and that 𝜌1 and

𝜌̃ contain pseudo core states. In essence, this means that the density of an all-

electron system minus the density of the core electrons for the same all-electron

is equal to the same for the system made up of the augmented system.

Due to equation 2.118 being valid for any operator in an all-electron system,

the same fact will be true for any quantity of a system. This is the strength of

pseudopotentials, describing a many-electron system with less electrons due to

how unchanging core electrons are.
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2.10. Ewald Summation

The ion-ion interaction energy term within Kohn-Sham DFT, while important, has

been ignored thus far. This interaction energy is from a coulomb interaction be-

tween positively charged particles which only decays to have no effect at infinite

distance. As we are using periodic conditions, this introduced an issue were an

ion in a unit cell interacts with its own periodic image, effectively interacting with

itself an infinite amount of times. Ewald summation [51] solves this issue and

removes the need for an infinite sum of coulomb interactions at the same time.

If we consider N ions in a vacuum with positions R1, R2, ..., R𝑁 each with

charges 𝑞1, 𝑞2, ..., 𝑞𝑁 respectively, for now ignoring any periodicity. The coulomb

interaction energy is

𝐸𝑖𝑜𝑛−𝑖𝑜𝑛 =
1

4𝜋𝜖0

∑︁
𝑖, 𝑗

𝑞𝑖𝑞 𝑗

|R𝑖 − R 𝑗 |
, (2.123)

where the summation is over all pairs of ions with a total of 𝑁 (𝑁 − 1)/2 total pairs.

If we now introduce a periodic boundary condition with real space lattice vectors

a1, a2 and a3. This means that for every ion with position R𝑖 and charge 𝑞𝑖 there

are also ions at positions R𝑖 + 𝑛1a1 + 𝑛2a2 + 𝑛3a3, where 𝑛(1,2,3) are integers. If

we make nL = 𝑛1a1 + 𝑛2a2 + 𝑛3a3, we can rewrite equation 2.123 to include the

interactions between periodic images, we will also split the sum over (𝑖, 𝑗) into

two summations with a factor 1/2 in front to remove double counting,

𝐸𝑖𝑜𝑛−𝑖𝑜𝑛 =
1

4𝜋𝜖0

1
2

∑︁
n

𝑁∑︁
𝑖=1

𝑁∑︁
𝑗=1

′ 𝑞𝑖𝑞 𝑗

|R𝑖 − R 𝑗 + nL| . (2.124)

The ′ symbol is used to indicate that if n = 0, the 𝑖 = 𝑗 term should be excluded.

Because of the nature of the coulomb interaction, this sum converges very slowly

but with some special transformations we can change this to converge rapidly.

We now introduce the potential 𝜙[𝑖] (R)

𝜙[𝑖] (R) = 𝜙(R) − 𝜙𝑖 (R) = 1
4𝜋𝜖0

∑︁
n

𝑁∑︁
𝑗=1

′ 𝑞 𝑗

|R𝑖 − R 𝑗 + nL| , (2.125)
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which is the difference between the potential due to all 𝑁 ions with all their periodic

images (𝜙(R)) and the potential due to just ion 𝑖 (𝜙𝑖 (R)). This can be used to

restate equation 2.124 as

𝐸𝑖𝑜𝑛−𝑖𝑜𝑛 =
1
2

∑︁
n

𝑁∑︁
𝑖=1

𝑞𝑖𝜙[𝑖] (R). (2.126)

Now we will consider the form of the charge distribution of these ions. The

charge density of a single ion, 𝑖, can be written as a delta function

𝜌𝑖 (R) = 𝑞𝑖𝛿(R − R𝑖). (2.127)

we can split this into two terms by adding and subtracting a Gaussian distribution

component

𝜌𝑖 (R) = 𝜌𝑆𝑖 (R) + 𝜌𝐿𝑖 (R),

𝜌𝑆𝑖 (R) = 𝑞𝑖𝛿(R − R𝑖) − 𝑞𝑖𝐺𝜎 (R − R𝑖),

𝜌𝐿𝑖 (R) = 𝑞𝑖𝐺𝜎 (R − R𝑖),

(2.128)

where 𝐺𝜎 (R) is a standard Gaussian distribution. We can use this to split the

potential due to ion 𝑖 into two terms

𝜙𝑖 (R) = 𝜙𝑆𝑖 (R) + 𝜙𝐿𝑖 (R),

𝜙𝑆𝑖 (R) = 𝑞𝑖

4𝜋𝜖0

∫
𝛿(R − R′) − 𝐺𝜎 (R − R′)

|R − R′| 𝑑3R′,

𝜙𝐿𝑖 (R) = 𝑞𝑖

4𝜋𝜖0

∫
𝐺𝜎 (R − R′)
|R − R′| 𝑑3R′.

(2.129)

We can split the potential field of all ions except ion 𝑖 in the exact same way

𝜙[𝑖] (R) = 𝜙𝑆[𝑖] (R) + 𝜙𝐿[𝑖] (R), (2.130)

which allows us to rewrite the energy, 𝐸𝑖𝑜𝑛−𝑖𝑜𝑛, as
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𝐸𝑖𝑜𝑛−𝑖𝑜𝑛 =
1
2

𝑁∑︁
𝑖=1

𝑞𝑖𝜙
𝑆
[𝑖] (R𝑖) +

1
2

𝑁∑︁
𝑖=1

𝑞𝑖𝜙
𝐿
[𝑖] (R𝑖). (2.131)

This is then further split such that the second term includes the effect of ion 𝑖 and

a self interaction term is subtracted

𝐸𝑖𝑜𝑛−𝑖𝑜𝑛 = 𝐸
𝑆 + 𝐸𝐿 − 𝐸 𝑠𝑒𝑙 𝑓 , (2.132)

where

𝐸𝑆 =
1
2

𝑁∑︁
𝑖=1

𝑞𝑖𝜙
𝑆
[𝑖] (R𝑖), (2.133)

𝐸𝐿 =
1
2

𝑁∑︁
𝑖=1

𝑞𝑖𝜙
𝐿 (R𝑖), (2.134)

𝐸 𝑠𝑒𝑙 𝑓 =
1
2

𝑁∑︁
𝑖=1

𝑞𝑖𝜙
𝐿
𝑖 (R𝑖). (2.135)

This gives us three terms, a short range coulomb energy for ions close to ion 𝑖

that does not include ion 𝑖 (𝐸𝑆), a long range coulomb energy for ions far from 𝑖

(𝐸𝐿) and a self interaction coulomb energy term (𝐸 𝑠𝑒𝑙 𝑓 ).

The Gaussian parts of these can be found by solving the Poisson’s equation

∇2𝜙𝜎 (R) = −𝐺𝜎 (R)
𝜖0

, (2.136)

to get

𝜙𝜎 (R) = 1
4𝜋𝜖0𝑅

erf
(
𝑅

√
2𝜎

)
. (2.137)

Given that erfc(𝑧) = 1 − erf(𝑧), we can write

𝜙𝑆𝑖 (R) = 1
4𝜋𝜖0

𝑞𝑖

|R − R𝑖 |
erfc

(
|R − R𝑖 |√

2𝜎

)
,

𝜙𝐿𝑖 (R) = 1
4𝜋𝜖0

𝑞𝑖

|R − R𝑖 |
erf

(
|R − R𝑖 |√

2𝜎

)
.

(2.138)
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This leads to the short range energy having the final form

𝐸𝑆 =
1
2

𝑁∑︁
𝑖=1

𝑞𝑖𝜙
𝑆
[𝑖] (R𝑖)

=
1

4𝜋𝜖0

1
2

∑︁
n

𝑁∑︁
𝑖=1

𝑁∑︁
𝑗=1

′ 𝑞𝑖𝑞 𝑗

|R𝑖 − R 𝑗 + nL|erfc
( |R𝑖 − R 𝑗 + nL|

√
2𝜎

)
,

(2.139)

which has the same form as equation 2.124, except for the complimentary er-

ror function that truncates this at long range, allowing this to be computed as a

sum in real space. The self interaction energy term can also be computed using

lim𝑧→0 erf(𝑧) = 2𝑧/
√
𝜋 to get

𝜙𝐿𝑖 (R𝑖) =
𝑞𝑖

4𝜋𝜖0

√︂
2
𝜋

1
𝜎
,

𝐸 𝑠𝑒𝑙 𝑓 =
𝑞𝑖

4𝜋𝜖0

1
√

2𝜋𝜎

𝑁∑︁
𝑖=1

𝑞2
𝑖 .

(2.140)

Finally, we need to deal with the long range energy term. This cannot be

computed by a sum in real space and thus Ewald transformed this into a sum in

reciprocal space. 𝜙𝐿 (R) can be thought of as an infinite periodic array of ions,

and thus can undergo a Fourier transformation

𝜙𝐿 (k) =
∫
𝑉

𝜙𝐿 (R)e−𝑖k·R𝑑3R, (2.141)

where 𝑉 is the volume of the supercell. To find a solution to this we use the

Poisson’s equation

∇2𝜙𝐿 (R) = −𝜌
𝐿 (R)
𝜖0

, (2.142)

which we can use the Fourier transform on to get

𝑘2𝜙𝐿 (k) = 𝜌̂𝐿 (k)
𝜖0

, (2.143)

where 𝑘 = |k|.
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Taking the charge density to be a collection of periodic Gaussians in real

space, we can Fourier transform it to solve for the charge density in reciprocal

space

𝜌𝐿 (R) =
∑︁

n

𝑁∑︁
𝑗=1
𝑞 𝑗𝐺𝜎 (R − R 𝑗 + nL),

𝜌̂𝐿 (k) =
∫
𝑉

𝑁∑︁
𝑗=1
𝑞 𝑗𝐺𝜎 (R − R 𝑗 + nL)e−𝑖k·R𝑑3R,

=

𝑁∑︁
𝑗=1
𝑞 𝑗e−𝑖k·Re−𝜎2𝑘2/2,

(2.144)

this gives us the long range potential in reciprocal space

𝜙𝐿 (k) = 1
𝜖0

𝑁∑︁
𝑗=1
𝑞 𝑗e−𝑖k·R e−𝜎2𝑘2/2

𝑘2 . (2.145)

Applying an inverse Fourier transform to this we get

𝜙𝐿 (R) = 1
𝑉𝜖0

∑︁
𝑘≠0

𝑁∑︁
𝑗=1

𝑞 𝑗

𝑘2 e−𝑖k·(R−R 𝑗 )e−𝜎2𝑘2/2, (2.146)

which allows us to state the long range energy term as

𝐸𝐿 =
1

2𝑉𝜖0

∑︁
𝑘≠0

𝑁∑︁
𝑖=1

𝑁∑︁
𝑗=1

𝑞𝑖𝑞 𝑗

𝑘2 e−𝑖k·(R𝑖−R 𝑗 )e−𝜎2𝑘2/2. (2.147)

Combining equations 2.139, 2.140 and 2.147 we get the full form for the ion-

ion interaction energy

𝐸𝑖𝑜𝑛−𝑖𝑜𝑛 =
1

4𝜋𝜖0

1
2

∑︁
n

𝑁∑︁
𝑖=1

𝑁∑︁
𝑗=1

′ 𝑞𝑖𝑞 𝑗

|R𝑖 − R 𝑗 + nL|erfc
( |R𝑖 − R 𝑗 + nL|

√
2𝜎

)
+ 1

2𝑉𝜖0

∑︁
𝑘≠0

𝑁∑︁
𝑖=1

𝑁∑︁
𝑗=1

𝑞𝑖𝑞 𝑗

𝑘2 e−𝑖k·(R𝑖−R 𝑗 )e−𝜎2𝑘2/2

− 𝑞𝑖

4𝜋𝜖0

1
√

2𝜋𝜎

𝑁∑︁
𝑖=1

𝑞2
𝑖 .

(2.148)
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This gives us our three terms: a term that is short ranged in real space, a term that

is short ranged in reciprocal space and a self interaction term to remove double

counting. It is of note that as 𝜎 → 0, the Gaussians used in this approximate

delta functions. This can also be used for more than just the ion-ion interaction

energy. The Ewald summation method can also be used for any periodic charge

with a Gaussian like distribution.

2.11. Brillouin zone sampling

Many of the calculations of crystal properties require integrating periodic functions

over the entire Brillouin zone or over specific special points. This integration can

be captured with a discrete set as long as sufficient points are sampled where the

integrand varies rapidly, which is very important when dealing with metals as we

need to capture the region in reciprocal space where the electronic bands cross

from being filled to unfilled. But this is also important for insulators as an incorrect

choice of points may lead to a metallic material appearing as an insulator. The

symmetry of materials can be used to reduce information of a system into the

irreducible Brillouin zone and looking at the vertices and the edges that link them

can often provide all of the important information needed to get the properties

of a material [30]. An example of the irreducible Brillouin zone for a crystal with

hexagonal symmetry is shown in figure 2.3.

Figure 2.3: The irreducible Brillouin zone for a crystal with hexagonal symmetry, it con-
tains all the information of the Brillouin zone while being 24 times smaller
than the repeat unit.

For an integrand 𝑓𝑖 (k), with eigenfunctions 𝜓𝑖,k and eigenvalues 𝜖𝑖,k, that smoothly

varies and is periodic, we can expand it in Fourier components to get
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𝑓𝑖 (k) =
∑︁

T

𝑓𝑖 (T)𝑒𝑖k·T, (2.149)

where T is the translation vector. This can be truncated into a finite sum if the

rapidly varying terms at large T decreases exponentially. Special points are cho-

sen to integrate this smooth periodic function efficiently.

The most commonly used method proposed by Monkhorst and Pack [52] is to

define a uniform set of points in reciprocal space using a formula that works for

any crystal

k𝑛1,𝑛2,𝑛3 ≡
3∑︁
𝑖

2𝑛𝑖 − 𝑁𝑖 − 1
2𝑁𝑖

b𝑖, (2.150)

where b𝑖 are the primitive reciprocal lattice vectors and 𝑛𝑖 = 1, 2, · · · , 𝑁𝑖. With

this grid in place, Monkhorst and Pack proposed to reduce this down to only

points contained within the irreducible Brillouin zone by applying weights to each

to capture how many of each point would be in the full Brillouin zone (if a point

would appear four times in the Brillouin zone it would be given a weighting of four

time). This is commonly called a Monkhorst-Pack grid and can be defined with

any amount of points along the primitive reciprocal lattice vectors, with a offset in

these directions to capture any important features of a system.

2.12. Van der Waals corrections

Many functionals are unable to capture the effects of Van der Waals interactions

that are caused by London dispersion. In order to compensate for this, the en-

ergy from Kohn-Sham DFT can be offset by a dispersion correction energy term

𝐸𝑑𝑖𝑠𝑝 which can, in turn, be used to get a potential caused by a Van der Waals

interaction. A common form of this correction, and the one that has been used

throughout this thesis is the DFT-D3 method of Grimme et al. [53] with the form

𝐸𝐷𝐹𝑇−𝐷3 = 𝐸𝐾𝑆 − 𝐸𝑑𝑖𝑠𝑝, (2.151)
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where

𝐸𝑑𝑖𝑠𝑝 = 𝐸
(2) + 𝐸 (3) . (2.152)

This is made up of two parts, a two-body interaction term 𝐸 (2) and a three-body

interaction term 𝐸 (3), these are applied to all atomic pairs and triples respectively.

The two-body term is given by

𝐸 (2) =
∑︁
𝐴𝐵

∑︁
𝑛=6,8,10,...

𝑠𝑛
𝐶𝐴𝐵
𝑛

𝑟𝑛
𝐴𝐵

𝑓𝑑,𝑛 (𝑟𝐴𝐵), (2.153)

where 𝐶𝐴𝐵
𝑛 is the average isotropic 𝑛th-order dispersion coefficient for atom pair

𝐴𝐵 and 𝑟𝐴𝐵 is their internuclear distance. 𝑠𝑛 are scaling factors and 𝑓𝑑,𝑛 (𝑟𝐴𝐵)

are damping functions that account for singularities when 𝑟𝐴𝐵 is small and avoids

double-counting. The three-body term is given by

𝐸 (3) =
∑︁
𝐴𝐵𝐶

𝑓𝑑,(3) (𝑟𝐴𝐵𝐶)𝐸 𝐴𝐵𝐶 , (2.154)

where 𝑟𝐴𝐵𝐶 is the a geometrically averaged radii, 𝑓𝑑,(3) (𝑟𝐴𝐵𝐶) is another damping

function and 𝐸 𝐴𝐵𝐶 is the Axilrod-Teller-Muto (triple dipole) dispersion term. Within

DFT, the two-body term is often taken for 𝑛 = 6 and 𝑛 = 8 but no further, while the

three-body term is dropped altogether as these terms are very small.

2.13. Geometric relaxation

Being able to get the properties of a system of fixed atoms is very useful within

the field of materials research but so far we have not considered if the arrange-

ment of atoms is the most favourable, geometric relaxation algorithms can use

the potential fields calculated withing normal DFT to predict local atomic arrange-

ments that would result in a lower energy (more favourable). There are a few

different methods for doing this but within this thesis we have used two methods,

the conjugate gradient algorithm [54, 37] and the RMM-DIIS method [55].
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The conjugate gradient algorithm is similar to steepest descent methods in

that it tries to minimise energies by following the direction of steepest decent

(along the direction of the forces on the ions), but the conjugate gradient algo-

rithm also takes into account the direction taken in the previous relaxation step.

This can be used to choose a more optimal direction for energy minimisation and

leads to conversion faster, for a quadratic function in 𝑁 dimensions, the conjugate

gradient algorithm is guaranteed to reach the minimum in 𝑁 steps. Consider a

quadratic functional

𝐹 ({𝑥𝑖}) ≡ 𝐹 (x) =
1
2

x · H · x, (2.155)

with gradients

g = −𝜕𝐹
𝜕x

= −H · x. (2.156)

The first relaxation step follows the steepest decent method as there are no pre-

vious steps to consider, so the minimisation of 𝐹 is along a line x1 = x0 + 𝛼1d0,

where d0 = g0. For all steps the minimisation occurs for

d𝑛 · g(x𝑛+1) = 0. (2.157)

For the 𝑛+1 step, the fastest minimisation occurs if we move in the direction where

the gradient along the previous direction d𝑛 remains zero. The change in gradient

in the new direction d𝑛+1 is Δg = 𝛼𝑛+1H · d𝑛+1, meaning that the condition is met if

d𝑛 · H · d𝑛+1 = 0. (2.158)

This equation defines the "conjugate direction" and if it is satisfied for each step

then it is satisfied for all steps.

The RMM-DIIS method is a combination of the residual minimisation method

(RMM) and the discrete inversion in the iterative subspace method (DIIS), this

method minimises the norm of a residual vector instead of the energy directly
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and uses previous steps similar to the conjugate gradient algorithm. If we start

from

𝜓𝑛+1 = 𝑐0𝜓
0 +

𝑛+1∑︁
𝑗=1
𝑐 𝑗𝛿𝜓

𝑗 , (2.159)

where the set 𝑐 𝑗 is chosen to minimise the norm of the residual 𝑅𝑛+1 which is

given by (H − 𝜖𝑛) |𝜓𝑛⟩ = |𝑅[𝜓𝑛]⟩, |𝜓𝑛⟩ and 𝜖𝑛 are the approximate eigenvectors

and eigenvalues and |𝑅[𝜓𝑛]⟩ is the residual vector. The 𝑐 𝑗 coefficients can be ob-

tained by diagonalising the Hamiltonian in the iterative subspace {𝜓0, 𝜓1, · · · , 𝜓𝑛}.

The DIIS part of this method involves the construction of a full matrix of the size

of the subspace as long as all these can be stored (in computer memory) and

can be used to solve equations such as the Kohn-Sham equations.

This chapter provides an in-depth exploration of Density functional theory and

the principles upon which it is built, which serves as the foundation for much of

computational materials science. DFT is a powerful tool capable of predicting the

electronic structure and properties for systems of atoms that can be described

either as an infinitely repeating unit (if planewave wavefunctions are used) or as

molecules (if gaussian wavefunctions are used). The Hohenberg-Kohn theorems

eloquently show how all the properties of a system can be functionalised in terms

of density while Kohn-Sham built upon this, by reducing the computational cost

dramatically by mapping the original interacting system of electrons onto a system

of non-interacting electron-like particles. Understanding the founding principles of

DFT is paramount to using it to its fullest capabilities.
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Chapter 3

Background Theory

"We can’t solve problems by using the same kind of thinking we used

when we created them."

– Albert Einstein

In this chapter, we explore the ever evolving fields of batteries and water split-

ting devices, both of which are key players in the venture for sustainable green

energy solutions. To be able to appreciate the current state of the art materials

and devices in both fields of research, we begin by going back to their roots and

the governing principles behind them. Batteries are vital for storing energy and

water splitters are crucial for generating hydrogen, a clean fuel source, both of

these rely heavily on intricate electrochemical principles. This chapter serves as

a foundation for understanding the fields moving into the future, overcoming the

challenges of current materials.

3.1. How Batteries work

3.1.1 History of Batteries

Over the centuries, batteries have evolved and improved to store and provide

more energy, with the first potential battery being constructed roughly 2000 years

ago. The Baghdad battery is a device that was discovered in modern day Khujut

Rabu, Iraq. Although this device is called a battery by those who discovered it,

its true purpose is unknown. The Baghdad battery consists of a terracotta pot,

a copper sheet rolled into a cylinder and a iron rod, corrosion of these metals

indicates the presence of either wine or vinegar. This combinations of materials

is capable of generating an electric charge but we know that it wasn’t in this case.
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In 1745, a device capable of storing high-voltage electric charge was discov-

ered by two separate people, Ewald Georg von Kleist and Pieter van Musschen-

broek of Leiden, the second being where its name comes from: the Leyden jar.

The Leyden jar consists of a glass jar with metal foil on the inside and outside

surfaces acting as a capacitor. The foil on the outside of the jar was grounded

and the foil on the inside was connected to a conductor in the lid of the jar. This

device could be charged using an electrostatic generator and was used for many

early experiments with electric charges.

In 1749, Benjamin Franklin linked capacitors together for his experiments with

electricity, this was when the term "battery" was first used for electrochemical

cells. Its meaning was "multiple devices working together", due to this, all elec-

trochemical cells are called batteries today.

The first true battery was invented by Alessandro Volta in 1800, called the

Voltaic pile, it consisted of alternating zinc and copper plates connected by a layer

of cloth soaked in brine as an electrolyte and stacked on top of each other. This

device was capable of producing constant electrical current unlike all the previous

devices. The Voltaic pile did have a few problems: due to the stacking, the brine

used as an electrolyte could leak out and short the device. The current would

also electrolyse the brine electrolyte used, producing hydrogen gas bubbles that

increased the resistance of the battery with use and short-circuits within the zinc

plates caused by impurities, called Local action.

The next big development in battery technology was the invention of the Lead-

Acid battery. In 1859, Gaston Planté invented the Lead-Acid battery that, unlike

all previous true batteries, could be recharged and reused by passing a current

through it in reverse. This battery consists of a lead anode and a lead dioxide

cathode immersed in sulphuric acid. The electrodes in this system react with the

acid to produce lead sulphate. In this context, an anode is the electrode that con-

ventional current enters the battery system and has a positive charge, a cathode

is where the conventional current leaves the battery system and has a negative
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charge. This battery design was very bulky, but was capable of producing large

currents and could be used to power multiple devices at one.

In 1899, Waldemar Jungner invented the nickel-cadmium battery that used

nickel and cadmium electrodes in a potassium hydroxide solution, this was the

first alkaline battery. In the 1950s a cheaper version of the alkaline battery was

invented, consisting of a manganese dioxide cathode and a powdered zinc anode

in an alkaline electrolyte. This powdered zinc was used to increase the surface

area of the anode.

The most recent, and of the most interest in these works, is the Li-ion battery.

Lithium is a metal with a low atomic weight making it perfect for an intercalation

battery. This is a type of battery that moves an intercalatant from one material to

another via an electrolyte and electron transfer. Intercalation means the insertion

of ions or molecules into a layered structure. The first lithium based battery, called

the lithium-iodine battery, was not an intercalation battery but, thanks to multiple

discoveries in the 1980s a rechargeable Li-ion battery was developed. The first

of these discoveries was made in 1980 by John B. Goodenough, who discovered

the potential of lithium cobalt oxide (LiCoO2) as a Li-ion battery cathode material,

being a layered material similar to TMDCs that can store lithium between its lay-

ers [56]. In 1983, Rachid Yazami discovered the graphite anode, also capable of

storing lithium between its layers like LiCoO2 [57]. These discoveries, along with

a few others, lead Akira Yoshino to build a LiCoO2 and graphite Li-ion battery not

long after, which went on to be commercialised by Sony in 1991. John B. Good-

enough, Akira Yoshino and M. Stanley Whittingham, who discovered the concept

of intercalation batteries, were awarded the 2019 Nobel Prize in Chemistry for

this work in the development of Li-ion batteries [58].

3.1.2 Li-ion Batteries

Li-ion batteries are complex chemical structures made up from a few key compo-

nents: these are the electrodes, the electrolyte, the contacts, the separator and

the binder. The most important of these are the electrodes and electrolyte as

66



these determine the capacity, voltage, energy density and stability of the battery

as a whole. However the other components are used to improve the lifetime and

efficiency of these batteries.

There are two types of electrode, the anode and cathode. These are where

the Li-ions are intercalated and deintercalated. Li-ions within the anode are in a

high energy state, this is where the Li-ions sit when the battery is in the charged

state. Whereas, Li-ion within the cathode are in a lower energy state, being where

the Li-ions sit when the battery is discharged. When the battery is being charged,

electrons are moved from the cathode to the anode, being driven by an external

power source, this gives the anode a negative charge and the cathode a positive

charge. This difference in charge drives the Li-ions, that have a positive charge,

from the cathode to the anode via interacting with the electrolyte in order to make

both the anode and cathode neutral in charge. When the battery is being used

to power another device, this whole process gets reversed, electrons from the

anode pass to the cathode, powering a connected device, giving the anode a

positive charge, and the cathode a negative charge. This difference in charge is

yet again balanced by the positive Li-ions moving from the anode to the cathode.

These processes are shown in Figure 3.1.

(a) (b)

Figure 3.1: A schematic of the (a) charging and (b) discharging process in a Li-ion
battery.

The electrolyte in Li-ion batteries is different to those in other types of batteries

but serves the exact same purpose. The electrolyte is a solution composed of

multiple different molecules, some of which are used to transport Li-ions, but

this solution does not conduct electrons, otherwise the battery would immediately
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short itself. A good electrolyte needs to have a large band gap (be insulating) and

not undergo decomposition at high voltages.

The separator is a permeable membrane between the anode and cathode, its

purpose is to prevent any growths on the anode (cathode) from growing through

the electrolyte to the cathode (anode) and shorting the battery, while simultane-

ously allowing the transport of ions between the electrodes. The contacts provide

a route for electrons in either the anode or cathode to escape when the battery

is being charged or discharged, they are normally made of different conductive

metals for each electrode.

3.1.2.1 Electrochemical Potentials

The relationship between the electron energies in the anode, cathode and elec-

trolyte are what determine the voltage produced by a battery. The difference in the

Fermi energy, or chemical potential, between the anode and cathode is what de-

termines the maximum potential difference achievable by the battery when there

in no load, which is known as the open circuit voltage, 𝑉𝑂𝐶 [59]

𝑉𝑂𝐶 =
𝜇𝐴 − 𝜇𝐶

𝑒
, (3.1)

where 𝜇𝐴 is the Fermi energy of the anode, 𝜇𝐶 is the Fermi energy of the cathode

and 𝑒 is the magnitude of the elementary charge. This open circuit voltage is

limited by the band gap of the electrolyte used, 𝜇𝐶 must be greater than the

highest occupied molecular orbital (HOMO) of the electrolyte and 𝜇𝐴 must be less

than the lowest unoccupied molecular orbital (LUMO) of the electrolyte, meaning

that both 𝜇𝐴 and 𝜇𝐶 need to lie within the band gap of the electrolyte, this is shown

in Figure 3.2.

If either 𝜇𝐴 or 𝜇𝐶 lie outside of the band gap of the electrolyte, they will react

forming solid passivating films, called solid electrolyte interphase (SEI). These

SEI layers can be beneficial to a batteries chemistry in some cases but will always

increase the internal resistance of a battery and reduce the overall capacity and

power.
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Figure 3.2: A schematic showing the relative energy levels within a Li-ion battery. 𝜇𝐴
and 𝜇𝐶 are the Fermi energies of the Anode and Cathode respectively and
𝑉𝑂𝐶 is the open circuit voltage. HOMO is the highest occupied molecular
orbital of the electrolyte, LUMO is its lowest unoccupied molecular orbital
and 𝐸𝑔 is its band gap. This shows that 𝜇𝐴 and 𝜇𝐶 lie between the HOMO
and LUMO of the electrolyte.

This would suggest that batteries have a constant voltage, independent of how

charged they are. However this is not the case. The voltage of a Li-ion battery

generally decreases as it is discharged, the more Li-ions are intercalated into

the cathode, the lower the voltage. The voltage is also different when charging

and discharging, requiring a higher voltage to charge a battery than is output

when discharged. This is due to polarization resistance that is caused by the

transition from one material to another, which decreases the discharge voltage

below 𝑉𝑂𝐶 and increases the charge voltage above this by the same amount [60].

Calculating the voltage of a system requires knowing the change in the system’s

Gibbs free energy between the charged and discharged states. The change in

the Gibbs free energy Δ𝐺 is given by [61]

Δ𝐺 = Δ𝐻 − 𝑇Δ𝑆 = Δ𝑈 + 𝑃Δ𝑉 − 𝑇Δ𝑆, (3.2)

where Δ𝐻 is the change in enthalpy of the system, Δ𝑆 is the change in entropy,

Δ𝑈 is the change in internal energy and Δ𝑉 is the change in volume. 𝑇 and 𝑃
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are temperature and pressure respectively. The chemical potentials in Equation

3.1 are correlated with the partial molar quantity of the change in the Gibbs free

energy Δ𝐺. Equations 3.1 and 3.2 can be combined to get the real voltage of a

system, more commonly referred to as the equilibrium voltage 𝑉𝐸

𝑉𝐸 =
−Δ𝐺

(𝑥2 − 𝑥1)𝐹
, (3.3)

where 𝑥1 and 𝑥2 indicate the solid solubility limits of the intercalation reaction, and

𝐹 is the Faraday constant. For use with density functional theory, this equation

is modified for integer changes to the number of lithium atoms and to account for

the use of electron volts instead of joules

𝑉𝐸 = −
𝐸 (𝐿𝑖𝑥2𝐴) − (𝐸 (𝐿𝑖𝑥1𝐴) + (𝑥2 − 𝑥1)𝐸 (𝐿𝑖))

(𝑥2 − 𝑥1)𝑒
, (3.4)

where the numerator is the Gibbs free energy still, but in electron volts. 𝑥1 and

𝑥2 now represent an integer number of Li-ions ≥ 0 and 𝐸 (𝐿𝑖𝑥1𝐴) and 𝐸 (𝐿𝑖𝑥2𝐴)

represent the Gibbs free energy of a system 𝐴 with quantities 𝑥1 and 𝑥2 of lithium

per unit. 𝐸 (𝐿𝑖) is the energy of bulk lithium. This will give the voltage of either the

anode or cathode, relative to the chemical potential of lithium.

3.1.2.2 Capacity

The capacity of a battery is far simpler than the voltage: it is a measure of how

much charge the battery can store. In Li-ion batteries, this is measured either

per unit volume or per unit mass as mAh/cm3 or mAh/g (or in equivalent units)

and is determined by the amount of lithium that can be reversibly intercalated into

either the anode or cathode per unit volume or per unit mass. There is both a

minimum and maximum limit to this that is determined by the stability of the host

material. Some host materials become unstable and break down when all the

intercalated lithium is removed, leading to a lower limit. For the other limit, too

much lithium can be added to a system, leading to unwanted, irreversible, side

reaction to occur. These limits can also change as the battery is cycled due to
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the movement of lithium fundamentally changing the host structure, among other

causes.

The capacity of a battery per gram can be calculated using

𝐶 =
(𝑥2 − 𝑥1)𝑒𝑁𝐴

𝑀𝑆𝑥2

=
(𝑥2 − 𝑥1)𝑒𝑁𝐴

(𝑥2 − 𝑥1)𝑀𝐿𝑖 + 𝑀𝑆𝑥1

, (3.5)

where 𝑥2 and 𝑥1 are the molar fractions of lithium at the maximum and minimum

intercalation limits respectively. 𝑀𝐿𝑖, 𝑀𝑆𝑥2 and 𝑀𝑆𝑥1 are the molar masses of

lithium and the system at the maximum and minimum intercalation limits respec-

tively, meaning 𝑀𝑆𝑥2 = (𝑥2 − 𝑥1)𝑀𝐿𝑖 + 𝑀𝑆𝑥1. This gives the capacity in the units of

C/g, to convert into mAh/g it is simply divided by 3.6 as a coulomb is an ampere

second.

For use with density functional theory calculations, very little modification is

required to equation 3.5 to get

𝐶 =
𝑁𝑒𝑒𝑁𝐴

𝑀𝐿𝑖𝑁𝑒 + 𝑀𝑆𝑥1

, (3.6)

where 𝑁𝑒 is the number of electrons (equivalent to the amount of lithium that can

be cycled). However, determining what the upper and lower limits of intercalation

are is relatively difficult. We can choose to have the upper limit be when the

voltage drops below zero, meaning that said lithium would prefer to form bulk

lithium, or we could choose to look at all possible side reactions, which involve

the breakdown of the host material, to determine if side products such as Li2O or

Li2S are more favourable. For the lower limit we can look at the stability of the host

material as its lithium content is decreased. For this case this means whether or

not a different phase of the host material is more favourable or if lithium is simple

more stable when not intercalated.

3.2. State of the art Li-ion battery cathodes

Layered materials with van der Waals gaps have been used within many different

formulations of Li-ion battery electrodes due, in part, to this gap being able to
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easily accommodate the insertion and removal of Li-ions. As mentioned earlier,

lithium cobalt oxide (LiCoO2) was one of the first layered transition metal oxides

used showing great promise as a cathode [56]. When going from LiCoO2 to

CoO2 + Li, this material boasts a high average voltage of ≈ 3.92 V (from the

density functional theory result shown in Figure 3.3, the experimental voltage is

extrapolated from the original paper by Goodenough et al. [56]) and a capacity of

984.5 C/g (273.5 mAh/g) which is equivalent to an energy density of 3854.4 J/g.

Figure 3.3: The voltage curve for lithium cobalt oxide as the lithium content is varied.
The blue crosses show the experimental result for x in Li𝑥CoO2 reproduced
from work by Goodenough et al. [56] and the green dashed line is the re-
sults from a density functional theory calculation.

Unfortunately, this is not the full picture. Just like many other Li-ion battery ma-

terials, LiCoO2 suffers from draw backs such as: all the lithium not being able to be

removed which effectively halves the capacity and energy density [62], capacity

reducing with each and every charge-discharge cycle due to Co dissociation [63],

oxygen release at high voltages [64], and the high cost of Co metal. Alternatives

have been investigated such as LiNiO2 and LiMnO2 but these suffer from similar

problems, with the former having poor thermal stability and breaking down into

more favourable Ni-oxides upon lithium removal [65], and the latter undergoes

a phase transition from layered to spinel [66] while also having a lower capacity

and undergoes Mn dissociation [67]. Transition metals from Ti to Ni have been
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investigated in the past, but all possessed experimental voltages lower than that

of LiCoO2, and therefore were not investigated further [68].

This has led to a search for alternative layered transition metal oxides that

overcome some or all of these problems, one route of research is that of alloy-

ing different transition metals together such as NCA (Ni𝑥Co𝑦Al1−𝑥−𝑦O2) and NMC

(Ni𝑥Mn𝑦Co1−𝑥−𝑦O2) where 𝑥 and 𝑦 can be tuned to change the properties of these

materials. A few different stoichiometries of both NMC and NCA are currently in

use in commercial batteries, however there is still ongoing research into improving

these materials for next generation batteries.

3.2.1 Alloyed Transition metal dioxides

Alloying different transition metals together in these materials allows us to take ad-

vantage of their different properties, such as the voltages at which redox occurs.

This was one of the reason why nickel was alloyed to LiCoO2 as it undergoes both

Ni4+ → Ni3+ and Ni3+ → Ni2+ at similar voltages, which can be used in tandem

with manganese, which is far more stable in this layered structure when it is in its

2+ valence state. This lead to the first formulation of NMC with equal parts nickel,

manganese and cobalt (LiNi1/3Mn1/3Co1/3O2 called NMC-111). The material has

been reported to have a capacity between 150 and 200 mAh/g with a voltage win-

dow from 2.5 to 4.6 V [62, 69, 70]. This is a clear improvement over LiCoO2 with a

similar voltage, higher capacity and better stability but unfortunately, it still suffers

from similar problems to the component layered mono transition metal dioxides:

the release of oxygen can still occur at high voltages and the transition metals still

dissociate, both of which lead to capacity fade with repeated cycling [71, 72, 73].

Additionally, due to the ionic radii of lithium and nickel being similar, disordering

can occur where nickel migrates to the lithium layers and vice versa, effectivly

blocking the lithium transport layer, reducing the capacity [74, 75].

Varying the stoichiometry of nickel, manganese and cobalt in NMC materials

has been investigated to reduce some of these issues and increase the capac-

ity, with Ni-rich stoichiometries being the most popular as higher nickel content
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allows for higher levels of lithium extraction at set voltage limits [76]. However, an

increase in nickel content also leads to an increase in Li/Ni disordering [74, 75].

Popular Ni-rich NMC stoichiometries include NMC-433 (LiNi2/5Mn3/10Co3/10O2),

NMC-622 (LiNi3/5Mn1/10Co1/10O2) and NMC-811 (LiNi4/5Mn1/10Co1/10O2), all of

which have equal parts cobalt and manganese. NMC-622 and NMC-811 show

large theoretical capacities close to ≈ 275 mAh/g but practically can only achieve

≈ 190 and 200 mAh/g respectively, with both showing voltages of ≈ 3.25 V, with

NMC-811 being slightly lower than NMC-622 [77]. This shows that there is some

trade off between voltage and capacity when varying the nickel content.

In general, increased nickel content increases the capacity by allowing for

more lithium to be removed from the structure. Increased cobalt content improve

the capacity retention, meaning that lithium can be inserted and removed more

before capacity is lost due to degradation. Finally, increased manganese content

increases the stability at higher temperatures, allowing for use in hotter environ-

ments or at increased charging and discharge rates that often leads to loss of

energy in the form of heat [78].

Another method often used to increase the capacity of these materials is to

replace some of the transition metals with additional lithium resulting in materials

with the formula Li1+𝑧(Ni𝑥Mn𝑦Co1−𝑥−𝑦)1−𝑧O2. These Li-rich NMCs can have capac-

ities up to 270 mAh/g due to heavy transition metals being removed and replaced

with lithium, but suffer from voltage fade with repeated cycling [78, 79, 80, 81, 82,

83, 84].

Alternatively, replacing some of the transition metals with entirely different met-

als can lead to increased stability, one of the most popular of these is the introduc-

tion of aluminium to get NCA (LiNi𝑥Co𝑦Al1−𝑥−𝑦O2) [85] or NMA (LiNi𝑥Mn𝑦Al1−𝑥−𝑦O2) [86].

In these cases, aluminium is used in very small amounts (< 0.1) as it is not re-

dox active. Doping is often shown to stabilise NMC with many different metals

having been investigated such as titanium, niobium, tungsten and molybdenum

[87, 88, 89], but these, like aluminium, are redox inactive.

74



3.2.2 Stability

While there has been a lot of development into the improvement of these ma-

terials, they all suffer from instability, either when at low lithium concentrations,

during extended cycling or due to high temperatures. Clearly, understanding the

root causes of these issues is key to improving these materials.

3.2.2.1 Phase Stability

These materials are often formed with lithium in a fully lithated state, e.g. LiMO2,

meaning that the first problem that could be encountered is if a phase other than

the layered is more favourable. These could include, but are not limited to, the

spinel phase where the transition metals form a three dimensional lattice instead

of layers, and disorder rock-salt phase where the transition metals and lithium

sites are mixed randomly. Normally, these phases begin forming after lithium re-

moval, with spinel phases Li2NiMn3O8, LiCoNiO4 and LiNi2O4 and rocksalt phase

NiO being predicted to form theoretically [90] and observed experimentally [91].

These phases become more and more favourable compared to a layered struc-

ture as the lithium content is decreased or the nickel content is increased.

The spinel structures can form favourably from a 50% (dis)charged state as

they have the same stoichiometry but the rocksalt phase such as NiO require

the removal of oxygen. As mentioned earlier oxygen release can occur when

charging to high voltages, the reason for this is that electron removal at high

levels of delithiation creates holes that become trapped in oxygen 2p orbitals [92,

93]. This causes the formation of O2 molecules that can then be released from

NMC leaving it with an oxygen deficiency, making the formation of NiO and other

rocksalts possible.

When lithium is fully removed, a handful of other transition metal dioxide phase

could become more favourable than the layered phase, such as rutile, anatase

or delithiated spinel. However, these all require significant reordering from the

layered structure, limiting where these phases could form to areas where the

atoms are less confined, such as surfaces and grain boundaries.
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3.2.2.2 Surface Stability

The surface can react with, or effectively catalyse reactions of, the electrolyte

such as ethylene carbonate [94] forming a new material on the surface. This

new material on the surface is called the solid-electrolyte interphase (SEI) and

is known to be one of the causes of voltage and capacity fade over time. The

formation of the SEI can also be expedited by imperfections in the surface such

as cracks and grain boundaries. These can allow for phase transitions as there is

more room to reorganise, as well as allowing for reactions with other compounds

present to occur, such as H2O, CO2, LiPF6 [95] and sulphides [5], which can

lead to the redox of the transition metals. Adsorptions of these compounds can

also effectively block lithium pathways into the van der Waals gap reducing the

capacity of NMC materials. Oxygen dissociation can occur more readily at the

surface [96, 93] leading to the formation of rocksalt phases, which also block off

the van der Waals gap.

3.2.2.3 Thermal Stability

Many of the previously mentioned reactions and phase changes can be expedited

by an increase in temperature [91, 73], with higher temperatures giving each

and every atom additional energy according to 𝑘𝐵𝑇 , which is the internal energy

of an atom at a given temperature (for room temperature, 298 K, this equates

to ≈ 25.2 meV). It has been shown that an increase in nickel content leads to

less stability at higher temperatures [76]. This can be attributed to the energy

required to remove oxygen atoms from the NMC structure, oxygen atoms that

have high nickel coordination are less stable than those with less neighbouring

nickel atoms [73].

Despite the high voltages and capacities that these alloyed transition metals

oxides have, there is a clear need to stabilize them, either via optimising their

stoichiometries or other means such as doping, in order to design the next gen-

eration of cathodes. Mitigating the causes of degradation is at the forefront of the
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ongoing research into alloyed transition metal oxides and overcoming it will allow

for the more exotic chemistries to become commercialised.

3.3. How water splitters work

3.3.1 History and Basics of Water Splitters

Not long after the invention of the voltaic pile by Alessandro Volta in 1800, the con-

tinuous current it produced was used by William Nicholson and Anthony Carlisle

to break water into its base components via electrolysis, which follows the reac-

tion

H2O
(l)

−−−⇀↽−−− H2
(g)

+ 1
2

O2
(g)
, (3.7)

where energy is added to water to split it into hydrogen and oxygen gases. Cur-

rent flows from one electrode to another, one that takes electrons from the voltaic

pile to reduce water into H2 and aqueous OH− ions, and the other oxidises these

OH− ions to make O2, some water and electrons. These occurs via the half reac-

tions

2H2O
(l)

+ 2e− −−−→ H2
(g)

+ 2OH−
(aq)

,

2OH−
(aq)

−−−→ 1
2

O2
(g)

+ H2O
(l)

+ 2e−,
(3.8)

called the hydrogen evolution reaction (HER) and the oxygen evolution reaction

(OER) which occur at the cathode and anode respectively. The overall reaction

is reversible, with water and energy in the form of heat being generated. How-

ever, it wasn’t till 1869 that the generation of hydrogen via electrolysis became

cheaper thanks to the invention of the Gramme machine by Zénobe Gramme.

The Gramme machine was an electrical generator that produces a direct cur-

rent, allowing for continuous current for a far longer duration than the voltaic pile

(essentially for as long as work is done on the machines crank).
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The HER and OER half reactions stated above are only one possible route of

electrolysis that occurs in a basic solution (high pH), another set of half reactions

exist for an acidic solution (low pH)

2H+
(aq)

+ 2e− −−−→ H2
(g)
,

2H2O
(𝑙)

−−−→ O2
(𝑔)

+ 4H+
(𝑎𝑞)

+ 4e−.
(3.9)

These, like the basic solution equations, occur at the cathode and anode respec-

tively. These reactions require a potential difference of at least 1.23 V to occur

due to the relative change in Gibbs free energy require for the two half reac-

tions. These can be compared to each other by first considering the change in

Gibbs free energy for each half reaction under standard conditions (298.15 K,

101.325 kPa, 0 pH) relative to the standard hydrogen electrode per electron,

called the standard electrode potential (𝐸𝑜). This means that the reaction 2H+ +

2e− −−−→ H2 is said to have zero change in Gibbs free energy per electron.

From this, the standard electrode potential energy for the other half reaction is

𝐸𝑜 = 1.23 eV [97], meaning that four times this amount is required for the reaction

2H2O −−−→ O2 + 4H+ + 4e−.

3.3.1.1 The Nernst Equation

These potentials will change when the conditions are changed, be it temperature,

pressure or pH. This change can be calculated according to the Nernst equation

which is derived from a few different expressions. Starting with

𝐸𝑜 = 𝐸𝑜𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 − 𝐸
𝑜
𝑜𝑥𝑖𝑑𝑎𝑡𝑖𝑜𝑛, (3.10)

which means that an oxidation reaction must be reversed when calculating the

reaction quotient which is introduced later, reduction reactions do not. This can

be related to the change in Gibbs free energy under standard conditions, Δ𝐺𝑜, by
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Δ𝐺𝑜 = −𝑛𝐹𝐸𝑜, (3.11)

where 𝑛 is the number of electrons transferred in the reaction and 𝐹 is the Faraday

constant. If we change the standard conditions to general conditions we get

Δ𝐺 = −𝑛𝐹𝐸, (3.12)

where Δ𝐺 is the change in the Gibbs free energy and 𝐸 is the potential difference.

These can be related to one another using

Δ𝐺 = Δ𝐺𝑜 + 𝑅𝑇 ln𝑄,

−𝑛𝐹𝐸 = −𝑛𝐹𝐸𝑜 + 𝑅𝑇 ln𝑄,
(3.13)

where 𝑅 is the molar gas constant, 𝑇 is temperature and𝑄 is the reaction quotient.

When rearranged, we get the Nernst equation [97]

𝐸 = 𝐸𝑜 − 𝑅𝑇

𝑛𝐹
ln𝑄. (3.14)

For the standard hydrogen electrode, 𝐸𝑜 = 0 for all temperatures and the

reaction quotient is 𝑄 = [H2]/[H+], meaning that ln𝑄 = ln[H2] − ln[H+], which

allows us to relate this to the pH of the solution through ln[H+] = −2.303 · pH. As

such, an increase in pH leads to the potential of the HER reaction, 2H+ + 2e− −−−→

H2, decreasing and Δ𝐺 increasing.

On the other hand, the OER reaction, 2H2O −−−→ O2 + 4H+ + 4e−, first needs to

be reversed as it is an oxidation reaction. This means 𝑄 = 1/[H+] [O2] (H2O is not

included in the reaction quotient) and ln𝑄 = − ln[H+] − ln[O2] such that for this

reaction, as pH is increased, the potential decreases and Δ𝐺 increases.

Given that these reaction happen in tandem, they are both affected by changes

in pH in the same way such that the difference in their potentials is always 1.23 eV,

as shown in Figure 3.4.
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Figure 3.4: How pH affects the potential of the HER and OER half reaction for splitting
water. The left axis shows the potential difference relative to the standard
hydrogen electrode and the right axis shows the change in the Gibbs free
energy in eV relative to the vacuum level (the energy of a stationary free
electron outside of a material).

3.3.2 Photoelectrolysis

Within water splitting via electrolysis, the energy the electrons carry is supplied

by an external circuit. However, this energy could instead come from the excita-

tion of electrons via the absorption of photons. This process occurs naturally in

photosynthesis where the hydrogen in the water forms other organic molecules

with carbon and oxygen, with the byproduct being oxygen. Both photosynthesis

and photocatalytic water splitting, sometimes called photoelectrolysis, require four

electron excitations for a complete reaction meaning that four photons need to be

absorbed. This is because the OER half reaction occurs via four subreactions

∗ + H2O
(𝑙)

−−−→ ∗ OH + H+
(𝑎𝑞)

+ e−,

∗OH −−−→ ∗ O + H+
(𝑎𝑞)

+ e−,

∗O + H2O
(𝑙)

−−−→ ∗ OOH + H+
(𝑎𝑞)

+ e−,

∗OOH −−−→ ∗ +O2
(𝑔)

+ H+
(𝑎𝑞)

+ e−,

(3.15)
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which occur in an acidic solution. Here ∗ represents the surface of the photo-

catalyst, meaning that ∗OH is an OH group adsorbed onto the surface of the

photocatalyst. A similar set of subreactions can be written for a basic solution

∗ + OH−
(𝑎𝑞)

−−−→ ∗ OH + e−,

∗OH + OH−
(𝑎𝑞)

−−−→ ∗ O + H2O
(𝑙)

+ e−,

∗O + OH−
(𝑎𝑞)

−−−→ ∗ OOH + e−,

∗OOH + OH−
(𝑎𝑞)

−−−→ ∗ +O2
(𝑔)

+ H2O
(𝑙)

+ e−,

(3.16)

In both sets of subreactions, four electrons are produced meaning that two lots

of the respective HER half reaction can occur, which also occur via subreactions.

These are split into three separate reaction for an acidic and basic solution. The

first of these reactions is called the Volmer reaction

∗H+
(𝑎𝑞)

+ e− −−−→ ∗ H,

∗H2O
(𝑙)

+ e− −−−→ ∗ H + OH−
(𝑎𝑞)

,

(3.17)

which are the acidic and basic reactions respectively. This reaction can then be

followed by the Heyrovsky reaction

∗H + H+
(𝑎𝑞)

+ e− −−−→ ∗ +H2,

∗H + H2O
(𝑙)

+ e− −−−→ ∗ +H2 + OH−
(𝑎𝑞)

,

(3.18)

which are the acidic and basic reactions respectively. Alternatively, the Volmer

reaction can occur twice, resulting in two separate hydrogen adsorptions. These

two adsorbed hydrogen atoms can then react together via the Tafel reaction
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∗H + ∗H −−−→ 2 ∗ +H2
(𝑔)
. (3.19)

There is only one version of the Tafel reaction as it does not involve H+ or OH−.

This does, however, require that the two hydrogen adsorptions are close to one

another. A schematic of the OER and HER (following the Volmer and Heyrovsky

reactions) is shown in Figure 3.5 for the acidic case.

Figure 3.5: A schematic of the OER and HER (following the Volmer and Heyrovsky
reactions) in acidic conditions.

3.3.2.1 Electronic Band Interactions

Now that we understand the reactions that occur, we can move onto the interac-

tion of the catalyst’s electrons and light. This requires an understanding of the

electronic bands within the catalyst.

In order for electrons to have enough energy for the HER reactions, they need

to be excited by absorbing light with at least 1.23 eV of energy (equivalent to

roughly 1000 nm). For this to occur, the catalyst needs to be able to absorb

light of this energy and therefore possess a bandgap equal to 1.23 eV. Electrons

are excited from the valence band to the conduction band, they then drop down
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in energy and react in the HER subreactions. Electrons produced by the OER

subreactions also drop down in energy to the valence band, filling up the empty

states produced by the initial electronic excitation. In order for the electrons to be

able to drop down in energy, the band gap of the catalyst actually needs to be

greater than 1.23 eV for this to be both favourable and probable. Each of the OER

and HER subreactions will have an associated activation energy that will need to

be overcome via the electrons having even more energy, meaning that the band

gap needs to be even larger. Additionally, while the ideal energy for each of the

OER subreaction is 1.23 eV, every single possible different catalytic surface will

change the energy of each step, making them require more or less than the ideal

1.23 eV. They will, however, always sum to four times 1.23 eV (4.92 eV).

Figure 3.6: The energy levels of the valence and conduction bands of a material used
for photoelectrolysis compared to the energy level at which the OER and
HER occur at a pH of 0.

Figure 3.4 shows the relative positions of the OER and HER reaction with re-

spect to the vacuum level. This is the energy of a stationary free electron outside

of a material. Electronic bands within a material lie relative to this same vacuum

level. In order for electrons to drop down in energy from the conduction band of

the material to the HER the conduction band needs to be higher than the HER

relative to the vacuum level. This is true also for electrons to drop down from the

OER to the valence band, i.e. the valence band needs to be lower than the OER.

This mean that the valence and conduction bands need to straddle the HER and

OER in energy, which is shown in Figure 3.6 for a pH of 0.
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3.4. State of the art Photoelectrolysis Devices

Unlike battery cathodes, there are many different types of materials that are of

current interest in the field of photoelectrolysis due to different sought after prop-

erties, the most important of these are the efficiencies of the different processes

that occur in order to split water. There are a few main factors that can be used to

determine the overall performance of a photoelectrolysis device, these are light

absorption, charge generation, charge separation, charge transportation and fi-

nally charge extraction into the HER and OER reaction [98]. These are all parts

of the solar to hydrogen (STH) efficiency of a given material or materials. Some

materials are more efficient at different parts of this leading to high efficiency in

one or more steps but a low STH efficiency.

While it is easy to see how a single material can be used to absorb light

and do both the OER and HER, the strict requirements of the band alignment

means that it is far easier to find two or more materials that can work in tandem,

each responsible for a separate part of this. One form of these are photoanodes

combined with a cathode, the photoanode is responsible for the absorption of light

and as a catalyst for the OER while the electrically linked cathode is responsible

for the HER, this is shown in Figure 3.7 (a). Some examples of photoanodes

currently under investigation are 𝛼-Fe2O3, TiO2, ZnO, WO3, SnO2, BiVO4 and

PbBi2Nb2O9 [98, 99, 100]. However these systems suffer from low STH efficiency

due to the recombination of electrons and holes, as well as the additional energy

that is required for charges to be transported through a wire from the photoanode

to the cathode. It has been shown that nanostructuring these materials, in order

to increase their surface area to volume ratio and shorten the distance that the

charges have to travel, or heterostructuring, dopant control and the attachment

of quantum dots, in order to provide more favourable routes for charges to be

transported via, can improve their overall STH efficiency [98].

Photocathodes have also been investigated in depth as an alternative to pho-

toanodes. These photocathodes act as light absorbers and the site where the

HER occurs and a normal anode is used for the OER, this is shown in Figure
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3.7 (b). Materials that are being investigated for this use include perovskites like

MAPbI3 (where MA is methylammonium), CsPbBr3 and CsFAMA (where FA is

formamidinium) [101], and transition metal oxides such as Cu2O, CuO, Cu3VO4,

NiO and Co3O4 [99, 102]. Just like the photoanodes, these photocathodes suf-

fer from low STH efficiencies that can be improved upon via nanostructuring and

heterostructuring.

There is also another form of photoelectrolysis device that uses both a pho-

toanode and a photocathode. Within these systems, electrons are excited in the

photoanode and then de-excite, either directly or via an intermediate material,

to the valence band of the photocathode where the electrons undergo an addi-

tional excitation before catalysing the HER, this is shown in Figure 3.7 (c). These

are called Z-scheme photoelectrolysis devices and while they gain the benefit of

having two materials that are efficient at the HER and OER respectively, the re-

quirement of two excitation events increases the chances of recombination and

thus lowers the STH efficiency [103].

Figure 3.7: The energy levels of the (a) photoanode with cathode, (b) photocathode
with anode and (c) photoanode with photocathode in the Z-scheme setup
compared to the energy levels at which the OER and HER occur.

3.4.1 Single Electrode Photoelectrolysis

While there are many materials that have appropriately sized and positioned

bandgaps for catalysing both the HER and the OER, finding a material that is
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efficient at both is a challenge. There are materials that are far better at the OER

than the HER due to having a large OER overpotential (Where there is a large

difference in energy between the OER and the valence band), such as SrTiO3,

Ta2O5, Bi2MoO6, BiVO4, TiO2 and ZnO, while oher materials are the opposite and

are far better at the HER due to having a large HER overpotential (Where there is

a large difference in energy between the HER and the conduction band), such as

C𝑥Fe2O4, InVO4, In2O3, Ce2O3 and Cu2O [100]. For photoelectrolysis, an overpo-

tential means that the position of the band is either significantly higher than the

HER or significantly lower than the OER. Other materials that are equally capa-

ble of both reactions exist [103, 104, 105], based off either transition metal oxides,

such as ZrO2, KTaO3, ZrO2, WO3, Fe2O3 SnO2, or general semiconducting mate-

rials, such as ZnS, SiC, CdS, InP, GaP and GaAs [99, 102, 104]. These generally

have higher STH efficiencies than multiple electrode setups due to there being

less steps where electron-hole recombination can occur.

These materials can also be improved by similar means as the multiple elec-

trode setups mentioned before. The addition of noble metal nanoparticles, such

as Pt, Ru, Ir or Ni, to the surface can help with the HER reaction but also allows

the reverse OER (oxygen reduction reaction) to occur more readily [100]. Het-

erostructuring can help with charge separation, such as TiO2 / 𝛼-Fe2O3, 𝛼-Fe2O3

/ SrTiO3, Fe2O3 / ZnFe2O4, TiO2 / ZnFe2O4, TiO2 / WO3, WO3 / BiVO4 and TaON /

CaFe2O4, reducing the probability of electron-hole recombination [98] by spatially

separating the electron and hole.

While having a large HER or OER overpotential, or both, leads to less overall

recombination, it also means more of the energy absorbed does not end up as

hydrogen. For this reason there has been lots of attention on visible light active

(VLA) materials that have bandgaps that only just straddle the HER and OER.

One of the most recent of these are the d0 (Ta5+ and Nb5+) and d10 (Ge4+ and

Ga3+) metal (oxy)nitrides which have some of the highest STH efficiencies pos-

sible. Unfortunately these materials are difficult to produce, often having defects
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which can act as recombination sites on top of the low bandgap allowing for re-

combination to occur more readily [100].

3.4.2 Degradation and Photocorrosion

Once the electrons in a material are excited by light they can give up their energy

in many different ways, the most common of which is recombination but said

electron and hole can instead go on to react in adverse ways. The holes in a

system can reduce the catalyst instead of water, for the catalyst ZnO this follows

the reaction

ZnO + 2h+ −−−→ Zn2+ + 1
2

O2. (3.20)

While this does create oxygen just like the OER reaction does, this does not pro-

duce the H+ required by the acidic HER and breaks down the catalyst. These side

reactions can be reduced by the use of hole scavengers or electron accepters.

Hole scavengers such as alcohol and sulphide ions react with holes in the valence

band so that they can’t adversely react with the catalyst itself, however this means

that the hole can no longer be used in the OER. Electron accepters such as Ag+

or Fe3+ have a similar issues, while they remove electrons from the conduction

band, they prevent them from reacting in the HER [104].

The current state of the art photoelectrolysis devices show great promise

for producing sufficient quantities of clean hydrogen, there has been significant

progress in device improvement via nanostructuring and heterostructuring lead-

ing to higher STH efficiencies. However, there are still several challenges that

need to be overcome before practical large scale use. Limiting losses via recom-

bination and improving material stability to photocorrosion is the current focus of

ongoing research.

In this chapter we have covered the intricacies of batteries and photoelectrol-

ysis devices, going over the historical context, theoretical foundations and the
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current state of the art in both fields. A clear set of challenges has been outlined

that need to be overcome in order to advance these fields of research. In the

following chapters we hope to address some of these.
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Chapter 4

Computational Analysis of the

Enhancement of Photoelectrolysis using

Transition Metal Dichalcogenide

Heterostructures

"This is an obvious wrong."

– A comment by a reviewer

In this chapter, individual TMDCs MoS2 and PdSe2 and a heterostructure of

these have been investigated for their potential use as photoelectrolysis devices.

The energetic steps of both the HER and OER have been looked at on these

monolayers and the heterostructure to determine whether or not they are suitable

and to see the effect of heterostructuring. We will begin with a brief introduction

to this area of research and the methods used within this chapter. The adsorp-

tion of different species involved in the HER and OER have been compared to

one another through the use of phase diagrams, these are described along with

the different investigated adsorption sites, the energetics of the water splitting

reactions and the DFT parameters used within this chapter.

4.1. Introduction

The need to reduce CO2 levels [106] has resulted in increased demand for clean

alternative fuels such as hydrogen. Hydrogen can be obtained via photocatalytic

breakdown of water, often termed "water-splitting" [107], which offers a potentially

cheap and renewable method of producing clean hydrogen gas [11, 12].

89



The critical factor in the photocatalytic reactions associated with the water

splitting reactions is the surface involved; each has different energetics associ-

ated with enabling the process. The search for the ideal surface is thus crucial to

utilisation of photocatalytic water splitting. The desired decomposition reaction is

comprised of two reactions known as the hydrogen (HER) and oxygen evolution

reactions (OER).

Two dimensional (2D) materials, such as the transition metal dichalcogenides

(TMDCs) are good candidates for water splitting catalysts [108, 109, 16] due to

their desirable electronic [110, 111] and catalytic properties [12, 112]. Molybde-

num disulphide (MoS2) is prolific among the TMDCs, as it is naturally occurring

and finds use as a solid lubricant [20] as well as for the hydrosulphurisation re-

action [21] as a catalyst in the petroleum industry. PdSe2 has shown potential

for a wide array of electronic applications, including photovoltaics [113], solar

cells [114] and thermoelectrics [115].

Heterostructuring and overlayers are increasingly attractive approaches to

tailoring properties for photocatalysis [116, 117, 118, 119, 120, 121, 122, 123,

124, 125]. Two-dimensional materials are ideal for heterostructuring, due to the

comparative ease with which they can be made (such as via exfoliation [126])

and has been applied to TMDCs [127, 128, 129, 130, 131]. For water split-

ting, predicting the band alignment of various TMDCs heterostructures from their

components is relatively easy [111] due to the weak interaction between the

layers. For solar energy harvesting, the focus of heterostructuring has been

on Type II band alignment heterojunctions, which have shown gains in optimis-

ing band edge positions [128], improving the carrier mobility [132] and the re-

sultant electric field causing a reduction in electron-hole recombination [116].

Type I (straddling) heterojunctions have seen some consideration as photocat-

alysts [133, 134, 135, 117]. Type I heterojunctions drive both electrons and holes

towards the straddled layer, which can promote spontaneous recombination and

lower efficiency of Type I compared to Type II. In particular, in some cases Type

I has been shown to be more robust to conditions where the water is mixed with
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other components (such as acid)[135]. PdSe2 has been considered for water

splitting and for Type I approaches, Song et al. [136] have indicated that PdSe2

has a low intrinsic recombination rate, which is highly suitable for photocatalysis.

Previous explorations of monolayer MoS2 and P-PdSe2 have shown agree-

ment for properties such as lattice constant and structure with first principles re-

sults using the GGA functional [112]. The optical gaps of these two structures are

experimentally observed as 1.89 eV [112] and 1.3 eV [137] respectively, with the

corresponding GGA values being 1.79 eV to 1.88 eV [138, 112] and 1.37 eV [139],

again respectively. MoS2 is well known to exist in the H- and T-phases [140, 141],

whilst PdSe2 has only recently been fabricated and is observed to form the T-

[142, 113, 114] and a two-dimensional phase which includes Se-Se bonds often

called P-phase [143, 114], with the T-phase having been made in nanotube form

with a band gap of 0.7 eV [142].

The photocatalytic potential of MoS2 for water splitting has attracted consid-

erable attention [144] due to its good absorbance of light [145], though its other

properties have been shown to be less desirable, in particular its poor electri-

cal conductivity [146] and required overpotential for water splitting of at least

170 mV [147, 148]. An additional issue for MoS2 is that the basal plane S-

sites show a reduced reaction rate compared to edge and defect sites [149]. To

circumvent these issues, several approaches focus on combining MoS2 with a

second system aiming to improve these properties. Combination of MoS2 with

oxygenated graphene and C3N4 by Xu et al. [150] showed MoS2 could reach a

hydrogen evolution rate of 1841.72 µmol h−1 g−1, with external quantum efficiency

of 7.11%. Xiang et al. [151] showed that a TiO2/MoS2/graphene composite could

reach hydrogen evolution rate of 165.3 µmol h−1, corresponding to a quantum ef-

ficiency of 9.7% at a wavelength of 365 nm, even without a cocatalyst. Hou et

al. [146] used MoS2 as part of a carbon nanocage, where the improved surface

area increased the photocatlaytic activity, but notably increased the required over-

potential for the HER to 530 mV. Approaches such as tailoring the porosity of the

nanosheets [152] have been found to improve the activity of HER catalysts.
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The band gap of T-PdSe2 is reported to be 0.77 eV (1.3 eV) with the GGA-

PBE (HSE06) functional, with an in plane lattice constant of 3.56 Å [114]. The

suitability of this phase of PdSe2 for photovoltaic applications is postulated by

Lei et al. [153]. Given this suggestion, among others [154, 155], we consider

it for use as a photocatalyst in conjunction with monolayers of the well studied

MoS2, with potential applications for this heterojunction extending beyond water

splitting [114].

Photoelectrolysis of water involves three key processes; photon absorption by

a photocatalyst, the resultant electron excitation, and the subsequent reaction at

the boundary of the photocatalyst [156]. Despite this simplified overview, many

different factors dictate the suitability of a photocatalyst [157], and the complexity

of the design [158] increases possible permutation options.

Here we present theoretical calculations of the electronic and energetic prop-

erties of 2H-MoS2 and 1T-PdSe2 individually and as a heterostructure for appli-

cation in water splitting. These are investigated using density functional theory

(DFT). The band alignment of the heterostructure with respect to the OER and

HER is discussed and the different functional groups involved in the water splitting

reactions are added to these structures to determine their energetics. The phase

diagrams of these systems and their adsorptions are investigated to determine

their relative stability in an air environment. We present the reaction pathways

for water splitting on both monolayers and the heterostructure comparing the re-

sults. Finally, we describe a robust methodology for developing TMDCs for water

splitting.

4.2. Methods

4.2.1 Density Functional Theory Parameters

First principles DFT calculations were performed using the Projector augmented

wave (PAW) [159, 160] method implemented in the Vienna Ab initio Simulation

Package (VASP) [161, 162, 45, 46]. The calculations utilizes Perdew-Burke-
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Ernzerhof electron exchange correlation functions [163, 164]. The blocked-Davidson

algorithm is used to achieve self-consistency for all calculation done in this piece

of work [45, 46]. The plane wave energy cutoff was set at 900 eV, as it was

found that lower values could not correctly capture the vacuum gap that was in-

cluded, with a Γ-centred Monkhorst-pack grid [165] of at least 6 × 6 × 1 for the

two individual constituents and 3 × 3 × 1 for the heterostructure supercells. Van

der Waals interactions were included using the DFT-D3 method of Grimme [53] to

account for the weak interactions between the 2D layered materials. The struc-

tures were geometrically relaxed until the forces between the atoms were less

than 0.01 eV/Å using a combination of the conjugate gradient algorithm [54] and

a quasi-Newtonian relaxation algorithm, RMM-DIIS [55]. For all monolayers and

the heterostructure, a vacuum gap of 15 Å in the [001] direction was used to re-

move spurious layer interactions and all layers were aligned to the (001) Miller

plane. PAW pseudopotentials were used for the electrons. The electrons that

have been treated as valence are: Mo 4𝑑5𝑠, Pd 4𝑑, S 3𝑠3𝑝, Se 4𝑠4𝑝, O 2𝑠2𝑝 and

H 1𝑠. The experimental lattice constants for H-Phase [166] MoS2 are 3.16 Å and

12.30 Å (for a and c respectively), compared to the PBE GGA lattice constants

3.19 Å and 12.44 Å. For both MoS2 and PdSe2, a 2 × 2 supercell of either TMDC

was used as a reference.

The absorption spectra presented are calculated following the approach of

Tsai [167], using the energy eigenvalues obtained from density functional theory.

The matrix elements necessary to account for selection rules are not evaluated

due to the large number of plane waves required to construct the wave functions

described for each k-point, spin and band (This was a limitation in the method

that we used, requiring far more memory than we had access to for the systems

investigated). The number of plane waves required to build the wave functions in

these cases was significantly higher than typical systems due to the vacuum re-

gion introduced to model the surface. It has also been shown that the absorption

spectra of TMDC heterostructures is simply a superposition of their constituent

TMDC, at least for two layers [168].
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MoS2 and PdSe2 supercells of varying sizes were used to simulate differ-

ent concentrations of oxygen (O), hydrogen (H), hydroxyl (HO) and hydroperoxyl

(HOO) groups using the PBE functional. The HSE06 functional has not been

used as it overestimate the band gap of monolayer TMDCs such as MoS2 (with

HSE06 giving a band gap of 2.12 eV or more [169, 170], experimentally mea-

sured value of 1.89 eV [112]). Similarly, energetics related to the adsorption of

atoms/molecules assessed using the HSE06 functional have been shown to be

similar to those for the PBE functional [171]. The heterostructure was made using

the ARTEMIS [172] package, which carries out a series of rotation matchings of

the two layers and produces a unit cell with the minimal strain, alongside esti-

mating the interlayer distance. The resulting structure consists of 16 unit cells of

MoS2 overlaid by a 12 unit cells of PdSe2, with an angle mismatch of 30◦, corre-

sponding to 0.43% tensile strain on the MoS2 layer and 1.52% compressive strain

on the PdSe2 layer. The structure and electronic properties of this heterostructure

are discussed in more depth later in the paper.

4.2.2 Energetics of water splitting

Chemical potentials play an important role in how the reactions of the water split-

ting process occur. The chemical potential of H2 gas can be related to tempera-

ture and pressure via [173]:

𝜇𝐻2 (𝑔) = 𝜇
0
𝐻2 (𝑔) + k𝐵T ln (𝑝𝐻2), (4.1)

where 𝑝𝐻2 is the partial pressure of H2 gas and 𝜇0
𝐻2 (𝑔) is the chemical potential of

H2 gas at standard conditions (1 atmosphere and 298.15 K). The value of 𝜇0
𝐻2 (𝑔)

is equivalent to the Gibbs free energy and can be calculated from the enthalpy

and entropy,

𝐺 (𝑇, 𝑝)𝐻2 = 𝐻 (𝑇, 𝑝)𝐻2 − 𝑇𝑆(𝑇, 𝑝)𝐻2 , (4.2)

which is equivalent to
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𝜇0
𝐻2

= E𝐷𝐹𝑇, 𝐻2 + E𝑍𝑃𝐸, 𝐻2 − TS0
𝐻2
, (4.3)

where E𝐷𝐹𝑇, 𝐻2 is the energy obtained from DFT of a H2 molecule in isolation (a

single H2 molecule with a large vacuum gap on all sides) and E𝑍𝑃𝐸, 𝐻2 is the zero-

point energy (ZPE) correction. These two terms are equivalent to the enthalpy

of H2, 𝐻 (𝑇, 𝑝)𝐻2. Table 4.1 shows the ZPE corrections for adsorptions, which are

similar for varying surfaces, and the standard entropies, S0.

Table 4.1: The ZPE, obtained from the literature [173, 174, 175], and entropy values (at
standard conditions) which are obtained from standard tables [173, 175].

Species E𝑍𝑃𝐸 (eV) TS0 (eV)
HOO* 0.461 0.138
HO* 0.307 0.007
H* 0.05 0.2
O* 0.075 0.051
O2(𝑔) 0.10 0.64
H2(𝑔) 0.265 0.41
H2O(𝑙) 0.55 0.67

Following the approach of Man et al [173, 176], the calculations performed

in DFT are at 0 K. As this is done under the adiabatic approximation [177], the

motions of the ions are not included in the total energy. In order to better model

the energetics of water splitting, the contribution to the ground state energy from

the ionic motion needs to be included, i.e. the ZPE term. This ZPE term accounts

for the ionic motion of the molecule at zero Kelvin. The final term (TS0
𝐻2

) is to

include the effects of vibrational modes at finite temperature. Adding these terms

creates a more accurate approximation [173] to conditions at 298.15 K.

The reactions that form the water splitting process occur at two energy levels;

the hydrogen and oxygen evolution reaction (HER and OER respectively) poten-

tials. These levels are calculated with respect to the standard hydrogen electrode,

which is defined by the following reaction,

H+ + e− −−−⇀↽−−−
1
2

H2(𝑔) . (4.4)

This can be expressed in terms of the chemical potentials as
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𝜇𝐻+ + 𝜇𝑒− =
1
2
𝜇𝐻2 (𝑔) . (4.5)

This relation can be further broken down into the chemical potentials of protons

and electrons,

𝜇𝐻+ = 𝜇0
𝐻+ − 2.303 k𝐵T pH, (4.6)

and

𝜇𝑒− = 𝜇0
𝑒− − 𝑒𝑈, (4.7)

where 𝑒𝑈 is the shift in the electron energy due to an electric potential and 𝜇0
𝐻+

and 𝜇0
𝑒− represent the chemical potentials under standard conditions. These con-

ditions allow equation (4.5) to be restated as

𝜇0
𝐻+ + 𝜇0

𝑒− =
1
2
𝜇0
𝐻2 (𝑔) . (4.8)

At a pH of 0, the HER and OER occur at -4.44 eV [178] and -5.67 eV respec-

tively, in reference to the vacuum level. The HER is 1.23 eV above the OER. The

position of the HER and OER can either be adjusted via a change in pH (upwards)

or via an applied potential (i.e. the overpotential).

The overall water splitting reaction is given as

H2O
(l)

+ 𝛾 −−−⇀↽−−− H2
(g)

+ 1
2

O2
(g)
, (4.9)

where 𝛾 represents the photon’s energy. This expression can be further decom-

posed into the constituent reactions involving the catalytic surface, each of which

have an associated energy and set of reactants and products. The first step in

the process, within which the catalytic surface reacts with water at the OER, is as

follows [173]

H2O
(l)

+ ∗ −−−⇀↽−−− HO∗ + H+
(aq)

+ e−. (4.10)
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where ∗ represents the surface of the structure. Similarly, HO∗ is a surface with a

HO adsorbed. From this, the change in the Gibbs free energy is expressed as

ΔG1 = ΔGHO∗ − ΔG∗ − ΔμH2O + μH+ + μe− . (4.11)

This can be expanded using equations (4.3), (4.6), (4.7) and (4.8) as

ΔG1 = (E𝐷𝐹𝑇 + E𝑍𝑃𝐸 − TS0)𝐻𝑂∗ − (E𝐷𝐹𝑇 + E𝑍𝑃𝐸 − TS0)∗

− (E𝐷𝐹𝑇 + E𝑍𝑃𝐸 − TS0)𝐻2𝑂 + 1
2
(E𝐷𝐹𝑇 + E𝑍𝑃𝐸 − TS0)𝐻2

− 2.303 k𝐵T pH − 𝑒𝑈.

(4.12)

A similar process can be followed for the remaining steps of each reaction, as

seen in Man et al [173].

HO∗ −−−⇀↽−−− O∗ + H+
(aq)

+ e−, (4.13)

O∗ + H2O
(l)

−−−⇀↽−−− HOO∗ + H+
(aq)

+ e− (4.14)

and

HOO∗ −−−⇀↽−−− O2
(g)

+ H+
(aq)

+ e− + ∗. (4.15)

The free energy diagrams are taken with respect to the standard hydrogen

electrode (pH = 0 and U = 0) indicating that there is an abundance of hydro-

gen and there is no energy difference between H+ + e– and H2. This latter

point means that, instead of considering the full Volmer-Heyrovsky or Volmer-

Tafel equations [176], the HER can be reduced to

H+
(aq)

+ e− +∗ −−−⇀↽−−− H∗ −−−⇀↽−−−
1
2

H2. (4.16)

As the start and end stages are are equivalent only the intermediate step of

Δ𝐺𝐻∗ is necessary as a the descriptor of the HER activity for a wide variety of
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catalysts. Further details are available at the end of this chapter 4.5. The H+ ions

used during the HER steps balance with the ions produced during the OER steps.

In the ideal case, the optimum energy involved in each step of the OER reac-

tion pathway would be the same, 1.23 eV (the separation of the HER and OER

potentials [179]). However, as previously demonstrated [176, 173, 175, 180, 181],

surfaces can alter the energies of these reactions such that an additional poten-

tial (the overpotential) is required for the reaction step to occur. This overpotential

can either be created by a larger band gap or via an external field and can lower

the theoretical efficiency of a semiconducting water splitting device.

4.2.3 Adsorption Sites and Phase Diagrams

For both MoS2 and PdSe2 monolayers, three different adsorption sites have

been considered: above a chalcogen atom (S, Se), above a transition metal atom

(Mo, Pd) and above the ring site. These sites are shown in figure 4.1 for the

H-phase structure of MoS2.

Figure 4.1: a schematic showing the potential adsorption sites considered. The red
atoms are the potential adsorption sites for the H-phase structure of MoS2.

These three sites have been studied with each of the different species involved in

the HER and OER steps: H, O, HO and HOO. For the heterostructure, these same

sites have been considered and no interstitial sites are investigated. For each

of these species, the relaxed structure with the lowest Gibbs free energy is the

most energetically favourable. Other sites may support metastable adsorptions

at a slightly higher energy, which can result in better photoelectrolysis properties

because increasing the energy of one step will lead to the next step requiring less
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energy. However for the purposes of this work, we have only considered the most

favourable site for further analysis. In order to compare the adsorption of different

species, phase diagrams are made following the approach of Heifets et al. [182],

and many others within the DFT community [183, 184, 185, 186, 187, 188, 189,

190, 191].

Phase diagrams are used to show how the structure, phase or morphology

of a material changes as conditions within a system vary. These could be pres-

sure, temperature, volume and concentration. These are constructed from dis-

tinct regions where a certain phase of a material is the most thermodynamically

favourable for given conditions. These regions are bounded by lines of equilib-

rium, these are lines where both phases can coexist under the same conditions,

e.g. both phases are equally favourable. Where multiple lines meet, three or

more phase can coexist under the same conditions. These diagrams do not show

metastable phases of materials, without modification, as these are never the most

favourable form of a material.

In order to construct a phase diagram we will start from the standard definition

of the Gibbs free energy, 𝐺,

𝐺 = 𝐻 − 𝑇𝑆 = 𝑈 + 𝑃𝑉 − 𝑇𝑆, (4.17)

where 𝐻 is enthalpy, 𝑇 is temperature, 𝑆 is entropy, 𝑈 is internal energy, 𝑃 is

pressure and 𝑉 is volume. A small change in the Gibbs free energy is

𝑑𝐺 = 𝑑𝐻 − 𝑇𝑑𝑆 − 𝑆𝑑𝑇 = 𝑉𝑑𝑃 − 𝑆𝑑𝑇 + (𝑑𝑞 − 𝑇𝑑𝑆), (4.18)

where 𝑑𝑞 is a change in heat energy. Enthalpy 𝐻 and a small change in it 𝑑𝐻 are

defined as

𝐻 = 𝑈 + 𝑃𝑉, (4.19)

𝑑𝐻 = 𝑑𝑈 + 𝑃𝑑𝑉 +𝑉𝑑𝑃. (4.20)
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A small change in the entropy 𝑑𝑆 is defined by

𝑑𝑆 ≥ 𝑑𝑞/𝑇. (4.21)

We consider two species, A and B, which can occur both separately or as a

single solid solution A𝑛B𝑚 made up of 𝑛 A per 𝑚 B. When this solid solution is

made from the two species there is an associated change in both enthalpy Δ𝐻

and entropy Δ𝑆 which contribute to a total change in the Gibbs free energy Δ𝐺

Δ𝐺 = Δ𝐻 − 𝑇Δ𝑆. (4.22)

For Δ𝐻 it is assumed that only the potential energy of the system changes

significantly due to the interactions between atoms A and B having a different

associated energy than A - A and B - B interactions. If the combination of A and

B is more energetically favourable than A and B separated, Δ𝐻 will be negative.

If A and B are more favourable as separate compounds, Δ𝐻 will be positive. Δ𝐻

for forming A𝑛B𝑚, Δ𝐻 (𝐴𝑛𝐵𝑚), from 𝑛 A and 𝑚 B is given by

Δ𝐻 (𝐴𝑛𝐵𝑚) = 𝐻 (𝐴𝑛𝐵𝑚) − 𝑛𝐻 (𝐴) − 𝑚𝐻 (𝐵). (4.23)

where 𝐻 (𝐴) is the enthalpy of A. If, for now, we consider the zero temperature

case (𝑇 = 0 K) we get a change in Gibbs free energy of

Δ𝐺 = 𝐻 (𝐴𝑛𝐵𝑚) − 𝑛𝐻 (𝐴) − 𝑚𝐻 (𝐵). (4.24)

We can relate the enthaply to the energy calculated for a system using DFT using

𝐻 (𝐴) = 𝐸𝐷𝐹𝑇 (𝐴) + 𝐸𝑐𝑜𝑟𝑟 (𝐴)

= 𝐸 (𝐴),
(4.25)
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where 𝐸𝐷𝐹𝑇 (𝐴) is the energy of A as calculated in DFT, 𝐸𝑐𝑜𝑟𝑟 (𝐴) is any correction

to this energy and 𝐸 (𝐴) is the energy of A at zero Kelvin. We can restate equation

4.24 as

Δ𝐺 = 𝐸 (𝐴𝑛𝐵𝑚) − 𝑛𝐸 (𝐴) − 𝑚𝐸 (𝐵)

= 𝐸𝐹𝑜𝑟𝑚 (𝐴𝑛𝐵𝑚),
(4.26)

where 𝐸𝐹𝑜𝑟𝑚 (𝐴𝑛𝐵𝑚) is the formation energy of A𝑛B𝑚, that is, the energy required

to make A𝑛B𝑚 from A and B at 0 Kelvin. Comparing the formation energy of

different composition of A and B, the composition with the lowest formation energy

is the most favourable structure, e.g. if 𝐸𝐹𝑜𝑟𝑚 (𝐴3𝐵4) < 𝐸 𝑓 𝑜𝑟𝑚 (𝐴𝐵2) then A3B4 will

form over AB2.

In order to see how the most favourable structure changes as the conditions

are changed we can reintroduce the 𝑇Δ𝑆 term, however, we will do this via the in-

troduction of chemical potential 𝜇. We will use the definition of chemical potential

at constant internal energy and volume of

𝜇 = −𝑇
(
𝜕𝑆

𝜕𝑁

)
𝑈,𝑉

, (4.27)

which is dependent on temperature and how entropy changes is the number of

particles in the system changes. If the number of particles in a system is varied,

which will vary 𝜇, the energy gained from forming a compound from said particles

will change, in the case of the above system we have two particles, A and B, thus

we have a chemical potential associated with both of these, 𝜇𝐴 and 𝜇𝐵 respec-

tively. These are the variables that we change in order to construct a chemical

potential phase diagram which we will label as Δ𝜇𝐴/𝐵. Within this work we vary

the chemical potentials of O2 and H2 gases using the following relation

𝐸𝑖 = 𝐸𝑇𝑀𝐷𝐶𝑂𝑛𝐻𝑚
− 𝐸𝑇𝑀𝐷𝐶 − 𝑛(𝐸𝑂 − Δ𝜇𝑂) − 𝑚(𝐸𝐻 − Δ𝜇𝐻), (4.28)
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where 𝐸𝑖 is the relative energy of phase 𝑖 for a particular combination of chemical

potentials. 𝐸𝑇𝑀𝐷𝐶𝑂𝑛𝐻𝑚
is the energy of a structure with an adsorbed species,

𝐸𝑇𝑀𝐷𝐶 is the energy of the TMDC structure without the respective adsorbed

species, E𝑂/𝐻 is half the energy of O2 and H2 gases respectively. Δ𝜇𝑂/𝐻 are

defined as the change in chemical potentials of oxygen and hydrogen gases, ref-

erenced to 𝐸𝑂/𝐻 respectively. 𝑛 and 𝑚 denote the stoichiometry of the systems

investigated , with 𝑛 being the number of adsorbed oxygen atoms and 𝑚 the num-

ber of adsorbed hydrogen atoms. We compare the value of 𝐸𝑖 for all structures

considered and the structure that has the lowest value for 𝐸𝑖 at given values of

Δ𝜇𝑂 and Δ𝜇𝐻 is the most favourable. This is an adsorption energy that is then

shifted by changing the chemical potentials, as such, the adsorption energy, 𝐸𝐴𝑑,

is defined as 𝐸𝑖 when Δ𝜇𝑂 = Δ𝜇𝐻 = 0. The gradient between regions is given by

𝑑 (Δ𝜇𝐻)/𝑑 (Δ𝜇𝑂) = −(𝑛1 − 𝑛2)/(𝑚1 − 𝑚2), where the subscripts on 𝑛 and 𝑚 are for

the two different structures that meet at the boundaries of regions. It is of note

that due to the shift of these diagrams, all positive values of Δ𝜇𝑂/𝐻 are regions

in which the formation of 𝑂2/𝐻2 gases are more favourable than the adsorptions

shown.

4.3. Results and Discussions

4.3.1 Heterostucture Geometric and Electronic Structure

To evaluate the suitability of the MoS2/PdSe2 heterostructure as a photocatalyst,

one needs to evaluate the electronic and absorption properties of the heterostruc-

ture. The MoS2/PdSe2 heterostructure shows minimal reconstruction under re-

laxation with the two constituent layers maintaining their individual geometries,

shown in figure 4.2(a). The MoS2 layer has a tensile strain of 0.42% and the

PdSe2 layer has a compressive strain of 1.52%, this strain was minimised by ro-

tating the layers by 30◦ relative to one another. The interlayer distance is 6.07 Å.

Forming the heterostructure from a monolayer of MoS2 (H-Phase) and PdSe2

(T-phase) is an exothermic process, with a formation energy of -0.0245 eV/Å2
.

102



Figure 4.2: (a) a schematic showing the MoS2/PdSe2 Heterostructure with the lattice
constants and interlayer distances labelled. (b) the absorption spectra for
the two monolayers, MoS2 in purple and PdSe2 in black. (c) the layer-
projected density of states for the Heterostructure calculated with respect
to the vacuum, MoS2 in purple and PdSe2 in black. The OER and HER are
indicated by the red dashed lines and the band gap of MoS2 is indicated
by the dashed purple lines. The zeros for graphs (b) and (c) are where the
shaded regions end (at the x-axis for those that touch the bottom of the
graph area)

For comparison, forming bulk MoS2 and PdSe2 from their respective monolayers

is also exothermic, with corresponding formation energies of -0.014 eV/Å2
and -

0.025 eV/Å2
. This indicates that the heterostructure is likely to be stable when

formed from these constituents. As these structures show minimal interlayer

interaction, both electronically and geometrically, one can consider the absorp-

tion spectra of the system as being a composition of the two individual spectra,

forming a Type I heterojunction. As can be seen from the theoretical absorp-

tion spectra shown in figure 4.2(b), the two constituents absorb strongly at the

onset of the band gap, with the PdSe2 layer absorbing strongly in the 1-2 eV

region. This is supported by the layer-projected density of states (layer-PDOS)

presented in figure 4.2(c), this decoupling between the monolayers is typical of

TMDC heterostructures [111]. These density of state graphs are referenced to

the vacuum energy by calculating the monolayer’s and heterostructure’s electron
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affinities which is the energy for an electron to go from the bottom of the con-

duction band to being free. The dashed purple lines indicate the band gap of

the MoS2 layer. The states that are observed in the gap of the MoS2 layer cor-

respond to induced gap states occurring due to the decay of PdSe2 states into

the MoS2 layer. This phenomena is observed in other structures which possess

interfaces [176, 192, 193, 194, 195] and is discussed at the end of this chapter in

section 4.5. For a pH of 3 and below, the HER aligns with the lowest unoccupied

molecular orbital of MoS2, and for all pH values the OER is higher than the high-

est occupied molecular orbital of MoS2. The PdSe2 layer does not have suitable

alignment for the HER but works for the OER at pH of 4 and above. This indicates

that the MoS2 layer can support electron hole pairs with sufficient energy to carry

out the water splitting reaction. However, the PdSe2 layer’s band gap is too small

for this reaction.

The MoS2 band gap is larger than the PdSe2 gap, which creates an elec-

tric field that drives electron-hole pairs from the MoS2 layer to the PdSe2 layer.

However, as the PdSe2 gap is smaller than the MoS2, trapping the electron hole

pair in the PdSe2 layer, encouraging recombination in the same layer. This ap-

proach to designing a water splitter means one could choose a surface TMDC

that has a smaller gap than the bulk substrate and thus engineer the system to

trap electron-hole pairs at the surface.

4.3.2 Adsorption sites and stability

In order to determine the appropriate reaction pathway for water splitting for MoS2

and PdSe2 several different site adsorptions were considered. Figure 4.3 displays

the outcome of this search, showing the most preferential site for the the adsorp-

tion of each of the adsorbed species investigated: H, O, HO and HOO, on 2 × 2

supercells of the corresponding TMDCs.

For MoS2, all the H-sites considered relaxed to the shown adsorption site

in figure 4.3(c). It was found that as the concentration of H adsorption was de-

creased from 1 per 2×2 surface (2.5×1014 per cm−2) to 1 per 4×4 (6.3×1013 cm−2),
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(a) (b)

(c) (d) (g) (h)

(e) (f) (i) (j)

Figure 4.3: The phase diagrams for MoS2 and PdSe2 are shown in (a) and (b) respec-
tively. The most thermodynamically favourable adsorption sites on MoS2
are show from a top down view in (c - f) for the H, O, OH and OOH ad-
sorptions respectively. The most thermodynamically favourable adsorption
sites on PdSe2 are show from a top down view in (g - j) for the H, O, HO
and HOO adsorptions respectively.

the energy to adsorb H (𝐸𝐴𝑑) increased by 49 meV, indicating that H prefers to

aggregate. The most favourable sites for O and HO was above the sulphur atom

and all considered sites relaxed to this configuration. The most favourable site

for HOO was the molybdenum site as shown in figure 4.3(f). This means that the

adsorption has migrated and it is interesting to note that this migration happened

within the relaxation as well, with the HOO starting adsorbed to the S and moving

to the Mo. Unlike the H result, it was found that as the concentration of O de-

creased, 𝐸𝐴𝑑 decreased, indicating O prefers to be spread out over the surface

instead of aggregating. HO showed the same trend as H, preferring to cluster.
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To examine the exact stability of these adsorptions, a phase diagram of the

various adsorbed species was constructed, as shown in figure 4.3(a), this shows

how these adsorption sites on MoS2 compare to each other with varying chemi-

cal potentials of H2 and O2 gases. As one would expect, increasing the chemical

potential of the H or O (via either temperature, pressure or concentration) encour-

ages the adsorption of H or O respectively. In standard conditions (corresponding

to Δ𝜇𝑂 = 0 and Δ𝜇𝐻 = 0 in figure 4.3(a)), the oxygen adsorption dominates over

the other adsorptions, indicating that under standard conditions oxygen will be

preferentially adsorbed to the surface (𝐸𝐴𝑑= -0.40 eV).

For PdSe2, like MoS2, the most favourable site for H adsorption was the

chalcogen site, i.e the selenium, as shown in Fig. 4.3 (h). Similarly, the HO ad-

sorption on PdSe2 also preferred the selenium site like in MoS2. However, unlike

in MoS2, the O adsorption in PdSe2 forms between the selenium and a palladium.

This pathway indicates that O substitution in the selenium site is likely. Finally,

the HOO prefers to adsorb on the selenium site rather than the metal site (the

opposite of MoS2). Bader charge analysis [196] of MoS2 and PdSe2 monolayers

shows that the MoS2 layer is far more polar (+1.8 and -0.9 |e| for the Mo and S

respectively) than the PdSe2 (+0.3 and -0.15 |e| for the Pd and Se respectively).

This effectively means the weak dipole on the OOH is drawn to the metal site in

MoS2 due to coulomb attraction, but substantially less so for PdSe2. Additionally,

in PdSe2 the selenium site is able to donate charge (due to the high amount of

core shielding) and thus the OOH is more likely to be able to form a bond with

this site than the corresponding sulphur.

The phase diagram for PdSe2 shows a similar level of interaction with O, but

a significantly higher amount of interaction with H, as shown in figure 4.3(b). This

in turn reduces the region where PdSe2 is stable in isolation. In standard condi-

tions (corresponding to Δ𝜇𝑂 = 0 and Δ𝜇𝐻 = 0 in figure 4.3(b), the HO absorption

dominates over the other adsorptions, indicating that under standard conditions

HO will be preferentially adsorbed to the surface (𝐸𝐴𝑑= -0.68 eV).
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Figure 4.4: The most thermodynamically favourable adsorption sites on the Het-
erostructure of MoS2 and PdSe2 are the same as the monolayers. A phase
diagram with regions of stability for the different adsorptions considered
in the presence of air. In this phase diagram the prefix of either MoS2 or
PdSe2 in the legend denotes which surface of the Heterostructure the ad-
sorbed species is on. The O, HO, HOO and H adsorptions on both the
MoS2 and PdSe2 surfaces have been considered, but those that are un-
favourable are absent from the diagram.

For the heterostructure, we used the adsorption sites which were found to be

most favourable in the monolayers. These adsorption sites are shown in figure 4.3

(c - j). The phase diagram for the heterostructure shows very similar properties

to the phase diagram of PdSe2, as is shown in figure 4.4. The exception to

this is the O adsorption, which prefers the MoS2 surface compared to PdSe2

surface. The reason for this is twofold, firstly, the two energies of absorption on

this site (with respect to an O2 molecule) are 𝐸𝐴𝑑= -0.43 eV and 𝐸𝐴𝑑= -0.33 eV

for the MoS2 and PdSe2 surfaces, which are within 0.1 eV of each other. This is

within the range of energy differences due to concentration of adsorbants on the

surface (see the end of this chapter in section 4.5), indicating that both surfaces

are equally likely to adsorb. To fully evaluate the O adsorption region in figure

4.4 requires supercells beyond the current computational limits of this work. In

standard conditions (Δ𝜇𝑂 = Δ𝜇𝐻 = 0), the PdSe2 surface dominates, and hence

the HO adsorption on the PdSe2 surface dominates over the other adsorptions

(𝐸𝐴𝑑= -0.79 eV). Overall, the adsorption phase diagram for the heterostructure

appear very similar to those of the monolayers, in particular the PdSe2 layer,
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indicating that this layer will dominate all the adsorption interactions, particularly

in water where the initial steps are the absorption of a H or a OH.

4.3.3 Reaction steps

(a) (b)

(c) (d)

Figure 4.5: The energy diagrams for the potential steps involved in both the OER and
HER on MoS2 and PdSe2 surfaces at standard conditions (1 atmosphere
and 298.15 K). The blue line is the ideal energy and the red is the energy
associated with the indicated surface. (a) the energy diagram for the OER
on the surface of a pristine MoS2 monolayer vs the ideal. (b) the energy
diagram for the HER on the surface of a pristine MoS2 monolayer vs the
ideal. (c) the energy diagram for the OER on the surface of a pristine PdSe2
monolayer vs the ideal. (d) the energy diagram for the HER on the surface
of a pristine PdSe2 monolayer vs the ideal.

To effectively evaluate the effect of heterostructuring for water splitting appli-

cations, one first needs to understand the reaction pathway on the monolayers as

well as the heterostructure. A monolayer of MoS2 has an electronic band gap of

1.89 eV [112], which is greater than the 1.23 eV an ideal catalyst requires for the

four OER steps. In figure 4.5(a) we show the energetic steps for the OER process.

The results show that both the HO and HOO adsorption steps require significantly

more energy than both the ideal 1.23 eV step height and the direct band gap of

MoS2. The first high barrier of 2.60 eV (over double the energy of ideal 1.23 eV)

means that the second step, involving the detaching of the hydrogen (HO to O) is
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energetically more favourable, thus happening spontaneously. The comparatively

large energetic cost of the first step (2.6 eV) is 0.71 eV greater than the value of

the band gap. This will mean that either an external field is applied or that two

simultaneous photons are necessary for this reaction step to occur. This is further

hindered by the third step of 3.23 eV, which is the rate limiting step and requires

an over potential of 2.00 eV. This indicates why MoS2, in spite of its greater than

ideal band gap, is not suitable for the water splitting process.

In comparison to MoS2, a monolayer of PdSe2 has better OER energetics

as shown in figure 4.5(c). However, we have calculated that the pristine PdSe2

monolayer has a band gap of 0.77 eV [113], which is less than the required band

gap of 1.23 eV meaning an overpotential will be required. The results show that

both the HO and HOO adsorption steps need more energy than the ideal case,

similar to MoS2 and that the third reaction step is the rate limiting step. The first

reaction step (1.54 eV) and the third reaction step (3.08 eV) require an additional

0.77 eV and 2.31 eV respectively on top of the band gap. The other two steps

require less than the band gap of PdSe2. This indicates that PdSe2 would be

better than MoS2 for water splitting in terms of energetics as it would require an

overpotential of 1.85 V, but due to its lower band gap is not efficient in carrying

out the water splitting process.

For the HER process, our results indicate that both monolayer systems will

find success, given equation (4.16) (as discussed at the end of this chapter in

section 4.5). As can be seen in figures 4.5(d) and 4.5(b), the reaction pathway is

lower than the energy of the band gap for either system. However, MoS2 reaction

barrier (±1.82 eV) is approximately equal to the band gap, meaning that if further

energy is required (in the event that 1
2H2 −−−⇀↽−−− H+ + e– is not in balance) then

this process will not occur. The PdSe2 barrier (±0.69 eV) is much lower, indicating

that this reaction pathway would be preferable. In addition, the H2 production is

limited by the production of H+ which is controlled by the OER process discussed

above, further indicating that PdSe2 would be better, if it were not for the band

gap.
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The phase diagrams in figure 4.3(a) (4.3(b)) provide insight into how the re-

action process steps in figures 4.5(a) and 4.5(b) (4.5(c) and 4.5(d)) change when

the chemical potentials of H and O change. Given that the concentration of H

and O are related to the chemical potential, we can comment on how the process

changes under differing conditions. For example, in the region where the con-

centration of O is high, the HOO absorption becomes more likely; this effectively

means that this step will become effectively lower in energy.

Both MoS2 and PdSe2 would require overpotentials to operate as water split-

ting devices, but PdSe2 shows greater promise as the higher of the potential steps

involved in both the OER and HER are lower than those in MoS2. Unfortunately,

due to PdSe2 having a lower band gap than MoS2, we can expect it to be as

unsuitable as MoS2.

As MoS2 and PdSe2 show a more favourable band gap or more favourable

energetics respectively, but neither possess both required features, we now dis-

cuss the heterostructure. By considering combining the systems, we investigate

whether it is possible to design a system using only the favourable properties of

each. To fully evaluate this, all reaction pathways including both surfaces of the

heterostructure have been considered to see how the energetics change com-

pared to the monolayers.

Our results show that the OER and HER steps for the heterostructures are not

significantly modified compared to the monolayers. This is shown in figure 4.6.

For adsorptions on the MoS2 surface, the greatest deviation from the monolayers

result is 0.09 eV for OER, which still requires more energy than the band gap

of either constituent. Conversely, for PdSe2 surface, the OER is changed very

little, with a maximum deviation of 0.2 eV and the HER has only increased by

0.16 eV, which is still lower than the PdSe2 band gap. These results show that the

surface reaction pathways can be adjusted without need to adjust the underlying

material. As such, here the MoS2 region would present a more suitable bulk

and the PdSe2 layer will be a better reaction surface. As such, a real system

could have a significantly thicker MoS2 region, with a monolayer coating of PdSe2
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(a) (b)

(c) (d)

Figure 4.6: The energy diagrams for the potential steps involved in both the OER and
HER on MoS2 and PdSe2 surfaces of the Heterostructure at standard con-
ditions (1 atmosphere and 298.15 K). The blue line is the ideal energy, the
red is the energy associated with the indicated monolayer surface and the
green dashed line is the energy associated with the indicated surface of
the heterostructure. (a) the energy diagram for the OER on the surface of
a MoS2 surface vs the ideal. (b) the energy diagram for the HER on the
surface of a MoS2 surface vs the ideal. (c) the energy diagram for the OER
on the surface of a PdSe2 surface vs the ideal. (d) the energy diagram for
the HER on the surface of a PdSe2 surface vs the ideal.

which would be the active reaction surface. This combination would allow for

bulk adsorption of the photon with appropriate electron-hole pair energies for the

reaction process, but with favourable surface energy properties derived from the

PdSe2. Furthermore, the difference in band gap between the bulk MoS2 region

and the PdSe2 surface layer would create a weak electric field, driving electron-

hole pairs to the surface.

4.4. Conclusion and Chapter Summary

The results presented here show that, for MoS2 and PdSe2, the water splitting

reaction energetics of these TMDC materials are unaffected by the presence of

the other in a heterostructure. This indicates that, for van der Waals systems,

combinations of materials can be selected to combine materials which can effi-
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ciently split water, with materials that efficiently absorb. Thus it would be possible

to select a lower bandgap TMDC with favourable energetics for the surface, and

choose a bulk with good mobility and larger bandgap to enhance the process of

water splitting. Further study is required to both confirm whether this occurs un-

der real conditions, and for differing substrates, however it offers an exciting route

towards improving water splitting devices.

Our results have shown that the surface of T-phase PdSe2 requires a smaller

overpotential to catalyse the water splitting reaction than the H-phase MoS2 in all

considered cases, whilst the MoS2 band alignment to the HER and OER is more

suitable to water splitting. In both systems, we found that the rate limiting step was

the O* to HOO* adsorption step, whereas the H2 production would occur freely if

the overpotential is applied for O2 production. Our exploration of the heterostruc-

tures showed that the surface properties were practically (< 0.2 eV) unchanged

when combined. This indicates that using a MoS2 substrate in conjunction with

a PdSe2 overlayer would be an effective combination. These results indicate that

superior water splitting materials could be found through a careful choice of sur-

face and substrate components with complimentary properties, which presents a

new avenue of materials research to be explored.

4.5. Supporting Information

4.5.1 Reaction pathways

The HER can be considered in multiple reaction pathways, Volmer Heyrovksy or

Volmer Tafel. The first step is called the Volmer reaction[197]

H2O
(l)

+ e− + ∗ −−−⇀↽−−− H∗ + HO−
(aq)

(Volmer),

(4.29)

which is then followed by either the Heyrovsky or Tafel reactions[197]
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H2O
(l)

+ H∗ + e− −−−⇀↽−−− H2
(g)

+ HO−
(aq)

+ ∗

(Heyrovsky),

(4.30)

2H∗ −−−⇀↽−−− H2
(g)

+ 2∗

(Tafel).

(4.31)

The Heyrovsky reaction occurs when an adsorbed H is isolated from another ad-

sorbed H, whereas the Tafel reaction occurs when two of the adsorbed H are

clustered together. In acidic conditions these pathways can be reduced to equa-

tion 4.16.

The below tables list all the energies associated with the steps of the OER

(table 4.2) and the HER (table 4.3).

For the HER process, three routes were considered: the first two start with the

Volmer reaction and then either the Heyrovsky or Tafel, the last is equation (16),

which represents the H+ rich condition that occurs during the OER process.

In figures 4.5(b) and (d) we show the energetic steps for the HER process with

the MoS2 and PdSe2 surface respectively, specifically the steps under the H+ rich

condition. For this process both steps are calculated as the same energy with

opposite signs. The energy steps in the H+ rich condition are ±1.82 eV for MoS2

and ±0.69 eV for PdSe2. For MoS2, the Volmer, Heyrovsky and Tafel reactions

require 4.72 eV, 1.08 eV and -3.64 eV. Similarly, for PdSe2 the Volmer, Heyrovsky

and Tafel reactions require 3.59 eV, 2.21 eV and -1.38 eV. This shows that 2.84 eV

and 2.82 eV of additional energy would be required for the Volmer step on top of

the bandgaps on MoS2 and PdSe2 respectively, effectively making either route

involving it far less favourable than the H+ rich route.

For the heterostructure, the HER steps show very little change, similar to what

is observed for the OER. This indicates that absorption of the photon in the MoS2

region would be sufficient to carry out the HER process in either theMoS2 or
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PdSe2 layer. This supports the conclusion presented that MoS2 will make a suit-

able substrate with an active PdSe2 surface layer.

Table 4.2: Summary of the potentials of each step in the OER. Steps 1 through 4 are
the reaction in equations (10), (13), (14) and (15) respectively.

OER (eV)
TMDC 1 2 3 4
MoS2 2.60 −0.75 3.23 −0.17
Het. MoS2 2.65 −0.83 3.26 −0.16
PdSe2 1.54 0.28 3.08 0.02
Het. PdSe2 1.74 0.18 3.07 −0.07

Table 4.3: Summary of the potentials of each step in the HER and the alternate hy-
drogen reaction. Steps V, H, T and A are the reaction in equations (4.29),
(4.30), (4.31) and (16) respectively.

HER (eV)
TMDC 𝑉 𝐻 𝑇 𝐴

MoS2 4.72 1.08 −3.64 1.82
Het. MoS2 4.74 1.06 −3.68 1.84
PdSe2 3.59 2.21 −1.38 0.69
Het. PdSe2 3.75 2.05 −1.70 0.85

4.5.2 Adsorbant concentration effects

To model the absorption of O, H, OH and OOH on the various systems we have

used a supercell approach. Table 4.4 below shows the energies of the various

concentrations modelled without the ZPE and TS0 corrections (which can be ac-

counted for using the values given in table 4.1).

Table 4.4: Summary of the absorption energies (in eV) for various concentrations of H
and O absorbed to the MoS2 monolayer surface, not including the ZPE and
TS0 corrections.

MoS2
Supercell H O OH OOH
2 × 2 1.50 -0.66 -0.26 -0.29
3 × 3 1.55 -0.68 -0.19 -
4 × 4 1.55 -0.68 -0.19 -

The heterostructure consists of a single layer of MoS2 (4 × 4 supercell) with

a rotated single layer of PdSe2 (4 × 3 supercell) as shown in figure 4.2. The

adsorption energies for the heterostructure are show in table 4.6 without the ZPE

and TS0 corrections applied.
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Table 4.5: Summary of the absorption energies (in eV) for various concentrations of H
and O absorbed to the PdSe2 monolayer surface, not including the ZPE and
TS0 corrections.

PdSe2
Supercell H O OH OOH
2 × 2 0.37 -0.69 -1.32 -0.48
4 × 3 0.57 -0.62 - -

Table 4.6: Summary of the absorption energies (in eV) for various concentrations of
H and O absorbed to the heterostructure on either the MoS2 and PdSe2
surface, not including the ZPE and TS0 corrections.

Heterostructure
Layer of H O OH OOH
absorption
MoS2 1.52 -0.70 -0.21 -0.30
PdSe2 0.53 -0.60 -1.13 -0.40

4.5.3 Band Alignment

The layer projected density of states plots seen in figure 4.2(c) are obtained by

combining the projected density of states for every ion within each TMDC layer.

For the calculation of a projected density of states for an ion, one has to set the

limit of volumetric integration around each atom, which is normally parameterised

from the bulk interatomic spacing [161, 162, 45, 46]. This is problematic when

dealing with interfaces as the charge density does not abruptly stop, and can be

considered to have an exponential decay with distance. This means that one

will always observed some leakage states (akin to metal induced gap states)

regardless of whether these states originate within the layer. These states can

be observed in figure 4.7 and in the MoS2 results in figure 4.2(c). We identify

the MoS2 band gap with thick purple lines. From this alignment, it is clear these

states are indeed leakage from the PdSe2, not only as the band gap of MoS2

is much larger than that of PdSe2 (1.89 eV and 0.77 eV respectively), but also

as the valance band states have negligible contribution from the MoS2 atoms.

Considering that these states from PdSe2 are incorrectly attributed to MoS2, it is

then clear that the semiconductor heterojunction formed by the pair is of Type-I

band alignment.
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Figure 4.7: The layer-projected density of states for the Heterostructure calculated with
respect to the vacuum, MoS2 in purple and PdSe2 in black. The OER and
HER are indicated by the red dashed lines. The band edge positions of
MoS2 are indicated by the purple lines and the band edge positions of
PdSe2 are indicated by the black lines. Also indicated are the directions
the electrons and holes will be driven in these structures.
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Chapter 5

First Principles Study of Layered Scandium

Disulfide for use as Li-Ion and

Beyond-Li-Ion Batteries

"There is a great satisfaction in building good tools for other people to

use."

– Freeman Dyson

In this chapter, scandium disulfide is investigated for use as a Li-ion and be-

yond Li-ion battery cathode, where beyond Li-ion refers to using sodium, potas-

sium and magnesium instead of lithium. Many different properties of this material

are investigated from their voltages, volumetric expansion as well as a method for

determining the maximum capacity through the use of phase diagrams, this is at

the end of this chapter along with convex hulls for Sc-S and Sc-O compounds.

We begin with an introduction to this area of research followed by the methods

used within this chapter.

5.1. Introduction

As the demand for rechargeable batteries rises, the need for both better and

a wider range of cathode materials rises with it. Whereas for anodes there

are a wealth of materials available and the key challenge is competing with the

abundance of hard carbons, for cathodes the range of materials is much lower

with leading contenders being the phosphates [198, 199, 200], the ubiquitous

NMC and its variants[201, 76, 202, 203, 204, 205], and spinel oxides such as

LiMn2O4 [206, 207, 208, 209].
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There has been some interest in the use of other intercalant species [210]

due to the safety issues associated with lithium, its high cost of production, and

the rising concern for the sustainability of lithium deposits. Other Group I ele-

ments [211, 212, 213] offer the same chemistry as lithium and so there is hope

they would be able to match the performance of lithium. Alternatively, Group II

elements have also been considered [214, 215, 216] as they possess two va-

lence electrons and so the available charge transfer (and hence electrode energy

storage) should in principle be twice that of the Group I elements.

For intercalation electrodes, layered materials such as the TMDCs [217, 218,

219], NMC [220, 76], and the MXenes [221] are highly attractive as their van der

Waals gaps allow for low diffusion barriers and hence fast intercalant transport.

Recent works have started to note the potential of scandium, where the doping

of metal oxides with scandium has been shown to increase particle size without

affecting the crystal structure [222], provide a comparable capacity whilst improve

cycling stability [222, 223], and significantly lower the surface energy of nanoparti-

cles [224]. With these clear structural and energetic improvements, as well as the

fact that scandium is one of the lightest available metals, it raises the question as

to how good scandium-based materials themselves would perform as electrode

materials.

Transition metal oxides have been widely investigated and used for interca-

lation cathodes as they display high voltages and capacities. Lithium scandium

dioxide (LiScO2) has been experimentally verified to exist in only one form, a frac-

tional cationic ordered rock-salt structure, with the 𝐼41/𝑎𝑚𝑑 space group [225,

226]. This is similar to the anatase structure of TiO2 but with lithium filling the

voids. However, this material was found to have poor ionic conductivity, requiring

substitutional doping with transition metals in place of the scandium atoms [226].

This lack of ionic conductivity prevents its exploitation as a cathode material. Al-

ternative, layered structures have therefore been considered [227, 228], but are

unfeasible as the structure is energetically unfavourable compared to the rock-salt

phase.
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Layered sulfides are closely related to the oxides, and have the added ben-

efit of being compatible with sulfide-electrolytes. Sulfide electrolytes are chem-

ically unstable with high-voltage oxides due to the difference in electronegativ-

ity of oxygen and sulfur [229]. Thus, scandium-sulfide materials could offer the

optimal properties for cathodes whilst allowing the use of sulfide-electrolytes.

The bulk properties of the TMDC T- and H-phases of ScS2 have been shown

to be conducting [230], however, the monolayer form of the H-phase is insulat-

ing [231, 230, 232]. For intercalation electrodes, the intercalated form of ScS2 is

of interest. LiScS2, NaScS2, and KScS2 have all been synthesised [233, 234], and

were found to have the layered 𝛼-NaFeO2 structure with space group 𝑅3̄𝑀. Unfor-

tunately, theoretical investigations of this structure have been limited to monolay-

ers [235, 236], though these have suggested high capacities of over 400 mAhg−1

with lithium intercalation. However, monolayers are significantly more difficult to

synthesise compared to their bulk counterpart, and do not provide an accurate

representation of the dimensions of electrodes being utilised in functional de-

vices. To the best of our knowledge there are currently no studies investigating

the potential of bulk ScS2 for electrodes, and so the questions of how well the

bulk material would perform as an intercalation electrode remains.

In this chapter we explore the potential of intercalated ScS2 compounds as

a cathode material for lithium, sodium, potassium, and magnesium batteries us-

ing a range of theoretical techniques built upon first principles calculations. We

explore the phase space of these materials to determine the lowest energy struc-

tures, determine the relevant properties for cathode performance, and evaluate

their dynamic and thermodynamic stabilities to obtain a reversible intercalation

capacity. Finally, we consider how the substitution of other metallic species in

place of scandium affects these key properties for electrode applications.
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5.2. Methods

5.2.1 Density Function Theory Parameters

In this chapter, first principles techniques based on density functional theory were

used to determine structural and energetic properties of layered scandium disul-

fide (ScS2) intercalated with varying levels of lithium, sodium, potassium, and

magnesium. These calculations were done using the Vienna Ab initio Simula-

tion Package (VASP) [161, 162, 45, 46]. The valence electrons included for each

species were Sc 3d24s1, S 3s23p4, Li 1s22s1, Na 2p63s1, K 3p64s1, and Mg

2p63s2. All other electrons were effectively contained within the used pseudopo-

tentials. The projector augmented wave method [159] was used to describe the

interaction between core and valence electrons, and a plane-wave basis set was

used with an energy cutoff of 700 eV, this is lower than what was used in the pre-

vious chapter as the structures investigated here do not have large vacuum gaps,

thus a lower energy cutoff was found to be sufficient. Van der Waals interactions

have been addressed using the zero damping DFT-D3 method of Grimme [53].

Three different phases of the ScS2 structure were considered: the T-phase,

the Hc-phase [237, 238], and the 𝛼-NaFeO2-like [233, 234] structure which is

here referred to as the 𝛼-phase. The T- and 𝛼-phases have the same in-plane

structure but differ in the relative stacking of layers, leading to the 𝛼-structure

containing three ScS2 layers in the primitive unit cell, compared to the one in the

primitive unit cell of T-ScS2. The Hc-phase has a different layer structure, and

possesses two layers of ScS2 in its primitive unit cell. To consider intercalation

with the different species, supercells of (2 × 2 × 2), (2 × 2 × 1), and (2 × 2 × 1)

were used for the T-, Hc-, and 𝛼-phases, respectively. These supercells provided

eight different intercalation sites for the T- and Hc- phases, and twelve sites for

the 𝛼-phase which allow for various filling configurations. Whilst other phases are

possible for the TMDCs, such as 3R and distorted T structures, their intercalation

environments are similar to that of the T-, Hc-phase, or 𝛼-phases, and so have

not been explicitly considered here. It was found through two different methods
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that the favoured intercalation site in all three phases of ScS2 is the octahedrally-

coordinated site. Consequently, this site has been used in the following study.

All structural relaxations were completed using the Perdew-Burke-Ernzerhof

(PBE) [163] functional form of the generalised gradient approximation (GGA),

using the conjugate gradient algorithm and converged to a force tolerance of

0.01 eV/Å per atom, while electronic self-consistency is considered to an accuracy

of 1 × 10−7 eV. Of these, only the most energetically favourable structures at each

level of lithium intercalation were considered. To account for the inaccurate calcu-

lation of exchange in GGA functionals, the HSE06 hybrid functional [48, 49, 239]

was also used for a selection of systems. Γ-centred Monkhorst-Pack grids [165]

of k-points equivalent to a 6 × 6 × 6 grid in the supercells are used throughout.

Phonon band structures were obtained using the frozen-phonon method em-

ployed with Phonopy [240]. This is a method of calculating a force constant

matrix that can be used to get the phonon modes of a system. For these, the

primitive unit cells of the pristine and intercalated structures were geometrically

relaxed to a force tolerance of 0.0001 eV/Å per atom, and electronic convergence

of 1 × 10−8 eV. From these, the unique displacements were generated in super-

cells of 6 × 6 × 1. This involved offsetting an atom in this supercell from its re-

laxed position, calculating the new forces on all atoms due to this displacement,

and repeating this for all possible single atom displacements. Elastic properties

were determined using these primitive cell for the pristine and interalated T-phase

ScS2. The elastic and internal strain tensors were computed from the second

order derivatives of the total energy with respect to the position of the ions and

changes to the size and shape of the unit cell, as employed in VASP. From the

elastic tensor, various elastic moduli were computed.

One possible method commonly used to modify the properties of electrodes

is through the introduction of other elements, in particular substitution with tran-

sition metals [241, 242, 243] or lithium [209]. We consider the substitution of

these metals in place of the scandium, which can be achieved through additional

precursor materials. For low quantities of alternative metals this results in a sub-
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stitutional doping [201], and for higher concentrations this results in metal mixing

akin to how cobalt in lithium cobalt oxide is replaced with nickel and manganese

in NMC. Seeing the effects of doping and metal mixing in other materials, it offers

the natural question as to whether it can be employed to enhance the properties

of ScS2. Here, we consider the metals Co, Cr, Fe, Hf, Mn, Nb, Ni, Sn, Ta, Ti, V,

and Zr for this substitution, which were chosen to ensure a sufficient spread of

species from across the transition metal block. We have also considered lithium

as substitutions could occur during synthesis or cycling.

Due to the number of possible concentrations (and the configurations of each

of those concentrations) available for metal mixing in the 𝛼-phase, we have limited

this part of our study to the T-phase. Different concentrations of substitutions were

considered, with all unique configurations being considered for each concentra-

tion of mixed metals. For Sc1−xMxS2, concentrations of 0
8 ≤ x ≤ 8

8 in increments

of 1
8 were considered, with x = 0

8 = 0 corresponding to the ScS2 composition and

x = 8
8 = 1 corresponding to the MS2 composition. The configurations of mixing

used are equivalent to the different configurations used for lithium intercalation,

with the same indexing being used for the metal species instead of the interca-

lated lithium. Once the Sc1−xMxS2 compound is synthesised, the metal species

M becomes ‘locked’ in the host structure due to bonding with the sulfur atoms.

It is thus more difficult for the metal species to reconfigure into a lower energy

configuration than it would be for intercalated species such as lithium. As such,

we consider a random configuration of metal mixing by taking the average of the

different configurations considered.

5.2.2 Methods for Material Evaluation

To compare ScS2 intercalated with different amounts of a metal (M = Li, Na, K,

Mg), the voltage, 𝑉 , can be calculated using [244, 245],
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𝑉 = −Δ𝐺
Δ𝑄

≈ −Δ𝐸

Δ𝑄

= −
𝐸M𝑥2 ScS2 −

[
𝐸M𝑥1 ScS2 + (𝑥2 − 𝑥1)𝐸Li

]
(𝑥2 − 𝑥1) × 𝑧𝑒

,

(5.1)

with change in Gibbs free energy, Δ𝐺, total metal content 𝑥2 > 𝑥1, 𝐸𝑀𝑎𝑆𝑐𝑆2 is the

energy of the supercell bulk ScS2 structure with 𝑎 metal atoms per ScS2 formula

unit, and 𝐸𝑀 is the energy of the corresponding metal atom as found in its bulk

form [246]. 𝑧 is the valency of the intercalant, and so 𝑧 = 1 for Group I metals and

𝑧 = 2 for Group II metals.

In some situations, however, taking the difference between two equivalent

structures of different lithium contents does not always give the most accurate

representation of what happens in reality. For example, intercalants have been

found to cluster into domains for some materials rather than distributing evenly

throughout the host [247, 248]. In these cases, it is more accurate to con-

sider combinations of different lithium concentrations; for example, it might be

favourable for lithium to fill one cell to LiScS2 and leave an adjacent cell empty,

rather than filling a single cell to Li0.5ScS2. This would be indicative of cluster-

ing/domain separation, and so has been considered in the voltage calculation.

For the following discussion, we will use lithium (Li) as the stand-in for Group

I intercalants, and magnesium (Mg) for Group II intercalants. The stability of

TMDCs for lithium intercalation depends heavily on the formation of Li2S. Gener-

ally, when this compound forms the reaction becomes difficult to reverse due to

the loss of the layered structure and the required separation of the lithium and sul-

fur. By assessing the relative stability of the Li2S phase against the intercalated

structure, one can construct phase diagrams [249] to indicate the thermodynamic

stability of the intercalated structure at different intercalant concentrations. In

terms of the chemical potential, we express this limit as,
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Δ𝜇𝐿𝑖 ≤
1

4 − 𝑎
{
2Δ𝐻 (Li2S) − Δ𝐻 (LiaScS2) + Δ𝜇Sc

}
, (5.2)

where Δ𝐻 (𝐴) gives the enthalpy of formation of the compound A with respect

to the bulk constituents, and Δ𝜇𝐵 is given by Δ𝜇𝐵 = 𝜇𝐵 − 𝜇0
𝐵
, with 𝜇𝐵 being the

chemical potential of species B in Li𝑎ScS2, with B = Li, Sc, S. Due to the different

valency between the alkali and alkaline earth metals we consider MgS as a differ-

ent conversion product for the intercalation of the Group II metals. The equivalent

limit is then given as,

Δ𝜇𝑀𝑔 ≤
1

2 − 𝑎
{
2Δ𝐻 (MgS) − Δ𝐻 (MgaScS2) + Δ𝜇Sc

}
. (5.3)

Further limits can be considered on the chemical potential, which are expressed

as,

Δ𝜇Li,Mg,Sc,S ≤ 0, (5.4)

indicating that the system has not formed the elemental bulks, and

1
𝑎

{
Δ𝐻 (LiaScS2) − Δ𝐻 (ScS2)

}
≤ Δ𝜇Li, (5.5)

which indicates that the intercalated TMDC will not spontaneously deintercalate.

The origins of these limits are given in the at the end of this chapter in section

5.5.1.
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Figure 5.1: A schematic of a convex hull with two species, A and B. The green circles
are stable compounds and the red circles are meta stable or unstable com-
pounds.

5.2.3 Convex Hulls

Convex hull are used, in a similar manner to phase diagrams, to show the most

favourable structure for a given set of species under different conditions. In this

case, the condition that is varied is the concentration of the different species in-

volved.

In order to construct a phase diagram for two species, A and B, the formation

energies of every structure considered is calculated with respect to A and B.

These formation energies are then plotted on a set of axes with the formation

energy on the y-axis and the ratio of A to B on the x-axis such that A lies at x = 0

and B lies at x = 1. Lines join together the Structures of the lowest energy with A

and B, such that all the considered structures either lie on the hull (are part of the

line connected to A and B) or above it. Points that lie on this line are said to be

stable while any structure above it are either meta-stable or unstable. Figure 5.1

shows a schematic example of a two species convex hull.

Within this chapter, only two species convex hulls are considered but in later

chapters these are expanded to three species convex hulls. In order to represent

this, three species convex hulls take the form of a triangular diagram where each

of the edges is a two species convex hull viewed from above. In order to show the

formation energies of the compounds a colour scale can be used and different

symbols can be used to show stable and unstable compounds.
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Figure 5.2: 5.2(a) presents the calculated formation energies per atom for the 20
lowest-energy structures of LiScS2 found using the RAFFLE structural pre-
diction algorithm. The results have been shifted such that the lowest-energy
structure has a formation energy of 0 eV/atom. The typical structures ob-
tained from this search are presented 5.2(b), with the layered structures
having octahedral or tetrahedral coordination, and the non-layered struc-
ture being orthorhombic. 5.2(c) shows the relative energy per formula unit
for T-, 𝛼- and Hc-phases of Li𝑎ScS2, for a range of concentrations a. Lin-
ear fits have been presented in each to identify the crossing points. 5.2(d)
shows the relation between the T- and 𝛼-phases of LiScS2.

5.3. Results

5.3.1 Determination of Structure

We explore the phase space of LiScS2 using our random structure search RAF-

FLE. Of the over 800 structures generated and structurally relaxed, the 20 lowest-

energy systems are presented in 5.2(a). Of these, the eight lowest-energy sys-

tems are are all T-phase structures with hexagonal symmetry, with the differences

in energy arising from different coordination of the lithium with the ScS2 layers, rel-

ative shifts of the ScS2 layers, and small structural fluctuations arising from the

tolerances of the search. These are indicated in 5.2(b), where the structures with
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Figure 5.3: Nudged elastic band results used to determine site of intercalation. 5.3(a)
shows the results for T-ScS2 along the routes presented in 5.3(b). Similarly,
5.3(c) shows the results for 𝛼-ScS2 along the routes presented in 5.3(d).
The intercalation sites these routes are between, the octahedrally coordi-
nated (O) and tetrahedrally coordinated (T), are also indicated.

octahedrally-coordinated lithium are lower in energy [246, 250, 248, 219] than

the equivalent systems with tetrahedrally-coordinated lithium due to the higher

coordination between lithium and sulfur. There is then a large jump of 42.1 meV

per atom to the next group of structures, which have orthorhombic unit cells. As

this energy exceeds typical values associated with thermal energy, it is safe to

conclude that the layered structure will preferentially form.

As the structure search shows that layered structures are the most favourable,

we explicitly investigate them further. As with all partially heuristic methods of

structure searching, the result is never guaranteed to be the true ground state.

So, to ensure that we do not limit our investigation to the results of the random

structure search, further layered polymorphs of intercalated ScS2 were also con-

sidered. Specifically, we focused on the TMDC 1T-phase (following the results

of the random structure search), the TMDC 2Hc-phase, and the 𝛼-ScS2 phase
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(following experimental evidence [233, 234]). The results of this are presented

in 5.2(c), where we show the energies (per formula unit) of each of the consid-

ered phases of Li𝑎ScS2. This allows for easy comparison of the different phases

and indicates which phases are energetically preferred for different intercalation

concentrations. For visual aid we have included a linear fit, which allows us to de-

termine that the T-phase is the lowest in energy for low intercalant concentrations

(a < 0.15 in Li𝑎ScS2), whereas for higher concentrations the 𝛼-phase is preferred.

These two structures are presented in 5.2(d), where the relative shift of the ScS2

layers can be seen. A similar result was found for other intercalant species.

To further ensure we have not missed the preferred intercalation site we have

also carried out nudged elastic band (NEB) calculations with a lithium intercalant.

This involved moving a lithium ion along different possible diffusion pathways, al-

lowing it to relax its position perpendicular to this pathway, in order to find an

energetic minima. The results of this are shown in 5.3, where we have con-

sidered diffusion between two equivalent octahedral sites (Route A), between

adjacent octahedral and tetrahedral sites (Route B) and between two equivalent

tetrahedral sites (Route C), and are shown in 5.3(b) for the T-phase and 5.3(d)

for the 𝛼-phase. These results show that the most favourable intercalation site

for each of the phases is the octahedral-coordination (O) site, which is the site of

intercalation used throughout this work. This is in agreement with other TMDC

investigations [246, 250, 248, 219], as well as the results of the structure search.

These NEB results also allow us to comment on the diffusion properties of

intercalants in ScS2. As the rate of diffusion follows an Arrhenius equation, the

height of the activation barriers is a key parameter for characterizing electrode

materials. For both T- and 𝛼-phases we see that, whilst Route A offers the most

direct path between two octahedral sites, diffusion along Route B has a lower ac-

tivation energy. Route A in the T-phase demonstrates a barrier height of 0.58 eV,

and 0.37 eV (0.12 eV) along Route B. These compare very well with the 0.67 eV

and 0.34 eV see for lithium diffusion along monolayer T-ScS2 [236]. We see the

same for the 𝛼-phase ScS2, though we do note significantly larger barriers of
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1.87 eV along Route A and 1.55 eV (0.01 eV) along Route B. These larger barri-

ers are partially caused by the particular methods used for generating these NEB

barriers. However a more significant cause is due to the relative layer shift seen

for the 𝛼-phase compared to the T-phase resulting in an ‘interlocking’ of layers,

and hence a sulfur of one layer protrudes into the void space of the next. Thus

we see a larger barrier to ionic movement.

We are also interested in the structure of ScS2 when the intercalants are re-

moved, and so we have investigated a range of Sc-S stoichiometries to determine

the stability of ScS2. As the data available within literature and on databases such

as the ICSD and Materials Project [251] for scandium-sulfide compounds is fairly

limited, we have also used the structures of scandium-oxide analogues. The re-

sults of this are presented at the end of this chapter in section 5.5.2. For the

composition ScS2, the layered T-structure is found to be the lowest in energy,

though it lies 0.37 eV above the convex hull, and a mixture of Sc2S3 and S would

be preferred.

5.3.2 Properties of ScS2 Cathodes

5.3.2.1 Voltages.

ScS2 has several properties which are attractive as a cathode. In 5.4 we present

the voltage, phase stability and volume expansion of ScS2 for Li, Na, K, and Mg

intercalant ions. The voltage profiles of 𝛼-ScS2 intercalated with the considered

intercalants are presented in 5.4(a). For ScS2 intercalated with Group I metals,

our calculations show that the voltages at low levels of intercalation reach above

4.5 V. As the concentration of the intercalant increases, the decrease in voltage

across the range explored is less than 1.5 V, but remains above 3 V. The 𝛼-

phase shows for Li, Na and K no change in the voltage for concentrations of

𝑎 > 0.4. Increasing the atomic number of the Group I intercalant results in a

small decrease in the average intercalation voltage. Whilst for Li intercalation the

average voltage is 3.977 V, this drops to 3.874 V for Na, and to 3.799 V for K. This

drop in voltage is due to the reduced charge transfer from the intercalated species
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Figure 5.4: 5.4(a) presents the voltage profiles for 𝛼-ScS2 intercalated with Li, Na, K,
and Mg. 5.4(b) shows the percentage volume change (% = 100× 𝑉−𝑉0

𝑉0
) of T-

ScS2 and 𝛼-ScS2 caused by intercalation. 5.4(c) shows a schematic phase
diagram, described by equations 5.2-5.5. 5.4(d) shows the resultant phase
diagram for 𝛼-ScS2 intercalated with different concentrations of Li, and the
inset presents the the values of 𝐸𝐼𝑆 for 𝛼-ScS2 intercalated with each of the
considered intercalants.

to the host material, which was found through the use of Bader analysis, where

the lithium charge is 0.88 |e|, the sodium charge is 0.85 |e|, and the potassium

charge is 0.80 |e|. These show that there is much less variation in the voltage

compared to that for the 𝛼-phase for each of the intercalated species. We also

see that the voltage obtained from T-ScS2 is about 0.3 V lower than that obtained

from the equivalent 𝛼-ScS2 structure. As the structures of the individual ScS2

layers are the same in each of these phases, the increase in output voltage must

be due to the change in bonding environment arising from the relative shift in the

ScS2 layers. However, for Li, Na and K, irrespective of phase the voltages remain

above 3 V for all concentrations considered.
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For magnesium intercalation the voltage behaviour is different from that of

the Group I elements. The average voltage is 1.474 V for 𝛼-ScS2, but changes

considerably by 2.5 V across the range. This is due to the double valency of

magnesium allowing for two changes in oxidation state of the host material. This

behaviour is also present in the T- and Hc-phases. All phases, when fully interca-

lated (𝑎 = 1), decrease to voltages below 0.6 V.

It is important to make a careful choice of exchange-correlation functional in

first-principles calculations, as it can lead to discrepancies in the electronic struc-

ture [252, 253, 254] and material energetics [255, 256, 257]. We compare our

PBE results with those obtained from the HSE06 functional for a limited number

of cases to determine the sensitivity of the results to functional choice. Using the

hybrid functional we obtain higher voltages of 4.440 V (Li), 4.420 V (Na), 3.953 V

(K), and 1.719 V (Mg). These are higher than the PBE voltages by 0.463 V,

0.546 V, 0.154 V, and 0.245 V, respectively. However, the voltage ordering is

maintained and thus both functionals indicate that the ScS2 would be very suit-

able for a cathode material.

5.3.2.2 Volumetric Expansion.

The volume change of ScS2 upon cycling needs to remain suitably small for use

as an intercalation electrode. 5.4(b) shows the volumetric expansion that arises

in T-ScS2 and 𝛼-ScS2 upon intercalation. This is given as a percentage of the

unintercalated bulk material volume, using % = 100× 𝑉−𝑉0
𝑉0

, where 𝑉0 is the volume

of the unintercalated bulk material. From the figure, we see that as the size

of the intercalant is increased from Li to Na to K, the expansion increased by a

larger percentage accordingly. For example, the volume change from intercalating

with lithium to LiScS2 is 6.51%, which is comparable to the 8% observed for

NMC [258]. However, for NaScS2 the expansion exceeds 20%, and for KScS2

is exceeds 40%. Interestingly, intercalation with magnesium leads to a volume

expansion of 7.53%, comparable to that arising from intercalation with lithium,
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which is due to the larger nuclear charge on the Mg resulting in a reduced ionic

radius.

5.3.2.3 Thermodynamic Stability.

One can construct thermodynamic phase diagrams in terms of the chemical po-

tentials of scandium and the intercalated species to determine the stability of the

intercalated structure against undesirable conversion reactions. We use this to

evaluate the capacity of the material, reasoning that the formation of Li2S (or

equivalent product) will result in irreversible loss of the layered structure and

hence cyclability. A schematic of a phase diagram is shown in 5.4(c), where

phase boundaries are given by equations 5.2-5.5. Here, we are limited to the

quadrant where the chemical potential of the intercalant species and of scandium

are both negative, following equation 5.4, which specifies that the elemental bulk

forms of the constituent atoms do not form. The diagonal line depicts the bound-

ary described by equations 5.2 and 5.3, above which we would see the interca-

lated ScS2 undergo conversion to scandium metal and either Li2S or MgS. Finally,

the horizontal line shows the boundary described by equation 5.5, below which

it is not energetically favourable for intercalation to take place, and the pristine

ScS2 would remain. The blue region satisfies equations 5.2-5.5, and indicates a

‘window of stability’ for which the intercalated structure is stable. To quantify this

window of intercalation stability, we use the quantity 𝐸𝐼𝑆, which is the difference

in the intercepts of the two boundaries with the Δ𝜇𝐿𝑖/𝑀𝑔 axis. An expression for

this is given at the end of this chapter in section 5.5.1.

The phase diagram for 𝛼-ScS2 intercalated with Li is presented in 5.4(d), and

the resultant values of 𝐸𝐼𝑆 for each of the intercalants is presented in the inset. It

is clear to see that, for the range of intercalation concentrations presented here,

ScS2 has a sizeable window of stability with 𝐸𝐼𝑆 values in excess of 3 eV. This

means that ScS2 has a total capacity of 243.99 mAhg−1 (487.98 mAhg−1) at full

intercalation for the Group I intercalants (Mg). For the Group I intercalants, 𝐸𝐼𝑆

remains relatively unchanged with intercalant concentration.
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Figure 5.5: Phonon band structures for 𝛼-ScS2 and 𝛼-LiScS2. 5.5(a) shows the phonon
band structure for unintercalated 𝛼-ScS2 structure, with the inset showing
the atomic structure and motions associated with the imaginary modes at
Γ. 5.5(b) shows the phonon band structure for 𝛼-ScS2.

The thermodynamic stability behaviour for magnesium intercalation is differ-

ent from that of the Group I intercalants. It has very favourable energetics for

low intercalation, but for higher concentrations 𝐸𝐼𝑆 dramatically reduces. This

arises from a significant upward shift of the phase boundary between ScS2 and

Mg𝑎ScS2, given by equation 5.5. This behaviour is not dependent on the phase

of the ScS2. Similar trends were observed for equivalent phase diagrams for the

intercalation stability of T-ScS2 and Hc-ScS2.

To further validate our approach, we have compared the HSE06 and PBE

functionals for this system. We see the value of 𝐸𝐼𝑆 using HSE06 is a more

favourable than compared to PBE. This improvement to 𝐸𝐼𝑆 arises from a down-

ward shift of the horizontal line described by equation 5.5, and very little change

in the diagonal line described by equation 5.2. We see that the stability trends

hold for both functionals, and that the more accurate exchange is only important

for the comparison between ScS2 and intercalated ScS2.

5.3.2.4 Dynamic Stability.

The thermodynamic phase diagrams allowed us to determine the range of con-

centrations for which the intercalated materials are stable against conversion re-

actions. However, it is also important to assess whether these materials are

dynamically stable by considering their phonon modes. 5.5 presents the phonon

band structures for pristine 𝛼-ScS2, and 𝛼-ScS2 intercalated with lithium. As can
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Figure 5.6: Elastic properties of T-ScS2 in its pristine and intercalated forms. The bulk
and shear moduli were calculated using the Voigt scheme.

be seen, the fully intercalated structure is phonon-stable. However, for bulk 𝛼-

ScS2, it is clear to see the presence of imaginary phonon modes in the Γ-M path

of the Brillouin zone which result in dynamic instability. The motions associated

with imaginary modes at -1.16 THz (-38.7 cm−1) correspond to longitudinal in-

plane oscillations of the ScS2 sheets, as indicated in the inset of 5.5(a). This

behaviour holds for Na, K, and Mg intercalated into ScS2.

Our results show that LiScS2 is phonon stable, and at some point, as the

concentration of lithium is decreased, the phonon-stability is lost. The evalua-

tion of the phonon band structures for intermediate lithium concentrations allows

us to determine the lowest concentration of lithium we can access before the

intercalated layered structure becomes dynamically unstable. For the 𝛼-phase,

the instability is also seen up to and including Li 2
12

ScS2. Similarly for T-ScS2,

Li 1
8
ScS2 is unstable whereas Li 2

8
ScS2 is not. We can therefore conclude that

the lowest concentration of lithium that can be reached (corresponding to the

depth of discharge and hence the maximum reversible capacity) in ScS2 lies in

the range 0.125 < a < 0.25. Taking the range of intercalation to be 0.25 < a <

1, corresponding to 75% of the theoretical capacity, this gives a charge capac-

ity of 182.99 mAhg−1, which is comparable to the ∼200 mAhg−1 of other mate-

rials [199, 200, 198, 201, 76, 202, 203, 204, 205]. The 75% of the maximum

capacity compares well with the 60%-80% available in NMC materials [76].
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5.3.2.5 Elastic Properties.

For stable intercalation cycling it is desirable for the electrode material to be re-

sistant to the associated stresses. One key metric for this is the Pugh ratio, given

as the ratio of the bulk modulus and shear modulus, which can be used as an

indicator of how ductile or brittle a material is. For Pugh ratios greater than 1.75

materials are usually considered ductile, whereas ratios of less than 1.75 are

considered brittle. This ratio, along with other elastic properties [259, 258], for

the different intercalants is shown in 5.6 for T-ScS2. With intercalation, our results

show an increase in the bulk, shear and Young’s moduli for ScS2, which follows

the results for intercalation of other layered materials [260]. For the Group I in-

tercalants, as the nuclear mass increases we identify a gradual decrease in each

of the elastic moduli. However, we note that magnesium intercalation results in

a higher stiffness. Whilst the binding energy of Mg into ScS2 is lower, the higher

charge of the intercalant species results in significantly higher Coulomb forces

and thus a stiffer system. The inset of 5.6 presents the Poisson ratio, and the

Pugh ratio. The Poisson ratio for ScS2 is 0.38, but drops within the range 0.21-

0.25 upon intercalation. We can see that the Pugh ratio for pristine ScS2 is 3.70,

well above the 1.75 Pugh criterion, but drops below 1.75 when fully intercalated.

It has been indicated previously [260, 258] that the change in the elastic moduli as

a function of concentration is near linear. As such, these materials remain ductile

for the majority of concentrations, becoming only slightly brittle when fully interca-

lated. Compared to other layered materials, such as LiCoO2 and graphite [260],

ScS2 and its intercalated forms are much more ductile, and so are more attractive

for use in flexible electronics.

The elastic stability conditions for specific crystal types have been outlined

elsewhere [261], which have been used here to assess the stability of the T- and

𝛼-phases. We find that the elements of the elastic tensor for both T- and 𝛼-phases

break the requirements of 𝑐44 > 0 and 𝑐2
14 <

1
2𝑐44(𝑐11 − 𝑐12) = 𝑐44𝑐66, and so the

pristine material is not elastically stable. However, each of the intercalated phases

meet all of the conditions, and so are elastically stable.
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Figure 5.7: Electronic band structure (5.7(a)) and orbital-decomposed density of states
(5.7(b)) for pristine 𝛼-ScS2. In each, all data has been normalised such that
the highest occupied state (EFermi) is set to 0 eV. This material is metallic so
this zero occurs within the bands.

5.3.2.6 Electronic Structure.

As many electrode materials require conductive additives (such as graphitic car-

bon) to allow for electronic conduction during cycling of a cell, determining the

material electronic structure is also necessary. In the unintercalated form, as

shown in 5.7, ScS2 has a metallic nature with a Fermi level intersecting a band.

This was also seen with the other phases considered. The metallic nature of

ScS2 is also seen using the HSE06 functional. This is ideal for electrode ma-

terials, as it means that conductive additives are not necessary to facilitate the

electron conduction. From the orbital-projected density of states, it can be seen

that the valence bands of each of the phases are dominated by sulfur p-states

and the conduction bands are dominated by scandium d-states.

Equivalent data for the intercalated ScS2 structures showed that the addition of

the Group I intercalants provides electrons, filling the previously unoccupied sul-

fur p-orbitals, shifting the Fermi level (located mid-band in ScS2) upwards. This

was also observed within the charge analysis. Upon intercalation to the point of

MScS2 with Group I metals, the intercalated structure develops a semiconducting

nature with an occupied valence band separated from the conduction band by an

moderate band gap of size ∼1 eV (PBE). Specifically for LiScS2, the PBE band

gap is 1.36 eV and the HSE06 bang gap is 2.32 eV, though we note from previous

work that the HSE06 functional generally overestimates the band gap of TMDC
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Table 5.1: Comparison table of key lithium-ion electrode properties for ScS2 and other
presently practiced electrode materials

Material Voltage (V) Intercalation Capacity (mAhg−1) Volume Change (%)

LiScS2 (this work) 3.977 182.99 6.51
LiCoO2 3.9–4.7 [263] 190-215 [263] 3.25 [264]
NMC 2.85-3.41 [205] 160-189 [205] 8.44 [258]
LiFePO4 3.5 [198, 199, 200] 95 [198], 140.9 [199], 156 [200] 6.81 [265]
LiMn2O4 4.13, 4.25 [207], 3.9, 4.1 [208] 111.5 [206], 106.3 [207], 105.2 [208] 4.7 [266]

structures [254, 262]. This gives a limit on the intercalation potential obtainable

for practical uses: the insulating nature at this point would inhibit electronic con-

duction during cycling, and any intercalation past this point would require ScS2 to

be mixed with conductive additives to account for the insulating behaviour.

Magnesium intercalated into ScS2 has different conducting behaviour com-

pared to the group I elements, due to its double valency. Whilst the uninterca-

lated system is conducting, intercalating to Mg0.5ScS2 fills the unoccupied sulfur

p-orbitals and results in the structure losing its conductive nature, possessing a

band gap of over 1.5 eV using the PBE functional. This would provide a practical

limit during cycling, and would require conductive additives to be used to help

facilitate intercalation past this point. However, past this the added magnesium

provides electrons that begin to fill the unoccupied scandium d-states above the

band gap.

Of the intercalant metals presented, lithium is the smallest and lightest, presents

the highest (average) voltage of nearly 4 V, and has the lowest volumetric expan-

sion. As such, lithium is identified as the best ion for ScS2 to be used as an

intercalation electrode. We summarise the key electrode properties in 5.1, along

with the properties of other presently practiced electrode materials for lithium-

ion batteries, where it is clear to see that ScS2 offers a serious competitor to

these materials. Below, we focus on lithium for exploring intercalation beyond

the LiScS2 composition, and for considering the effect of substitution of different

transition metals for the scandium site in ScS2.
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5.3.3 Intercalation Beyond a=1

The intercalated LiScS2 structures show both dynamic stability (with no imaginary

phonon modes) and thermodynamic stability against conversion (with positive val-

ues of 𝐸𝐼𝑆), and so the question as to the maximum possible lithium capacity still

remains. As each of the octahedral sites is occupied at LiScS2, any further ad-

dition of lithium results in the occupation of the tetrahedrally-coordinated sites.

For the supercell sizes considered, the first step of intercalation past LiScS2 re-

sulted in a stoichiometry of Li 13
12

ScS2. As this compound still possesses a sizeable

value of 𝐸𝐼𝑆 = 3.209 eV, it is still remarkably stable against conversion reactions

and demonstrates a robustness in this material to lithium intercalation beyond

the usual limit considered for layered materials. However, there is a dramatic de-

crease in the intercalation voltage (with respect to the LiScS2 structure) to 0.436 V,

which indicates a clear cutoff in the practical uses for ScS2 as a cathode mate-

rial. These larger lithium contents align with the lithium concentrations used in

the study of monolayer ScS2 [236], where a drop in the voltage of over 2 V was

also seen for concentrations beyond LiScS2.

With further intercalation we find the value of 𝐸𝐼𝑆 to drop, reaching a value of

-0.735 eV at Li2ScS2. At these relatively high lithium concentrations the large re-

pulsion between these positively charged ions results in the intercalated structure

being destabilised and becoming more susceptible to conversion. A similar drop

in 𝐸𝐼𝑆 could be expected for the monolayer system, along with further instability

arising from a separation of the ScS2 layers.

5.3.4 Metal Mixing

One possible method commonly used to modify the properties of electrodes is

through the introduction of other elements (M), in particular transition metals [241,

242] or with excessive lithium [209], resulting in the LiSc1−xMxS2 compound. We

first consider the formation energy of metal mixing, using,
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Figure 5.8: Formation energy of substituting scandium with different metal species,
given by equation 5.6.

𝐸 𝑓 𝑜𝑟𝑚 =
[
𝐸 (Sc1−xMxS2) + x𝐸 (Sc)

]
−

[
𝐸 (ScS2) + x𝐸 (M)

]
. (5.6)

Our results, presented in 5.8, show that for low concentrations (x < 0.25), the

energetic cost is very low or even negative, with lithium showing the highest for-

mation energy of 0.61 eV at x = 0.125. The Group IV metals (Ti, Zr and Hf) have

negative formation energies, and so it is energetically favourable to perform this

substitution. We also see negative values of 𝐸 𝑓 𝑜𝑟𝑚 for Group V elements Nb and

Ta for mixing values of x < 0.5, whilst the other metals considered here (and x >

0.5 for Nb and Ta) demonstrate positive values of formation energy.

In general, our results show that there is a reduction in both the intercalation

potential and the values of 𝐸𝐼𝑆 as the proportion of scandium is reduced. The

exception to this is demonstrated with lithium where, for a mixing concentration of

x = 0.125, the average voltage is increased past the 3.655 V of ScS2 to 3.668 V.

In general, the voltage and 𝐸𝐼𝑆 values for the mixed materials falls below the

weighted average of the two component materials. The greatest difference from

the weighted average result is most dramatically show with Sc0.5Ta0.5S2. For volt-

age, the average of the two components is 2.706 V, whereas the actual voltage

obtained is 2.264 V. Similarly for the value of 𝐸𝐼𝑆, the average of the ScS2 and

TaS2 materials is 1.857 eV, whereas the value obtained is 1.381 eV.

The energetic cost of formation of ScS2 can be reduced by the inclusion of

other metals, Sc1−xMxS2. However, we see that this results in both a decrease
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in the obtainable voltage and a decrease in the the thermodynamic stability indi-

cated by 𝐸𝐼𝑆. Whilst the mixing of these systems reduces the suitability of ScS2

as a cathode, the mixing of scandium into other materials for cathodes could be

highly beneficial.

5.4. Conclusion and Chapter Summary

In this work, we have presented a thorough first-principles study into the perfor-

mance of layered ScS2 as a potential cathode electrode material. We have ap-

plied a random structure search to demonstrate that the ground state phase for

the intercalated material is a layered structure, agreeing with experimental studies

and supporting its use as an electrode. From this, different layered-phases of the

material were investigated and intercalated with different metal species. It was

found that the T- and 𝛼-phases to be energetically preferred, though they are not

dynamically stable (determined through analysis of the phonon band structures)

for low intercalation concentrations. The lowest achievable intercalant concentra-

tion is thus determined to be a = 0.25, and so a capacity corresponding to 75%

of the theoretical capacity is predicted, corresponding to a charge capacity of

182.99 mAhg−1.

For Group I intercalants, ScS2 is found to have a high voltage of nearly 3.5 V

which is ideal for cathodes. Whilst this is reduced to 1.5 V for intercalation with

magnesium (a Group II metal), the double valency offers a larger range of charge

transfer and hence a comparable energy density. This low voltage also offers

some promise for an anode. Thermodynamic phase diagrams were constructed

to evaluate the stability of the layered ScS2 material against the conversion reac-

tion forming Li2S (or equivalent compound), a reaction commonly seen for TMDC

sulfides when intercalated. ScS2 was found to have a remarkably large window of

stability, particularly when compared to the related TMDC materials. Beyond this,

ScS2 was shown to have a Fermi level which lies within a band, indicating a con-

ductive nature that is convenient for device cycling. It also has a low volumetric
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expansion (below 10%) when intercalated with lithium or magnesium, something

that is essential for extended device lifetime.

To explore methods that could offer some improvement to the core proper-

ties of ScS2 material, we also considered metal mixing (substitutionally swapping

out scandium atoms with transition metal elements, similar to what is done with

NMC). With mixing of other metals, we find a gradual drop in both the voltage and

the size of the phase diagram window of stability which suggests that this would

be detrimental to the performance of a ScS2 electrode. However, this does high-

light the potential advantage scandium could provide if mixed into other layered

systems such as the layered transition metal oxides.

Our study highlights that ScS2 shows potential as a cathode material for lithium-

ion batteries, with theoretical estimates of the capacity comparable with NMC and

similar materials. We hope that our study encourages further development of this

material for lithium-ion batteries.

5.5. Supporting Information

5.5.1 Phase Diagram Derivation

For ScS2 intercalated with some amount a of a metal M, be that a Group I metal

(in the following example we use Li) or a Group II metal (in the following example

we use Mg), we define the enthalpy of formation of relevant products:

Δ𝐻 (LiaScS2) = 𝐸 (LiaScS2) − [𝑎𝜇0
𝐿𝑖 + 𝜇

0
𝑆𝑐 + 2𝜇0

𝑆] (5.7)

Δ𝐻 (ScS2) = 𝐸 (ScS2) − [𝜇0
𝑆𝑐 + 2𝜇0

𝑆] (5.8)
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Δ𝐻 (Li2S) = 𝐸 (Li2S) − [2𝜇0
𝐿𝑖 + 𝜇

0
𝑆] (5.9)

Δ𝐻 (MgS) = 𝐸 (MgS) − [𝜇0
𝑀𝑔 + 𝜇

0
𝑆] (5.10)

where Δ𝐻 (𝐴) gives the enthalpy of formation of the compound A, 𝐸 (𝐴) gives

the energy of the compound A, and 𝜇0
𝐵
= 𝐸 (𝐵) gives the chemical potential of

elemental species B when it is in its elemental bulk structure.

The thermodynamic equilibrium condition requires,

Δ𝐻 (LiaScS2) = 𝑎Δ𝜇𝐿𝑖 + Δ𝜇𝑆𝑐 + 2Δ𝜇𝑆, (5.11)

where we have used the notation Δ𝜇𝐵 = 𝜇𝐵 − 𝜇0
𝐵
, with 𝜇𝐵 being the chemical

potential of elemental species B in LiaScS2. This simply states that the energy of

the intercalated structure is the sum of the chemical potentials of the constituent

atoms. Rearranging the thermodynamic equilibrium condition gives,

Δ𝜇𝑆 =
1
2
{
Δ𝐻 (LiaScS2) − [𝑎Δ𝜇𝐿𝑖 + Δ𝜇𝑆𝑐]

}
. (5.12)

We require that ScS2, Li2S, MgS, and the bulk forms of the component ele-

ments do not form. Therefore,

Δ𝜇𝑆𝑐 + 2Δ𝜇𝑆 ≤ Δ𝐻 (ScS2), (5.13)
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2Δ𝜇𝐿𝑖 + Δ𝜇𝑆 ≤ Δ𝐻 (Li2S), (5.14)

Δ𝜇𝑀𝑔 + Δ𝜇𝑆 ≤ Δ𝐻 (MgS), (5.15)

Δ𝜇𝐿𝑖,𝑀𝑔,𝑆𝑐,𝑆 ≤ 0. (5.16)

Substituting 5.12 into 5.13 and rearranging,

1
𝑎

[
Δ𝐻 (LiaScS2) − Δ𝐻 (ScS2)

]
≤ Δ𝜇𝐿𝑖 . (5.17)

This then gives our first thermodynamic limit on the lithium chemical potential

such that the intercalation of the layered ScS2 structure is preferred to the pristine

ScS2 structure and bulk lithium.

We now substitute 5.12 into 5.14, and rearranging gives,

Δ𝜇𝐿𝑖 ≤
1

4 − 𝑎
[
2Δ𝐻 (Li2S) − Δ𝐻 (LiaScS2) + Δ𝜇𝑆𝑐

]
. (5.18)

This gives the limit on the chemical potential of lithium such that the product

Li2S, an experimentally observed product of the conversion reaction of lithium

with TMDC sulfides, does not form. We similarly substitute 5.12 into 5.15, giving,

Δ𝜇𝑀𝑔 ≤
1

2 − 𝑎
[
2Δ𝐻 (MgS) − Δ𝐻 (MgaScS2) + Δ𝜇𝑆𝑐

]
. (5.19)
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The above equations thus describe the boundary conditions for the chemical

potential of an intercalated metal, dependent on formation energies of the relevant

products, and the chemical potentials of the relevant metals. It should be noted,

by considering the equations 5.7-5.10, that the limiting conditions for both the

single TMDC and superlattice, equations 5.16-5.19, are independent of 𝜇0
𝑆
, and

hence Δ𝜇𝑆. As a result, the phase diagrams are only dependent on the chemical

potentials of the intercalated species and the relevant metals, Δ𝜇𝐿𝑖, Δ𝜇𝑀𝑔, and

Δ𝜇𝑆𝑐.

Using equations 5.16, 5.17 and 5.18/5.19, we can construct thermodynamic

phase diagrams, and a schematic of one is shown in Figure 2c of the main ar-

ticle. We restrict ourselves to the negative-negative quadrant to ensure that the

elemental bulks do not form (equation 5.16). Above the diagonal line, labelled

"1", the experimentally observed Li2S crystal is favoured, as opposed to the inter-

calated ScS2. Below the horizontal line, labelled "2", the pristine ScS2 structure is

preferred to intercalation. From this, we show intercalation is favoured for chemi-

cal potential combinations that sit within the shaded region indicated in Figure 2c

of the main article. Outside of this window, however, the secondary products (as

indicated in the figure) are favourable to form. Though a transition to these is not

guaranteed, the intercalated ScS2 structure becomes meta-stable. Whilst other

compounds could have their respective boundaries determined to be included

in these phase diagrams, such as (for the case of lithium intercalation) Li2S2 or

ScS, these first require the disintegration of the Li𝑎ScS2 material into Li2S and/or

elemental bulks. Hence, we only consider the limits outlined above.

To quantitatively compare the phase diagrams for the different concentrations

considered, we can evaluate the difference between the intercepts of lines 1 and

2 with the Δ𝜇𝐿𝑖-axis. 𝐸𝐼𝑆 is then defined as,

𝐸𝐼𝑆 = Δ𝜇
(1)
𝐿𝑖

(Δ𝜇𝑆𝑐 = 0) − Δ𝜇
(2)
𝐿𝑖

(Δ𝜇𝑆𝑐 = 0), (5.20)
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where Δ𝜇
(1/2)
𝐿𝑖

(Δ𝜇𝑆𝑐 = 0) is the value of the boundary line 1/2 at the point where

Δ𝜇𝑆𝑐 = 0. For lithium intercalation, using 5.17 and 5.18 this can be written in

terms of the relevant values for formation enthalpy,

𝐸𝐿𝑖𝐼𝑆 =
2

4 − 𝑎Δ𝐻 (Li2S) + 1
𝑎
Δ𝐻 (ScS2) −

4
4𝑎 − 𝑎2Δ𝐻 (LiaScS2), (5.21)

and for magnesium intercalation, using 5.17 and 5.19 this can be written as,

𝐸
𝑀𝑔

𝐼𝑆
=

2
2 − 𝑎Δ𝐻 (MgS) + 1

𝑎
Δ𝐻 (ScS2) −

2
2𝑎 − 𝑎2Δ𝐻 (MgaScS2). (5.22)

Each of the enthalpy of formation values should be negative for them to be ther-

modynamically stable with respect to their atomic constituents. When the value

of 𝐸𝐼𝑆 is negative, the first two terms dominate, and line "1" intercepts below

line "2" so no stability region exists. When the value of 𝐸𝐿𝑖
𝐼𝑆

is positive, however,

Δ𝐻 (LiaScS2) dominates and the intercalated ScS2 material is stable.

Using a similar set of arguments, we can construct equivalent phase diagrams

for the systems where transition metal atoms substitutionally replace the scan-

dium atoms of the host ScS2 structure. Hence, we can also obtain an expression

for 𝐸𝐼𝑆, as,

𝐸𝐿𝑖𝐼𝑆 =
2

4 − 𝑎Δ𝐻 (Li2S) + 1
𝑎
Δ𝐻 (MSS) − 4

4𝑎 − 𝑎2Δ𝐻 (LMMS). (5.23)

Again, Δ𝐻 (𝐴) gives the enthalpy of formation of the compound A, where MSS

indicates the compound MbSc1−bS2, where metal M has replaced some propor-

tion of scandium, and LMSS the intercalated MSS compound LiaMbSc1−bS2. The

similarity with equation 5.21 is evident.
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Figure 5.9: Convex hulls for Sc-O (5.9(a)) and Sc-S (5.9(b)) compounds.

5.5.2 Convex Hull for Sc-O and Sc-S Compounds

To investigate other possible structures/compounds that could form upon synthe-

sis of ScS2, we have constructed a convex hull. However, as there are a limited

number of scandium sulfide compounds that have been presented in the litera-

ture and on databases such as the ICSD and Materials Project [251], we have

also considered scandium oxide compounds to inform us of potential scandium

sulfide analogues.

Figure 5.9(a) presents the generated convex hull for compounds of scandium

and oxygen with different stoichiometries. We note that the compounds with sto-

ichiometry ScO2 do not lie on the hull. Furthermore, the layered structures are

the least energetically favourable of the structures considered for that composi-

tion, lying 0.62 eV above the hull. Of the structures investigated for the ScO2

composition, the lowest energy belongs to the monoclinic structure similar to that

of Baddeleyite. Clearly, the layered ScO2 structure would be prone to form the

monoclinic structure instead, or a decomposition reaction 2ScO2 → Sc2O3 + 1
2O2

We find similar results for the scandium sulfide compounds, with the various

ScS2 structures lying above the hull. However, we find for the sulfides that the

layered structures are the most favourable, and lie closer to the hull, with T-ScS2

being ∼0.37 eV above the hull.
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Chapter 6

A computational study of the enhancement

of graphene electrodes for use in Li-ion

batteries via forming superlattices with

transition metal dichalcogenides

"It doesn’t matter how beautiful your theory is, it doesn’t matter how

smart you are. If it doesn’t agree with experiment, it’s wrong."

– Richard Feynman

In this chapter, TMDCs are combined with graphene to form superlattices,

which are similar to heterostructures except they repeat, that are investigated for

use as Li-ion battery electrodes. Nine different TMDCs where considered with

their voltages, volumetric expansions and capacities which where determined us-

ing a slight modification to the 𝐸𝐼𝑆 metric that was used in the previous chapter.

A derivation of this is included at the end of this chapter.

6.1. Introduction

Li-ion based batteries are the most widely used energy storage medium for portable

electronic devices, seeing use in anything from phones to electric cars and most

devices in between. The electrodes of a Li-ion battery are what determine their

voltage and capacity, with many different types of material having been used

and investigated as Li-ion battery electrodes. These materials mainly consist

of layered van der Waals structures following the discovery and use of TiS2 as

a Li-ion intercalation electrode in the 1970’s [267, 268, 269], which was followed
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by LiCoO2 in 1980 [56]. From this many other layered materials where investi-

gated such Graphite [57], a non-layered spinel structure LiMn2O4 [270, 67] and

MoS2 [271, 272, 273, 274, 275, 276, 277, 278, 279] before the current commer-

cially used NMC [280, 281, 282] and NCA [283] were discovered.

Many electrode materials share the layered structure of transition metal dichalco-

genides (TMDCs), which are made of one part transition metal (M) and two parts

chalcogen (S, Se or Te denoted as X) with general formula MX2 [284]. Since

the investigations into TiS2 [267, 268, 269], TMDCs have remained a prevalent

electrode [285, 286, 287, 288], with sulphur based TMDCs often being looked

at over other TMDCs as they are lighter and have been shown to have higher

capacities than selenium and tellurium based TMDCs [289]. The large van der

Waals gap of TMDCs allow for the rapid insertion and extraction of intercalants,

demonstrated by systems such as VS2 [290], whilst maintaining relatively low

volume changes of 8% for materials such as NMC [291]. This has led to more

of these TMDCs to be investigated for use as Li-ion battery electrodes such as

WS2 [292], NbSe2 [293], ReSe2 [279], and most recently ScS2 [294]. Nb- and Ta-

based materials [295] have shown to be intercalatable up to ratios of 1:1 Li:MX2,

but their heavier masses result in lower theoretical capacities below 170 mAhg−1.

MoS2 is widely studied [271, 272, 273, 274, 275, 276, 277, 278, 279] in the field

of TMDCs and has been the subject of numerous investigations, demonstrating

a capacity of 167 mAhg−1 but poor conductivity. ScS2 in particular has recently

been suggested as a promising electrode [294], promising an ideal maximum

cathode voltage of 4.5 V, a reversible capacity of 183 mAhg−1 and a volumetric

expansion of 7.5%. In addition, in spite of the ready conversion into Li2S and Sn,

SnS2 also shows considerable promise as a electrode material [296, 297, 298,

299, 247, 248, 300, 301].

Recent studies have looked at improving many of the properties of TMDCs

needed for their use as electrode materials, with the aim of extending device

operation, increasing the intercalant capacities, and improving conductivity. Mor-

phology control [271, 302, 303] and composite formation [304, 305, 306, 307,
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308, 309, 290], particularly through the inclusion of graphitic carbon [310, 311]

or other layered materials, has been used to improve electrical and ionic conduc-

tivity, provide mechanical support, and improve the resultant capacity. Carbon is

also often used as the anode in Li-ion batteries and can come in multiple forms.

The most basic of these is graphite, which can be intercalated up to the LiC6 limit

(equivalent to 339.18 mAh/g) [312]. Graphene has been shown to achieve a

higher capacity but this is often suspended monolayers which are unrealistic in a

normal battery electrode [313].

Constructing superlattices is an attractive approach for tailoring the properties

of two-dimensional materials due to the comparative ease with which they can be

made (such as via exfoliation [126]) and has been applied to TMDCs [127, 128,

314, 130, 315]. Given the layered structure of many battery electrodes in use

today, such as NMC, NCA, LiCoO2 and graphite, superlattices could be made

from these to modify their voltages, capacities, thermal stability and more in or-

der to improve their overall performance. Some TMDCs-graphene superlattices

have already been investigated as intercalation electrodes showing promise as

anodes [316, 317, 318], with MoS2-graphene superlattices showing voltages of

1.5 V and conversion reactions to Li2S at 2.3 V [318].

In this chapter, we have investigated the effect that forming superlattices with

graphene has on a wide variety of sulphur based transition metal dichalcogenides

(TMDCs) using density functional theory (DFT). We have calculated the voltages

and capacities by looking at the thermodynamic relation between the TMDCs

and bi-products that are often formed when these breakdown in the presence of

lithium, Li2X. We have also investigated the effect that additional graphene layers

has on T-phase MoS2.
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6.2. Method

6.2.1 Density Functional Theory Parameters

First principles DFT calculations were performed using the Projector augmented

wave (PAW) [159, 160] method implemented in the Vienna Ab initio Simulation

Package (VASP) [161, 162, 45, 46]. The calculations utilizes Perdew-Burke-

Ernzerhof electron exchange correlation functions [163, 164]. The plane wave

energy cutoff was 500 eV with a Γ-centred Monkhorst-pack grid [165] of at least

3 × 3 × 3 was used for the supercells due to their size, denser grids were used

for smaller supercells. Van der Waals interactions were included using the DFT-

D3 method of Grimme [53] to account for the weak interactions between the 2D

layered materials. The structures were geometrically relaxed until the forces be-

tween the atoms were less than 0.01 eV/Å using a combination of the conjugate

gradient algorithm [54] and a quasi-Newtonian relaxation algorithm, RMM-DIIS

[55]. PAW pseudopotentials were used for core electrons, and the electrons that

have been treated as valence are: Mo 4𝑑55𝑠1, W 5𝑑46𝑠2, Sn 5𝑠25𝑝2, Sc 3𝑑14𝑠2, Ni

3𝑑84𝑠2, Mn 3𝑑54𝑠2, Ti 3𝑑24𝑠2, S 3𝑠23𝑝4, C 2𝑠22𝑝2 and Li 1𝑠22𝑠1.

In order to minimise the strain between the TMDCs and graphene, large su-

percells have been created with anywhere from 4 to 16 MX2 units, an example

of which is shown in Figure 6.1. These supercells have be generated using the

ARTEMIS [172] package, which carries out a series of rotation matchings of two

layers and produces a unit cell with the minimal strain, alongside estimating the in-

terlayer distances. The supercells were generated with and without lithium (𝑎 = 0

and 𝑎 = 2) for the 9 different TMDCs investigated, these were then modified to get

additional lithium concentrations (𝑎 = 1, 15/16, 17/16). For such large supercells,

the number of configurations for 𝑎 = 1 would result in, for example, 60,000,000

calculations (for one system) and only provide an intermediary voltage. As such,

we have only focused on the key points of intercalation (𝑎 = 0, 1, 2). For 𝑎 = 1,

we have chosen 2 configurations based on previous results for TMDCs [289], one

with the Li filling every other interlayer region between graphene and the TMDC
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Figure 6.1: Schematic of ScS2 with graphene with lithium from the top (a) and side (b),
and without lithium from the top (c) and the side (d). This has 13 MX2 units
to 56 carbon atoms.

and the second where the lithium is evenly spread between the interlayer regions.

Precise geometry of the relevant unit cells and how these additional concentra-

tions were made is provided at the end of this chapter. These were all calculated

from a graphene supercell of the same size as in the TMDC-graphene superlat-

tices, the exact sizes of these are given in Table 6.1, and a single unit cell of the

TMDCs, the only exception to this is MnS2 T for which we used a TMDC supercell

of the same size, the reason for this is given at the end of this chapter. Volume

expansion with increasing lithium content was calculated in the standard method,

% = 𝑉−𝑉0
𝑉0

× 100 where 𝑉0 is the volume of an unintercalated superlattice (𝑎 = 0).

6.2.2 Voltages and stability

The voltages, V, of these superlattices at different levels of lithium intercalation,

can be expressed as
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𝑉 = −Δ𝐺
Δ𝑄

≈ −Δ𝐸

Δ𝑄

= −
𝐸 (Li𝑎2MX2C𝑏) −

[
𝐸 (Lia1MX2C𝑏) + (𝑎2 − 𝑎1)𝐸 (Li)

]
(𝑎2 − 𝑎1)𝑒

,

(6.1)

where Δ𝐺 is the change in Gibbs free energy, the total lithium content 𝑎2 > 𝑎1,

𝐸 (LiaMX2Cb) is the energy of an MX2-graphene superlattice with 𝑎 lithium and 𝑏

carbon per MX2 unit and 𝐸 (Li) is the energy of lithium in its bulk form. The Gibbs

free energy can be approximated as the internal energy, as the pressure-volume

and vibrational entropy contributions are known to be negligible in TMDCs [319]

and graphite/graphene [320].

The thermodynamic stability of these superlattices was assessed by looking

at the favourability of the formation the secondary product Li2X. In Li-ion batter-

ies, the formation of secondary products like Li2X indicates a loss of the desired

layered structure, leading to a loss in capacity. We can determine the maximum

lithium intercalation limit by finding a region in phase space where Li2X is less

favourable than an intercalated superlattice, where an unintercalated structure is

less favourable and where the elemental bulks are less favourable. These limits

are expressed as

Δ𝜇𝐿𝑖 ≤
1

4 − 𝑎 [2Δ𝐻 (Li2X) − Δ𝐻 (LiaMX2Cb) + Δ𝜇𝑀 + 𝑏Δ𝜇𝐶], (6.2)

1
𝑎
[Δ𝐻 (LiaMX2Cb) − Δ𝐻 (MX2Cb)] ≤ Δ𝜇𝐿𝑖, (6.3)

Δ𝜇𝐿𝑖,𝑀,𝑋,𝐶 ≤ 0, (6.4)

where Δ𝐻 (A) is the enthalpy of formation of compound A with respect to the

bulk constituents and Δ𝜇𝐴 is given by Δ𝜇𝐴 = 𝜇𝐴 − 𝜇0
𝐴
, 𝜇𝐴 being the chemical

potential of species A when in LiaMX2Cb, with A = Li,M,X,C. If we consider the
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maximum difference in Δ𝜇𝐿𝑖 in equations 6.2 and 6.3 when Δ𝜇𝑀 = Δ𝜇𝐶 = 0 we

can qualitatively determine if a region of stability exists for LiaMX2Cb. We define

this quantity as 𝐸𝐼𝑆 and it is given by

𝐸𝐼𝑆 =
2

4 − 𝑎Δ𝐻 (Li2X) + 1
𝑎
Δ𝐻 (MX2Cb) −

4
4𝑎 − 𝑎2Δ𝐻 (LiaMX2Cb). (6.5)

A positive 𝐸𝐼𝑆 means that LiaMX2Cb is thermodynamically favourable and a neg-

ative means that that Li intercalated to this capacity is not stable and will results

in the formation of Li2S. Hence, determining the limit of intercalation, 𝑎, for when

𝐸𝐼𝑆 = 0 determines that maximum amount of lithium that can be intercalated, and

therefore the capacity. For these superlattices we have also considered the for-

mation of LiC6 from the lithiated superlattices (𝑎 > 0), and show that this is always

unfavourable. The origin the limits that 𝐸𝐼𝑆 is derived from and the results looking

at the formation of LiC6 can be found at the end of this chapter.

6.3. Results

6.3.1 General properties

To establish the viability of these TMDC-graphene superlattices for the intercala-

tion of Li we first need to examine the resultant strains and formation energies.

The exact number of MX2 units and the carbon to MX2 ratio (b) is given in Table

6.1 along with the strain associated with each layer and the formation energy per

unit area. These are calculated for the TMDCs with no lithium compared with

their respective superlattices with no lithium (𝑎 = 0). Details of this are given at

the end of this chapter. As can be seen, the strains are all less than ±0.6% for

the graphene and less than ±5% for the TMDCs. All of the formation energies for

these structures are less than ±0.02 eV/Å2, with the exception of MnS2. However,

in all cases, these supercells are both energetically viable and have low enough

strains to not dramatically affect the resultant properties. In general, the graphene

shows minimal strain whereas the TMDCs are more strained, however these are
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lower than the expansion that these materials undergo due to lithium intercala-

tion. It is of note that, in all cases, the inclusion of graphene has made these

superlattices conductive which is required for these to be used as electrodes.

Table 6.1: The ratios of MX2 to C along with the strain associated with each layer for the
9 supercells generated using the ARTEMIS [172] package and the formation
energies per unit area. The strains are calculated for the TMDCs with no
lithium compared with their superlattices with no lithium (𝑎 = 0).

TMDC № MX2 C:MX2 Strain on Strain on Formation energy
ratio (b) TMDC (%) Graphene (%) (meV/Å2)

MoS2 H 16 3.3750 0.98 -0.36 0.86
MoS2 T 16 3.3750 -0.59 -0.02 -8.95
WS2 H 16 3.3750 0.89 -0.35 0.043
SnS2 T 4 4.5000 0.65 -0.15 6.53
ScS2 R 13 4.3077 -3.44 0.018 13.38
ScS2 T 13 4.3077 -0.24 0.018 19.82
NiS2 T 13 3.8462 -3.44 -0.53 5.80
MnS2 T 7 3.7143 -4.74 -0.20 64.30
TiS2 T 16 3.8750 0.29 -0.27 11.69

6.3.2 Voltages

The voltage is one of the most fundamental properties of an electrode and is used

to determine if it is considered as an anode or a cathode. Anodes normally have

voltages lower than 2 V vs Li/Li+, ideally between 0.5-1.5 V, cathodes normally

have voltages higher than 3 V ideally between 3-4.5 V [321]. Figure 6.2 (a) shows

how the voltage of the TMDC-graphene superlattices vary as a in Li𝑎MX2C𝑏 is

increased, calculated using Equation 6.1.

Most of the TMDC-graphene superlattices display voltages which lie in the

anode range. MoS2-H, MoS2-T, WS2-H, SnS2-T, NiS2-T, MnS2-T and TiS2-T all

have voltages between ≈ 1.5 and 0 V meaning that these would be suitable as

anodes. Despite how similar MoS2-H and MoS2-T are in composition, the change

in TMDC phase leads to MoS2-T having a far higher voltage for 𝑎 = 0 → 1,

this may be caused by the large rearrangement that this system has undergone,

having changed from T-phase to T’-phase (a distortion of T-phase with alternating

Mo-Mo distances) and back to T-phase for 𝑎 = 0 → 1 → 2. MoS2-H has a very

flat voltage which is far more preferable when looking for a lithium intercalation

battery electrode. SnS2-T has a flat voltage from 𝑎 = 0 to 𝑎 = 2 as neither of
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Figure 6.2: Voltages (a), volumetric expansions (b), in plane lattice expansion (c) and
out of plane lattice expansion (d) for the TMDC-graphene superlattices as
𝑎 increases in Li𝑎MX2-G.

the 𝑎 = 1 configurations were more favourable than a combination of the 𝑎 = 0

and 𝑎 = 2 structures. Our results for MoS2-T with graphene agree with those

of experiment where a voltage of ≈ 1.5 V has been seen, as well as irreversible

conversion reactions occurring above this voltage [318]. We note that WS2, ScS2-

R and ScS2-T all show a significant drop in their voltages.

ScS2-R and ScS2-T both start with much higher voltages, closer to 3 V, for

𝑎 = 0 → 1, before dropping down to an anode like voltage, around 1.15 V, for

𝑎 = 1 → 2. This puts them in an odd situation where they are not quite high

enough to be considered a cathode, but starts too high to be considered an anode

for its whole intercalation range at this ratio of MX2 to carbon. This suggests that
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ScS2 based cathodes should have low levels of carbon such that their voltages

are not as significantly decreased.

Comparison of the TMDC-graphene voltages with their bulk TMDCs shows

that the voltage is generally decreased. The details of this are given at the end of

this chapter. The lowest decrease was shown when mixing WS2-H with graphene

which was only decreased by 1.4%. The highest decrease voltage was the mixing

of MoS2-H with graphene which showed a decrease in voltage of 0.72 V without

graphene to 0.43 V with graphene. In general, our results show that the addition

of graphene decreases the voltages of the TMDCs, with values ranging from from

1.44% to 40.38% in the range of 𝑎 = 0 → 1. Clearly the inclusion of graphene

increases the effectiveness of these materials as anodes, but is detrimental to the

performance of cathodes.

6.3.3 Volumetric Expansion

When investigating Li-ion intercalation electrodes, it is important to look at how

the volume of these materials change during cycling, as this can be a cause of

degradation of these materials that leads to a loss of usable capacity. Figure

6.2 (b) shows how the volume of the TMDC-graphene superlattices vary as a in

Li𝑎MX2C𝑏 is increased. As expected, for all superlattices investigated, we can

see a general increase in volume when lithium is intercalated. The superlattices

at 𝑎 = 1 and 𝑎 = 2 all show smaller volumetric expansions to their respective bulk

TMDCs at 𝑎 = 1, with the exception of WS2-H and SnS2-T which expand more

at 𝑎 = 2, these are given at the end of this chapter. Bulk MnS2-T has actually

shrunk when lithium is intercalated into it, this is due to the aligned spins on the

manganese atoms going from 3 up with no lithium to 2 up with lithium, the aligned

spins repulse each other leading to a decrease in volume. This is not observed in

our MnS2-T superlattice as the manganese atoms are more spatially separated

due to the inclusion of the graphene between the TMDC layers.

The observed expansions of the superlattices can be split into three groups

showing slightly different trends. MoS2-H, WS2-H, ScS2-T, MnS2-T and TiS2-T
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have a large increase in volume for 𝑎 = 0 → 1 with a much smaller increase in

volume for 𝑎 = 1 → 2, this is what we expect to happen for the vast majority of

the investigated superlattices as lithium prefers to be split between both sides of

the TMDC layer instead of all on one side, meaning that both gaps between the

TMDC and graphene layers are spread apart by lithium. Although lithium ScS2-T

prefers to all be on one side when 𝑎 = 1, breaking this "trend". SnS2-T has a

constant expansion from 𝑎 = 0 → 2 due to the 𝑎 = 1 configurations not being

favourable. MoS2-T, ScS2-R and NiS2-T all show an odd behaviour of contracting

when going from 𝑎 = 1 → 2, this is also observed experimentally for materials

such as NMC which have the largest out of plane lattice constant near 50% Li

content [291].

From the lattice constant expansions shown in Figures 6.2 (c) and (d) we can

see that the expansion of the out of plane lattice is the biggest contributor to

the volumetric expansion. This is due to the Van der Waals gaps between the

layers being forced apart by lithium as it is intercalated, this is seen in many other

intercalation electrodes [291]. We see volumetric expansions in the range of 5%

to 10% for all materials except for SnS2-T and NiS2-T. This level of expansion is

comparable to that seen in materials used in commercial batteries such as NMC

with an expansion of 8% [291]. SnS2-T and NiS2-T both undergo expansion in the

range of 10% to 20% which could lead to significant formation of cracks during

cycling which accelerate degradation and limit capacity [322].

6.3.4 Thermal Stability and Capacity

We can determine the maximum amount of lithium that the TMDC-graphene su-

perlattices can accommodate by determining when 𝐸𝐼𝑆 ≈ 0 by using equation

6.5. Figure 6.3 shows how 𝐸𝐼𝑆 varies as the level of intercalated lithium, 𝑎, is

increased. In these structures we investigate strictly one layer of carbon with

one layer of TMDC. For all the systems that have positive 𝐸𝐼𝑆, a similar or better

lithium to carbon ratio than that of graphene on (LiC6) its own is achieved. This

indicates that the capacity of the carbon has been increased. The superlattices
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Figure 6.3: 𝐸𝐼𝑆 for the TMDC-graphene superlattices as the intercalation level, 𝑎, in-
creases in Li𝑎MX2C𝑏 for 𝑎 = 1 and 𝑎 = 2, The value for 𝐸𝐼𝑆 has been
included for these without graphene as well. For MoS2, extra points have
been included for 𝑎 = 15/16 and 𝑎 = 17/16.

which show this improvement involve the TMDCs ScS2-R, ScS2-T, TiS2-T and

MoS2-T. Conversely, the remaining TMDCs considered readily decompose into

Li2S at 𝑎 = 1. These may still be able to intercalate lithium without undergoing

conversion, however, intercalation for 𝑎 < 1 will lead to a low capacities that are

not suitable for electrodes.

To further explore the limits of mixing these systems, we expand on the results

for MoS2-T with graphene. For MoS2-T at 𝑎 = 1 and 𝑎 = 2 𝐸𝐼𝑆 is negative, meaning

that it is unfavourable to intercalate this TMDC even to just one lithium per unit.

However, the value of 𝐸𝐼𝑆 at 𝑎 = 1 was very low, equal to -0.191 eV. We have

considered lithium concentrations of 𝑎 = 15/16 and 𝑎 = 17/16 (±1 Li compared to

𝑎 = 1). From this we can confirm that 𝐸𝐼𝑆 does become positive for 𝑎 = 15/16,

equal to 0.242 eV, meaning that MoS2-T with graphene is able to be intercalated

and has a capacity equal to 121.29 mAh/g. If we look at the graphene layer,

this is roughly equivalent to a limit of LiC4. We can also see that the value of

𝐸𝐼𝑆 at 𝑎 = 17/16 is between the values of 𝐸𝐼𝑆 at 𝑎 = 1 and 𝑎 = 2. Thus we

can state that the MoS2-graphene boundary shows a small increase in capacity

compared to the pure graphene region, and a slight decrease in performance

when compared to pure MoS2. This result agrees with Larson et al. [316] who

showed, for Li𝑎MoS2C3.125 (50 C: 16 MoS2), that the limit of intercalation is 𝑎 ≈ 1.
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ScS2-R, ScS2-T and TiS2-T all are resistant to the formation of Li2S up to an

intercalation of 𝑎 = 2, meaning that these can be intercalated up to at least 2

lithium per MX2 unit without decomposing. When ScS2-R and ScS2-T are com-

pared to graphene, this is almost approaching LiC2, a large improvement over

the LiC6 limit of graphene. When TiS2 is compared to graphene, it is the equiv-

alent to going slightly beyond LiC2. Both ScS2-R and ScS2-T have a capacity of

306.77 mAh/g and TiS2 has a capacity of 310.84 mAh/g.

Comparing the 𝐸𝐼𝑆 of the TMDC-graphene superlattices to their respective

TMDCs at 𝑎 = 1 we can see that the addition of graphene has decreased the

stability of the TMDC against intercalation for all systems with the exception of

WS2-H. This is shown by a general decrease in 𝐸𝐼𝑆, we find that this decrease

compared to the bulk TMDC ranges from 1.09 eV to 0.17 eV, excluding WS2-H

which increases by 0.01 eV.

6.3.5 Changing the ratio of carbon to TMDC

In order to investigate the effect of graphene further, we have looked at what

happens when the ratio of graphene to MoS2-T is increased. This system is of

particular relevance as MoS2 does not conduct without an additive such as hard

carbons. We have used MoS2-T at lithium contents of 𝑎 = 0 and 𝑎 = 1 for this,

varying the number of graphene layers between 0 and 3, this is equivalent to

𝑏 = 0, 3.375, 6.750 and 10.125. For all cases where 𝑏 ≠ 0 the same local structure

of MoS2-T and lithium has been used as was found for 𝑎 = 1 and 𝑏 = 3.375, no

additional lithium is added as the amount of carbon is increased, a schematic

of this is shown in Figure 6.4 (c). From these results we can assess the effect

that more carbon has on the local stability, volume expansion and voltage of the

MoS2-T layer. The voltage and 𝐸𝐼𝑆 change is show in Figure 6.4 and are given at

the end of this chapter.

Our results show that the voltage (from 𝑎 = 0 to 𝑎 = 1) decreases as the

amount of carbon, 𝑏, is increased. As we have limited our search to just the inter-

face region, this suggest that a truly mixed MoS2/hard carbon system (which has
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Figure 6.4: (a) The voltage and (b) 𝐸𝐼𝑆 for MoS2-T as the number of layers of graphene
is increased for a lithium content of 𝑎 = 0 and 𝑎 = 1. (c) shows both the total
volumetric expansion in green and the local expansion in the z-axis in black.
For the superlattices this is measured from the graphene layer below the
TMDC to the graphene layer above, for the TMDC on its own we have used
the distance between the closest sulphur atoms in the two neighbouring
TMDC layers. (d) is a schematic showing how additional carbon has been
added to these systems as additional layers.

bulk regions of both materials) will observe three peaks in its voltage behaviour.

The first peak will occur around 1.7 V and be associated with bulk MoS2 inter-

calation. The second peak will occur at 1.5 and be associated with the interface

and the final much lower peak will be associated with hard carbon (typically of the

order of 0.5-1V depending on the carbon). This has been observed in the exper-

iment by Wenelska et al. [318] where the interface peak occurs as a shoulder to

the main bulk MoS2 peak with and additional peak at 2.3 V which corresponds to

the breakdown into Li2S.
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Looking at the overall expansion of the various carbon superlattices, we can

see that the volume expansion decreases with the amount of graphene layers.

Given that we are not adding any additional lithium as we increase the number

of graphene layers, we need to instead look at how the local environment around

the TMDC changes. In order to understand this local environment better, we have

also included the local change in the out of plane direction which is measured

from the graphene layer just below the TMDC to the graphene layer just above.

From this we can actually see that the amount of out of plane space occupied

by the TMDC and lithium increases as the number of graphene layers increases.

This indicates that the overall decrease in volume expansion as the amount of

carbon increases is due to a changes in the in plane lattice expansion.

Our results also show that the local stability of the MoS2-T layer is also de-

crease compared to bulk MoS2-T, with 𝐸𝐼𝑆 dropping as the amount of carbon,

𝑏 is increased. We can also see that both the voltage and 𝐸𝐼𝑆 change in uni-

son, decreasing by roughly the same amount as 𝑏 is increased. Initially, we see

a decrease in 𝐸𝐼𝑆. This is due to the donated charge from the Li mainly be-

ing absorbed by the TMDC with the graphene not absorbing significant amounts.

However, we do see a slight increase in 𝐸𝐼𝑆 going from 𝑏 = 6.750 to 10.125 where

Bader charge analysis [323] indicates that some of the donated charge is now

spread to the third graphite layer, which reduces the total charge in the vicinity

of the Li-TMDC region and could be responsible for this improvement in stability,

details of this are provided at the end of this chapter.

6.4. Conclusion and Chapter Summary

In this work, we have investigated the performance of 9 different TMDC-graphene

superlattices for their potential use as Li-ion intercalation electrodes. We have

calculated their voltages finding that ScS2-graphene in both a T- and R-phases

possess voltages nearing 3 V, while the other 7 TMDC-graphene superlattices

are between 0 V and 1.5 V. The vast majority of these superlattices also show

very little volumetric expansion in the range of 5% to 10%, similar to that of NMC
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at 8%, the only exceptions to this are SnS2-T and NiS2-T which expanded up to

nearly 20%.

Looking at the breakdown of these superlattices into Li2S, LiC6 and their con-

stituent transition metals, we assess their capacities using a metric of stability,

𝐸𝐼𝑆. From all of the superlattices investigated, we found that ScS2 in both T-

and R-phases and TiS2-T are able to be intercalated up two Li-ions per MX2 unit

(Li2MX2C𝑏) leading to large capacities of 306.77 mAh/g for both ScS2 phases

and 310.84 mAh/g for TiS2-T, which were both roughly equivalent to a limit of

LiC2. MoS2-T was also found to be able to accept lithium up to a limit of 𝑎 = 15/16

in Li𝑎MoS2C𝑏, agreeing with results from see in other studies [316]. This corre-

sponds to a capacity of 121.29 mAh/g, which is equivalent to a limit of LiC4.

To further explore the effects of graphene in these superlattices, we inves-

tigated what would happen to MoS2-T as additional layers of graphene were

added. From this showed that adding more layers of graphene decreased the

voltage while our metric of stability, 𝐸𝐼𝑆, initially decreased before effectively flat

lining. A Bader charge analysis revealed that this may be due to charge being

donated to the middle graphene layer, reducing the amount of electrons near the

TMDC layer. The overall volume expansion of these superlattices decreases with

lithium intercalation as the number of graphene layers is increased, while the local

expansion around the TMDC layer increase.

Our results highlights the effects of forming superlattices with TMDCs and

graphene for use as Li-ion intercalation electrodes, with low volumetric expan-

sions and high capacities with a wide range of voltages. All of the superlattices

investigated have become conductive due to the addition of graphene.

6.5. Supporting Information

6.5.1 Derivation of 𝐸𝐼𝑆

The stability of these TMDC-graphene superlattices has been characterised by

the formation of Li2S. When this compound forms in TMDCs it means that a ir-
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reversible degradation has occurred, removing both lithium and the chalcogen,

which collapses the van der Waals layers that allow for Li-ion intercalation. By as-

sessing the relative stability of these TMDC-graphene superlattices against Li2S

we can construct a phase diagram that indicates when one is more favourable

than the other. First we define the enthalpy of formation of relevant products

Δ𝐻 (LiaMS2Cb) = 𝐸 (LiaMS2Cb) −
[
𝑎𝜇0

𝐿𝑖 + 𝜇
0
𝑀 + 2𝜇0

𝑆 + 𝑏𝜇
0
𝐶

]
, (6.6)

Δ𝐻 (MS2Cb) = 𝐸 (MS2Cb) −
[
𝜇0
𝑀 + 2𝑎𝜇0

𝑆 + 𝑏𝜇
0
𝐶

]
, (6.7)

Δ𝐻 (Li2S) = 𝐸 (Li2S) −
[
2𝜇0

𝐿𝑖 + 𝜇
0
𝑆

]
, (6.8)

where Δ𝐻 (A) is the enthalpy of formation of compound A, 𝐸 (A) is the energy of

compound A and 𝜇0
𝐵
= 𝐸 (B) is the chemical potential of the element B when it is

in its elemental bulk structure and M represents transition metal. Thermodynamic

equilibrium requires that

Δ𝐻 (LiaMS2Cb) = 𝑎Δ𝜇𝐿𝑖 + Δ𝜇𝑀 + 2Δ𝜇𝑆 + 𝑏Δ𝜇𝐶 , (6.9)

where Δ𝜇𝐵 = 𝜇𝐵 − 𝜇0
𝐵

with 𝜇𝐵 being the chemical potential of the element B in

LiaMS2Cb. This states that the energy of the intercalated superlattice is the sum

of the chemical potentials of its constituent atoms. This can be restated as

Δ𝜇𝑆 +
𝑏

2
Δ𝜇𝐶 =

1
2
[Δ𝐻 (LiaMS2Cb) − 𝑎Δ𝜇𝐿𝑖 − Δ𝜇𝑀] . (6.10)

We also require that MS2Cb, Li2S and the bulk forms of the constituent ele-

ments do not form, thus

Δ𝜇𝑀 + 2Δ𝜇𝑆 + 𝑏Δ𝜇𝐶 ≤ Δ𝐻 (MS2Cb) (6.11)

2Δ𝜇𝐿𝑖 + Δ𝜇𝑆 ≤ Δ𝐻 (Li2S), (6.12)
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Δ𝜇𝐿𝑖,𝑀,𝑆,𝐶 ≤ 0. (6.13)

Substituting (6.10) into (6.11) and rearranging

1
𝑎
[Δ𝐻 (LiaMS2Cb) − Δ𝐻 (MS2Cb)] ≤ Δ𝜇𝐿𝑖, (6.14)

which is our first thermodynamic limit on the chemical potential of lithium that

determines when lithium intercalated into MS2Cb is more favourable than MS2Cb

and bulk lithium. Substituting (6.10) into (6.12) provides

Δ𝜇𝐿𝑖 ≤
1

4 − 𝑎 [2Δ𝐻 (Li2S) − Δ𝐻 (LiaMS2Cb) + Δ𝜇𝑀 + 𝑏Δ𝜇𝐶], (6.15)

which is our second thermodynamic limit on the chemical potential of lithium that

determines when Li2S does not form. Together these describe the boundary

conditions on the chemical potential of lithium based on the formation energies

and chemical potentials of relevant products and elements. Given that we have

removed all dependence on the chemical potential of the chalgogen (sulphur for

all TMDCs investigated), these are dependent only on Δ𝜇𝐿𝑖, Δ𝜇𝑀 and Δ𝜇𝐶 .

If we consider the relative change in Δ𝜇𝐿𝑖 between these two boundaries,

Equations(6.14) and (6.15), at Δ𝜇𝑀 = Δ𝜇𝐶 = 0, we can quantise a region of

stability using a single value 𝐸𝐼𝑆. We define this quantity such that a positive

value means that there is a region of stability and a negative means there is not,

𝐸𝐼𝑆 is thus defined as

𝐸𝐼𝑆 =
2

4 − 𝑎Δ𝐻 (Li2S) + 1
𝑎
Δ𝐻 (MS2Cb) −

4
4𝑎 − 𝑎2Δ𝐻 (LiaMS2Cb). (6.16)

This can also be used for TMDCs without graphene by simply setting 𝑏 = 0.

The values of 𝐸𝐼𝑆 for the TMDC-graphene superlattices at 𝑎 = 1 and 𝑎 = 2 and

the TMDCs without graphene at 𝑎 = 1 are given in Table S 6.2.
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Table 6.2: The values of 𝐸𝐼𝑆 for the TMDC-graphene superlattices at 𝑎 = 1 and 𝑎 = 2
and the bulk TMDCs at 𝑎 = 1.

E𝐼𝑆 (eV)
TMDC-graphene TMDC

TMDC a = 1 a = 2 a = 1
𝑀𝑜𝑆2-H -1.4486 -2.1940 -1.0687
𝑀𝑜𝑆2-T -0.1906 -1.5215 -0.0248
𝑊𝑆2-H -1.5692 -2.6800 -1.5742
𝑆𝑛𝑆2-T -0.7345 -0.7748 -0.2290
𝑆𝑐𝑆2-R 2.3434 1.7392 2.6594
𝑆𝑐𝑆2-T 2.0365 1.4198 2.8057
𝑁𝑖𝑆2-T -0.7209 -1.2284 0.0136
𝑀𝑛𝑆2-T -0.4807 -1.0503 0.6082
𝑇𝑖𝑆2-T 0.3709 0.0994 1.1652

6.5.2 Formation of LiC6

In addition to the formation of LiS2, we have also considered the formation of LiC6

from the intercalated superlattices. We can state this as

LiaMS2Cb −−−→ (𝑎 − 2𝛽)LiC6 + 𝛽Li2S + 𝛽M + (1 − 𝛽)MS2 + (12𝛽 − 6𝑎 + 𝑏)C, (6.17)

which has limits of

𝛽 ≤ 𝑎

2
, (6.18)

𝛽 ≥ 6𝑎 − 𝑏
12

. (6.19)

These represent when there is no LiC6 formed in the limit there is no additional

carbon. Between these limits we found that Li𝑎MS2C𝑏 was more favourable for all

investigated TMDC-G superlattices. Tables S6.3, S6.4 and S6.5 show the forma-

tion energy of Li𝑎MS2C𝑏 from all compounds on the right hand side of equation

6.17. A negative formation energy shows that the formation of Li𝑎MS2C𝑏 is more

favourable, so LiC6 won’t form. All tables show negative formation energies indi-

cating LiC6 will not form.
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Table 6.3: The energetic costs of forming Li𝑎=1𝑀𝑆2𝐶𝑏 from LiC6 and various other com-
pounds, based upon equation 6.17.

Lower Limit Upper Limit
TMDC Form. En. (eV) 𝛽 Form. En. (eV) 𝛽

𝑀𝑜𝑆2-H -0.8749 0.2188 -1.69 0.5
𝑀𝑜𝑆2-T -1.9736 0.2188 -2.5676 0.5
𝑊𝑆2-H -0.8029 0.2188 -1.5488 0.5
𝑆𝑛𝑆2-T -1.188 0.125 -1.8443 0.5
𝑆𝑐𝑆2-R -3.1184 0.141 -4.7093 0.5
𝑆𝑐𝑆2-T -2.7626 0.141 -4.4059 0.5
𝑁𝑖𝑆2-T -1.3646 0.1795 -1.7052 0.5
𝑀𝑛𝑆2-T -1.743 0.1905 -2.2955 0.5
𝑇𝑖𝑆2-T -1.8582 0.1771 -3.2318 0.5

Table 6.4: The energetic costs of forming Li𝑎=2𝑀𝑆2𝐶𝑏 from LiC6 and various other com-
pounds, based upon equation 6.17.

Lower Limit Upper Limit
TMDC Form. En. (eV) 𝛽 Form. En. (eV) 𝛽

𝑀𝑜𝑆2-H -2.5199 0.7188 -3.3351 1.0
𝑀𝑜𝑆2-T -3.1075 0.7188 -3.7015 1.0
𝑊𝑆2-H -1.9872 0.7188 -2.7332 1.0
𝑆𝑛𝑆2-T -3.461 0.625 -4.1173 1.0
𝑆𝑐𝑆2-R -6.3053 0.641 -7.8962 1.0
𝑆𝑐𝑆2-T -5.9334 0.641 -7.5767 1.0
𝑁𝑖𝑆2-T -2.9944 0.6795 -3.335 1.0
𝑀𝑛𝑆2-T -3.4747 0.6905 -4.0272 1.0
𝑇𝑖𝑆2-T -4.8247 0.6771 -6.1982 1.0

6.5.3 Supercells

The in-plane and out of plane lattice constants for the TMDC-graphene superlat-

tices at 𝑎 = 0, 1 and 2 are given in Table S 6.6 and the in plane lattice constant for

the bulk TMDCs are given in Table S 6.7. For the TMDC-graphene superlattices

these are for the overall supercell and not transition metal to transition metal dis-

tances. These values for the superlattices are plotted in the main manuscript in

Figures 2(c) and 2(d).

The supercells for 𝑎 = 1 were constructed by taking the fully relaxed supercells

for 𝑎 = 2 and uniformly removing lithium. For the 𝑎 = 1 structures where all the

lithium was on one side of the TMDC layer this meant that all the lithium on one

side was removed. For structures where the lithium is equally spread over both

sides of the TMDC layer, lithium from every other lithium site. An example of this

is shown in Figure S6.5.
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Table 6.5: The energetic costs of forming Li𝑎=1𝑀𝑜𝑆2𝐶𝑏 from LiC6 and various other
compounds, based upon equation 6.17, for the differing number of graphene
layers (𝑏 = 3.375, 6.750 and 10.125 corresponding to 1, 2 and 3 layers of
graphene).

Lower Limit Upper Limit
b Form. En. (eV) 𝛽 Form. En. (eV) 𝛽

3.375 -1.9736 0.2188 -2.5676 0.5
6.750 -1.5547 0.0 -2.6108 0.5
10.125 -1.6174 0.0 -2.6734 0.5

Table 6.6: In plane and out of plane lattice constants for TMDC-graphene superlattices
in Angstroms. These are for the entire superlattice supercells, not the tran-
sition metal to transition metal distance.

Lat. in plane (Å) Lat. out of plane (Å)
TMDC a = 0 a = 1 a = 2 a = 0 a = 1 a = 2
𝑀𝑜𝑆2-H 12.7698 12.8818 13.0662 9.8817 10.4614 10.2790
𝑀𝑜𝑆2-T 12.8141 13.0206 13.1266 9.9824 10.3905 10.0901
𝑊𝑆2-H 12.7725 12.8824 13.0562 9.8576 10.4230 10.2968
𝑆𝑛𝑆2-T 7.3890 N/A 7.4713 9.7767 N/A 11.3144
𝑆𝑐𝑆2-R 13.0551 13.1026 13.1521 9.5638 10.1178 9.8823
𝑆𝑐𝑆2-T 13.0551 13.0944 13.1145 9.5638 10.0900 10.07266
𝑁𝑖𝑆2-T 12.2687 12.3295 12.4748 8.9549 10.1941 9.8154
𝑀𝑛𝑆2-T 8.8761 8.9030 8.9978 9.4412 10.0015 9.8557
𝑇𝑖𝑆2-T 13.6970 13.7446 13.8187 9.5603 10.2224 10.0344

Table S6.8 show the strain on the TMDC and graphene layers in the super-

lattices along with their respective formation energies. These were all calculated

from graphene supercells of the same size as the superlattices and a single unit

cell of the TMDCs, the only exception to this is MnS2-T. Within the table, MnS2 T*

is the strain and formation energy as calculated with the above method and MnS2-

T uses a supercell of the TMDC layer instead. This was done as manganese’s

potential spin states are complex and numerous. To provide a direct comparison

of the spin states, in this case we used the same supercell for the bulk TMDC and

the superlattice.

6.5.4 Voltages

The voltages for the TMDC-graphene superlattices for 𝑎 = 0 → 1 and 𝑎 = 1 → 2

and the TMDCs without graphene for 𝑎 = 0 → 1 are given in Table S 6.9. These

values for the TMDC-graphene superlattices are plotted in the main manuscript

in Figure 2(a).
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Table 6.7: The in plane lattice constant for the TMDCs while not in a superlattice and
the graphite supercell average carbon-carbon bond lengths in Angstroms.

Lat. in plane (Å) Graphite (Å)
TMDC a = 0 a = 1 C-C dist.
𝑀𝑜𝑆2-H 3.1615 3.1721 1.42407
𝑀𝑜𝑆2-T 3.1821 3.2822 1.42417
𝑊𝑆2-H 3.1650 3.1492 1.42417
𝑆𝑛𝑆2-T 3.6707 3.7772 1.42418
𝑆𝑐𝑆2-R 3.7492 3.6234 1.42417
𝑆𝑐𝑆2-T 3.6291 3.6129 1.42417
𝑁𝑖𝑆2-T 3.3788 3.3945 1.42418
𝑀𝑛𝑆2-T 3.5713 3.3537 1.42424
𝑇𝑖𝑆2-T 3.4136 3.4279 1.42420

Figure 6.5: The structure of one of the TMDC-graphene superlattices for 𝑎 = 1 where
the lithium is spread over both sides of the TMDC.

6.5.5 Volumetric expansion

The volumetric expansion the the TMDC-graphene superlattices for 𝑎 = 0 → 1

and 𝑎 = 1 → 2 and the TMDCs without graphene for 𝑎 = 0 → 1 are given in

Table S 6.10. These values for the TMDC-graphene superlattices are plotted in

the main manuscript in Figure 2(b).

6.5.6 Effect of additional Graphene

The voltages, 𝐸𝐼𝑆, % volumetric expansion and % local expansion for MoS2-T as

the number of graphene layers are increased are given in Table S 6.11. These

are calculated for lithium contents of 𝑎 = 0 and 𝑎 = 1 in Li𝑎MoS2C𝑏 and are plotted

in the main manuscript in Figure 4.

The local expansion for bulk MoS2-T is the distance between the closest sul-

phur atoms in the two neighbouring TMDC layers, this effectively includes the
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Table 6.8: The ratios of MX2 to C along with the strain associated with each layer for the
9 supercells generated using the ARTEMIS [172] package and the formation
energies per unit area. The strains are calculated for the TMDCs with no
lithium compared with their superlattices with no lithium (𝑎 = 0).

TMDC № MX2 C:MX2 Strain on Strain on Formation energy
ratio (b) TMDC (%) Graphene (%) (meV/Å2)

MoS2 H 16 3.3750 0.9794 -0.3630 0.8610
MoS2 T 16 3.3750 -0.5935 -0.0253 -8.9538
WS2 H 16 3.3750 0.8873 -0.3536 0.04295
SnS2 T 4 4.5000 0.6485 -0.1490 6.5286
ScS2 R 13 4.3077 -3.4362 0.01825 13.3777
ScS2 T 13 4.3077 -0.2399 0.01825 19.8208
NiS2 T 13 3.8462 -3.4350 -0.5259 5.8030
MnS2 T 7 3.7143 -4.7425 -0.2044 64.2991
MnS2 T* 7 3.7143 -7.1114 -0.2044 -10.1196
TiS2 T 16 3.8750 0.2909 -0.2700 11.6890

Table 6.9: Voltages for TMDC-Graphene superlattices and their respective TMDCs
without graphene.

Voltage (eV)
TMDC-Graphene TMDC % decrease

TMDC a = 0 → 1 a = 1 → 2 a = 0 → 1 a = 0 → 1
𝑀𝑜𝑆2-H 0.4295 0.4085 0.7205 40.3830
𝑀𝑜𝑆2-T 1.5260 0.2905 1.7000 10.2324
𝑊𝑆2-H 0.3971 0.07090 0.4029 1.4442
𝑆𝑛𝑆2-T 1.4470 1.4470 1.6373 11.6228
𝑆𝑐𝑆2-R 2.9596 1.1837 3.1332 5.5409
𝑆𝑐𝑆2-T 2.7294 1.0945 3.2064 14.8762
𝑁𝑖𝑆2-T 1.4581 1.3110 1.9911 26.7691
𝑀𝑛𝑆2-T 1.3812 1.0520 2.2565 38.7901
𝑇𝑖𝑆2-T 1.5092 1.0523 2.0571 26.6346

change in the TMDC layer itself and the change in the van der Waals gap both

above and below it as lithium is added. For the superlattices we have used the

distance from the graphene layer above the TMDC to the one below, also captur-

ing the change in the TMDC layer and the two van der Waals gaps.

6.5.6.1 Charge Analysis

A Bader charge analysis [324, 325, 326, 323] was carried out on various MoS2-T

systems. Table 6.12 shows the Bader charges of the different species present

in MoS2-T with graphene as the concentration of carbon is increased without

any lithium. Also included are the base TMDC without graphene and graphene

without the TMDC.
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Table 6.10: Volumetric expansion for TMDC-Graphene superlattices and their respec-
tive TMDCs without graphene.

Volumetric expansion (%)
TMDC-Graphene TMDC

TMDC a = 0 → 1 a = 0 → 2 a = 0 → 1
𝑀𝑜𝑆2-H 7.6632 8.9058 9.4792
𝑀𝑜𝑆2-T 6.4838 6.0682 9.6696
𝑊𝑆2-H 6.6700 9.1470 8.5202
𝑆𝑛𝑆2-T 6.5654 18.3205 16.0291
𝑆𝑐𝑆2-R 6.5399 4.8702 14.5463
𝑆𝑐𝑆2-T 6.1368 6.2799 13.2120
𝑁𝑖𝑆2-T 14.9693 13.3228 24.9218
𝑀𝑛𝑆2-T 5.7221 7.2745 -2.8196
𝑇𝑖𝑆2-T 6.4534 6.8242 15.9876

Table 6.11: The voltage, 𝐸𝐼𝑆, % volumetric expansion and % local expansion for MoS2-
T as the number of graphene layers are increased.

Carbon atoms per MX2, b
0 3.375 6.750 10.125

Voltage 1.7000 1.5260 1.4475 1.4473
𝐸𝐼𝑆 -0.0248 -0.1906 -0.2548 -0.2341
% expansion 9.6696 6.4838 4.6312 3.7220
% Loc. exp. 4.5396 3.9652 4.1207 7.4130

Table 6.13 shows the Bader charges of the different species present in Li𝑎MoS2-

T with graphene as the concentration of carbon is increased with lithium at at

𝑎 = 1. Also included are the base TMDC without graphene and graphene without

the TMDC and 2 Li-ions per 16 carbon atoms.
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Table 6.12: The average charge on the different species present in the MoS2-T
graphene superlattices without lithium as 𝑏 is increased. 𝑏 = ∞ is AA
stacked graphite.

№ electrons lost
C:MX2 ratio (𝑏) No TMDC

Species 0 3.375 6.750 10.125 ∞
Mo 1.7935 1.7439 1.7012 1.7033 N/A
S -0.8967 -0.8855 -0.8752 -0.8778 N/A
C1 N/A 0.0080 0.0075 0.0067 N/A
C2 N/A N/A 0.0071 0.0022 N/A
C3 N/A N/A N/A 0.0066 N/A
C Ave. N/A 0.0080 0.0073 0.0052 0.0000

Table 6.13: The average charge on the different species present in the MoS2-T
graphene superlattices with lithium as 𝑏 is increased. 𝑏 = ∞ is AA stacked
graphite with 2 Li to 16 C.

№ electrons lost
C:MX2 ratio (𝑏) No TMDC

Species 0 3.375 6.750 10.125 ∞
Mo 1.6981 1.6198 1.6214 1.6221 N/A
S -1.2823 -1.1476 -1.1447 -1.1421 N/A
C1 N/A -0.0591 -0.0306 -0.0281 N/A
C2 N/A N/A -0.03092 -0.0070 N/A
C3 N/A N/A N/A -0.0281 N/A
C Ave. N/A -0.0591 -0.0307 -0.0211 -0.1068
Li 0.8665 0.8746 0.8757 0.8757 0.8541
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Chapter 7

First Principles and Empirical potential

based study of Delithiated

Ni𝑥Mn𝑦Co1−𝑥−𝑦O2 Phase Stability for use in

Li-ion Cathodes

In this chapter, delithiated NMC (Ni𝑥Mn𝑦Co1−𝑥−𝑦O2) has been investigated for its

current and further use as a Li-ion battery cathode material. Multiple different

stoichiometries and phases of these have been examined to determine when

the layered structure, which is key for Li-ion intercalation, is the most favourable.

We do this to establish what stoichiometries of NMC, if any, are capable of being

completely delithiated. Empirical potentials have been fitted to the data calculated

using DFT and convex hulls have been made from both the DFT and the empirical

potential data sets. These provide insight into the alloy stability phase space.

7.1. Introduction

The Layered lithium transition metal oxides of the form LiMO2 (M = Ni, Mn, Co)

are currently the among most successful group of materials for Li-ion intercalation

cathodes in Li-ion batteries. Following the discovery of TiS2 as a Li-ion interca-

lation electrode [267, 268, 269], many other layered structures were investigated

for this purpose. The first of these to be commercialised was LiCoO2 which, like

TiO2, has van der Waals gaps between its CoO2 layers that can readily accept

Li-ion intercalation and extraction [56]. However this material could not be fully

deintercalated, becoming unstable at lithium concentration of 0.5 Li per CoO2

unit. Along side this, it releases oxygen when charged with a high voltage [64]
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and has shown capacity fade due to the cobalt dissociation [63]. This lead to

other layered materials being investigated that could replace LiCoO2 in commer-

cial applications.

Both LiNiO2 and LiMnO2 have been investigated with the same layered struc-

ture, showing some benefits and some drawbacks over LiCoO2. LiNiO2 suffers

from poor thermal stability and breaks down into more favourable Ni-oxides with

lithium removal [65], while Spinel phase LiMnO2 has a lower capacity and under-

goes Mn dissociation [67, 270]. An alternative to replacing all the transition metals

in LiCoO2 is a partial substitution leading to the material LiNi𝑥Mn𝑦Co1−𝑥−𝑦O2 [280,

281, 282] or LiNi𝑥Co𝑦Al1−𝑥−𝑦O2 [283] (NMC and NCA respectively), which are cur-

rently used in commercial batteries. This alloying of transition metals within these

layered systems allows for far better control over the materials properties via tun-

ing their exact stoichiometries. While LiCoO2 has both a high voltage of ≈ 4.25 V

and a capacity of 137 mAh/g [56, 327], different stoichiometries of NMC can have

both higher voltages and higher capacities, with NMC 111 (𝑥 = 𝑦 = 1/3) showing

a voltage in the range of 2.5-4.2 V and a capacity of 150 mAh/g [282]. Another

stoichiometry show different properties, with NMC 811 (𝑥 = 0.8, 𝑦 = 0.1) having

an average voltage of ≈ 3.7 V and a capacity of ≈ 200 mAh/g [328].

However, NMC still suffers from some of the drawbacks of the materials men-

tioned previously: Mn-rich NMC suffers from greater transition metal dissocia-

tion [71], Ni-rich NMC suffers from oxygen release occurring at lower voltages [72],

which is related to the coordination of the oxygen atoms [73], as well as Li/Ni

disordering [74, 75]. However higher Ni-content does allow for more lithium to

be extracted at a set voltage [76]. There are a few methods that can be used

to mitigate these problems such as doping [87, 88, 329] and surface modifi-

cation [330]. Cracks also form during fabrication of Ni-rich NMC [331] which

can act as the catalyst for the formation of Li/Ni disordering and phase transi-

tions [332]. On top of all of this, the degradation of NMC releases toxic chemicals

into the environment [333, 334, 335, 336]. NiO2 can be made experimentally com-

pletely delithiated. Layered Li0.5NiO2 can undergo an irreversible phase change
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to Spinel Li0.5NiO2 which can be intercalated again but can not go back to lay-

ered [337, 338]. Finding which stoichiometries of Ni𝑥Mn𝑦Co1−𝑥−𝑦O2 that allows

for the full removal of lithium, and thus the greatest capacity, is of utmost impor-

tance if NMC is to continue being the primary battery cathode material of the

future.

7.2. Method

Figure 7.1 (a) shows a schematic of the overall method followed in this paper.

The first step is to investigate multiple transition metal dioxides with density func-

tional theory (DFT) over various Ni𝑥Mn𝑦Co1−𝑥−𝑦O2 stoichiometries in order to find

a region in which a layered structure is more preferential, or lower in energy. The

layered structure is more optimal for Li-ion batteries than any other phase as the

large Van der Waals gap allows for easier Li-ion diffusion within the structure, this

is shown in Figure 7.1 (b). Where this layered region exists for NMC, we can

move onto the next step: taking the DFT data for only the layered structures and

fitting to them empirical potentials: we do this by using the General Utility Lat-

tice Program (GULP) [339, 340]. With this potential we can explore the layered

NMC phase space in more depth, faster, and identify stoichiometries that lie on

the convex hull. This process is iterated, low points on initial empirical convex

hulls are then recalculated within DFT and then used for subsequent empirical

potential fits.

The convex hulls used withing this work are of a different form to those in

previous works. These have three basic compounds, NiO2, MnO2 and CoO2,

which form the corners with the formation energy of all other mixtures of Ni𝑥Mn𝑦-

Co1−𝑥−𝑦O2 being calculated with reference to these. This means that all materials

investigated have a fixed stoichiometry of two oxygen atoms per transition metal.
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Figure 7.1: (a) A schematic of the workflow followed in this work. A set of
Ni𝑥Mn𝑦Co1−𝑥−𝑦O2 structures are put into DFT to explore the phase space,
including a layered structure that is preferable for (de)lithiation, a region in
which this layered structure is more favourable is found. In order to find
the most favourable layered structure, GULP is used to fit potentials to the
DFT data and used to generate a convex hull. The most favourable lay-
ered structure is put back into DFT to confirm weather or not the search
has been successful. (b) The layered structure with R3m symmetry of
Ni𝑥Mn𝑦Co1−𝑥−𝑦O2 where each transition metal site can be either Ni, Mn
or Co.

7.2.1 Density Functional Theory Parameters

First principles DFT calculations were performed using the Projector augmented

wave (PAW) [159, 160] method implemented in the Vienna Ab initio Simulation

Package (VASP) [161, 162, 45, 46]. The calculations utilizes Perdew-Burke-

Ernzerhof electron exchange correlation functions [163, 164]. The plane wave

energy cutoff was 500 eV with Γ-centered Monkhorst-Pack grids [165] of 6 × 6 × 6

which were used for the primitive cells, when larger supercells were made, this

was reduced such that the reciprocal space k-point density was preserved. Van

der Waals interactions were included using the DFT-D3 method of Grimme [53] to

account for the weak interactions between the 2D layered materials. The struc-

tures were geometrically relaxed until the forces between the atoms were less

than 0.01 eV/Å using a combination of the conjugate gradient algorithm [54] and

a quasi-Newtonian relaxation algorithm, RMM-DIIS [55]. PAW pseudopotentials

were used with the following valence electrons: Ni 3𝑑84𝑠2, Mn 3𝑑54𝑠2, Co 3𝑑74𝑠2

and O 2𝑠22𝑝4.
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7.2.2 Empirical potentials

DFT calculates the energies for a system from first principles by solving the

Schrödinger equation, whereas empirical potentials are simple functions. These

are parameterised and fitted to an individual system in order to calculate energet-

ics more efficiently, but less accurately, than DFT. These can take many forms,

from simple two-body potentials with very few parameters, such as the Lennard-

Jones potential, to three- and four- body potentials each with multiple parameters,

angular dependence and separated cores, shells and charges for each atom.

Within these works, we have considered a few different empirical potentials,

these were the Lennard-Jones, Morse, Buckingham, coulomb and mixtures of

these, before settling on using the Stillinger-Weber potential. The coulomb poten-

tial is a simple two-body potential that applies a force depending on the charge of

the atoms involved and the distance between them. This has the following form

𝐸𝑐𝑜𝑢𝑙,𝑖 𝑗 =
1

4𝜋𝜖0

𝑞𝑖𝑞 𝑗

𝑟𝑖 𝑗𝜖𝑖 𝑗
, (7.1)

where 𝑞𝑖 is the charge of the 𝑖th atom, 𝑟𝑖 𝑗 is the distance between the 𝑖th and 𝑗 th

atoms and 𝜖𝑖 𝑗 is the relative permittivity which is a parameter. The total energy of

a system of atoms this is calculated with

𝐸𝑇𝑜𝑡 =
∑︁
𝑖, 𝑗

𝐸𝑐𝑜𝑢𝑙,𝑖 𝑗 , (7.2)

where 𝐸𝑐𝑜𝑢𝑙,𝑖 𝑗 can be replaced with another potential or a sum of multiple different

potentials.

The Lennard-Jones potential is an alternative two-body potential of the form

𝐸𝐿𝑒𝑛𝑛,𝑖 𝑗 = 4𝜖𝑖 𝑗

[(
𝜎𝑖 𝑗

𝑟𝑖 𝑗

)12
−

(
𝜎𝑖 𝑗

𝑟𝑖 𝑗

)6
]
, (7.3)

which has two fitting parameters, 𝜖𝑖 𝑗 and 𝜎𝑖 𝑗 . This potential consists of a repulsive

and an attractive term, leading to a minima which can be thought of as the equi-
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librium bond length between the two atoms being considered. Unlike the coulomb

potential, this potential forms a well with a definite minima.

The Buckingham potential was inspired by the Lennard-Jones potential and

has the following form

𝐸𝐵𝑢𝑐𝑘,𝑖 𝑗 = 𝐴𝑖 𝑗𝑒
(−𝐵𝑖 𝑗𝑟𝑖 𝑗 ) −

𝐶𝑖 𝑗

𝑟6
𝑖 𝑗

. (7.4)

This has three fitting parameters, 𝐴𝑖 𝑗 , 𝐵𝑖 𝑗 and 𝐶𝑖 𝑗 . The first term in this expression

can be considered as a repulsive term and the second as an attractive term. This

was devised as a simplification to the Lennard-Jones potential and has a similar

form with a minima.

For the system that was investigated within this piece of work, none of these

were found to be sufficient for describing the interactions between the transition

metals and oxygen. Instead, a potential with both two-body and three-body terms

was used, the Stillinger-Weber potential. The two-body term of this potential is

very similar to that of the Lennard-Jones potential but the introduction of a three-

body term, that has a dependence on the angle between sets of three atoms, is

what differentiates this from the others.

The relaxed geometric and energetic data from the layered (and the planar

for reasons that will become clear later) DFT calculations has been used to fit

Stillinger-Weber potentials using the General Utility Lattice Program (GULP) [339,

340]. This potential consists of a two-body term

𝐸𝑆𝑊2,𝑖 𝑗 = 𝐴𝑖 𝑗 · exp
(

𝜌𝑖 𝑗

𝑟𝑖 𝑗 − 𝑟𝑀𝑎𝑥

)
·
(
𝐵𝑖 𝑗

𝑟4
𝑖 𝑗

− 1

)
, (7.5)

and a three-body term

𝐸𝑆𝑊3,𝑖 𝑗 𝑘 = 𝐾𝑖 𝑗 𝑘 · exp
(

𝜌𝑖 𝑗

𝑟𝑖 𝑗 − 𝑟𝑀𝑎𝑥

)
· exp

(
𝜌𝑖𝑘

𝑟𝑖𝑘 − 𝑟𝑀𝑎𝑥

)
·
(
𝑐𝑜𝑠(𝜃 𝑗𝑖𝑘 ) − 𝑐𝑜𝑠(𝜃0)

)2
, (7.6)

where 𝐴𝑖 𝑗 , 𝜌𝑖 𝑗 and 𝐵𝑖 𝑗 are two-body parameters for the potential between atoms

𝑖 and 𝑗 with a distance 𝑟𝑖 𝑗 . 𝐾𝑖 𝑗 𝑘 is the three body parameter for the atoms 𝑖, 𝑗
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and 𝑘 which form an angle 𝜃 𝑗𝑖𝑘 with atom 𝑖 at its centre. 𝑟𝑀𝑎𝑥 is where these

terms taper off to zero, having no contributions beyond this distance. Two-body

interactions have been used for all O-TM (TM = Ni, Mn, Co) interactions, with

𝑟𝑀𝑎𝑥 = 3 Å, all other two-body interactions have been omitted (𝐴𝑖 𝑗 = 0) due to

any other "bonds" being over 𝑟𝑀𝑎𝑥. Three-body interactions have been used for

all O-TM-TM interactions with O being the atom at the centre of the bond angle,

all other interactions have been omitted (𝐾𝑖 𝑗 𝑘 = 0) due to either having more than

one bond angle per triplet, such as TM-O-O, or for being over 𝑟𝑀𝑎𝑥.

To model the molecular dynamic behaviour of these systems, we have made

use of the Large-scale Atomic/Molecular Massively Parallel Simulator package

(LAMMPS) [15]. Within LAMMPS we have used an energy minimisation rou-

tine to find the lowest energy atomic arrangement for each stoichiometry for the

layered phase, this is essentially a MD simulation where the kinetic energy of the

atoms is fixed to zero. Large supercells of NMC consisting of 81 atoms each have

been made over a large range of scales and stoichiometries, while these are of a

size that is calculable within DFT, the number of combinations per stoichiometry

investigate here would take an unreasonable amount of time. For these systems

of 81 atoms, there are 27 transition metal sites to 54 oxygen atoms, every pos-

sible stoichiometry between NiO2, MnO2 and CoO2 of these 27 transition metal

sites have been investigated. With 500 random transition metal assignments per

stoichiometry for a set scale of the unit cell. These have then been investigated

with 7 different scales from 0.995 to 1.025 relative to the size of a pure NiO2 cell.

This leads to 3500 different arrangements being investigated per stoichiometry

such that the correct atomic arrangement with the lowest energy is found, these

are then used to construct convex hulls.

7.2.3 Phases Investigated

We have investigated eight different transition dioxide phases, these are show

in Figure 7.2 (a-h): the layered structure of LiCoO2 without lithium, the anatase

structure of 𝛽-TiO2, the rutile structure of 𝛼-TiO2, the distorted structure of ZrO2

178



(zirconia), the cubic structure of UO2 (urania), the planar structure of LiCuO2 with-

out lithium, the spinel structure of LiMn2O4 without lithium and the silica structure

of SiO2 (𝛽-cristobalite). These are used to give a wide range of phases that could

potentially be the most favourable for NiO2, MnO2, CoO2 and any stoichiometric

mix of these three. This should allow us to determine if a layered structure, that is

preferable for effective lithium intercalation and deintercalation, is favourable and

at what stoichiometries.

The primitive unit cells used for the DFT calculations in this paper have 9, 12,

6, 12, 12, 6, 48 and 24 atoms for the layered, anatase, rutile, distorted, cubic,

planar, spinel and silica structures respectively, with one in three of these atoms

being the transition metals. Due to the large difference in unit cell sizes, in order

to get the same stoichiometries across all the structure, large supercell were of-

ten constructed and multiple different arrangements of the transition metals were

investigated such that the most favourable configuration at each stoichiometry for

each phase was found.

7.3. Results and Discussions

7.3.1 DFT Convex Hull

A convex hull was made using data obtained from DFT for different Ni𝑥Mn𝑦-

Co1−𝑥−𝑦O2 compositions, this is shown in Figure 7.2 (i). The edges of this convex

hull (All single and binary transition metal structures) where investigated using the

complete set of eight phases, from this we found that the Cubic and Silica struc-

tures where always the least favourable of theses, being on average ≈ 0.158 eV

per atom less favourable than the third least favourable structure, these were

dropped for subsequent stoichiometries investigated. The Anatase structure was

also found to be the next least favourable of the remaining structures and was

discarded from the search after investigating NMC-111. All of these are shown

on the convex hull as coloured triangles as well as any additional stoichiometries

that have been investigated with the reduced set of: Layered, Rutile, Distorted,
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Figure 7.2: All structures considered and where they lie on the Hull. (a) is the layered
structure of LiCoO2 without lithium. (b) is the anatase structure of TiO2.
(c) is the rutile structure of TiO2. (d) is the disordered structure of ZrO2
(zirconia). (e) is the cubic structure of UO2 (urania). (f) is the planar struc-
ture of LiCuO2 without lithium. (g) is the spinel structure of LiMn2O4 without
lithium. (h) is the silica structure of SiO2 (𝛽-cristobalite). The gray triangles
on (a) - (h) show if and where these structures were found to be the most
favourable of the set of structures considered. (i) is a convex hull of all the
initial structures considered in this study, the green circles are structures
that lie on the convex hull, the triangles and squares are for the complete
and layered only sets respectively, the colour of which show how far above
the convex hull the most stable structure at each stoichiometry is.

Planar and Spinel. It was observed that the Planar structure is unstable without

Li for the transition metals Ni, Mn and Co, leading to a phase change to a layered

T-phase TMDC structure.

Of the stoichiometries explored, Ni0.0Mn0.25Co0.75O2 in the Rutile form lies on

the convex hull meaning that any other stoichiometry would dissociate into a com-

bination of this, layered NiO2, distorted MnO2 and distorted CoO2. For all stoi-

chiometries with less than 50% Ni, a layered structure was always unfavourable,

indicating that even if NMC with low Ni content had all its Li removed, it is likely to

undergo a phase change to either rutile or zirconia like phases, ignoring any en-

ergy cost associated with rearranging the atoms. We emphasise that this would
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occur under the conditions where metal/oxygen dissociation is prevented, but dis-

sociation could occur instead. On the other hand, for all stoichiometries above

50% Ni, including NiO2, the layered phase was found to be more favourable than

the other phases.

Given that there is a push for Ni-rich NMC in commercial batteries and that,

from our search, we have shown that layered phases are more favourable for

these, we have carried out a higher fidelity search of the Ni-rich stoichiometries

with only the layered phases (including the planar phase). These layered only

additions are shown on the convex hull as coloured diamonds. From this we can

see that, in general, structures with more Ni are closer to the hull and stoichiome-

tries with around %50 Ni are the highest above the hull, where as the amount of

Mn vs Co has little effect on stability.

Figure 7.3: DFT calculated convex hull showing the formation energies. The circles are
structures that lie on the convex hull, the triangles are for those that do not
lie on the convex hull. The colour of these show the formation energies of
the most stable structure at each stoichiometry relative to NiO2, MnO2 and
CoO2.

There are a few stoichiometries of interest in this set of layered only NMC

structures. The stoichiometry that is highest above the convex hull is Ni0. ¤4Mn0. ¤1Co0. ¤4O2,
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shown as a bright yellow diamond on the hull. Shown in Figure 7.3 is the forma-

tion energies of these from which we can see that this stoichiometry is extremely

unfavourable. The stoichiometries Ni0.625Mn0.25Co0.125O2, Ni0. ¤6Mn0. ¤2Co0. ¤1O2 and

Ni0. ¤6Mn0.25Co0.08¤3O2 seem closer to the hull compared to their neighbouring points

indicating that ther may be a meta stable stoichiometry within this region. For

the region where the layered structure was found to be more favourable, as the

Ni-content decreases, the formation energy increases (requires more energy to

form). If more Co is included than Mn in these layered structures, the formation

energy increases at a greater rate. However this can be mitigated by including

more Mn than Co. This tells us that for the layered phase, more Ni decreases

the formation energy and more Co increases the formation energy meaning that

Co-rich stoichiometries will generally be unstable. Within the lower half of the

diagram, as Ni content is increased for these, the formation energy increases

leading to an overall maximum near x ≈ 0.5. From all this we can determine that

the region of interest, where the layered structure is the most favourable, is the

top half of the convex hull with Ni-content above 50%.

7.3.2 Properties of the Layered Materials

A Bader [324, 325, 326, 323] charge analysis of a sub selection of layered NMC

structures is shown in Figure 7.4. From this we can see that Manganese donates

the most electrons and Nickel donates the least, this lines up with how electro-

negative these elements are, with values of 1.91, 1.55 and 1.88 for Nickel, Man-

ganese and Cobalt respectively [341]. The effect of this can be seen in the bader

charges of the oxygen as well. Each oxygen is bonded to three transition metals

meaning there is a total of eight different bonding environments that oxygen can

be in, these eight different environments can be seen in Figure 7.4 as dashed

lines. According to bader, the average charge of oxygen atoms with: 3 Ni, 0 Mn

and 0 Co is ≈ -0.73 𝑒, 2 Ni, 0 Mn and 1 Co is ≈ -0.76 𝑒, 1 Ni, 0 Mn and 2 Co is ≈

-0.78 𝑒, 0 Ni, 0 Mn and 3 Co is ≈ -0.80 𝑒, 2 Ni, 1 Mn and 0 Co is ≈ -0.84 𝑒, 1 Ni,
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1 Mn and 1 Co is ≈ -0.86 𝑒, 1 Ni, 2 Mn and 0 Co is ≈ -0.94 𝑒 and 0 Ni, 0 Mn and

3 Co is ≈ -1.05 𝑒.

Figure 7.4: A Bader charge analysis of a sub selection of layered NMC structures.
(a) shows the charges on the transition metals Ni, Mn and Co with their
mean values plotted with dashed lines, (b) shows the charges on the oxy-
gen atoms, the solid black line is the overall average the oxygen atoms
while eight additional dashed lines indicate the average charge for oxygen
in their eight different bonding situations e.g. what three transition metals
they are bonded to.

The transition metal to oxygen bond lengths have also been investigated for

use in the empirical potential fitting and these are shown in Figure 7.5. From this

we can see that the Ni-O bonds are the most uniform, mainly clustering around

the average bond length, while both Mn-O and Co-O show multiple peaks spread

across a wider range. This suggests that Jahn-Teller like distortions are occuring

in some of these structures for both Mn and Co but not for Ni.

7.3.3 Empirical Convex Hull

A Stillinger-Weber two- and three-body potential was fitted for TM-O (TM = Ni,

Mn, Co) and O-TM-TM respectively where O is the atom at the centre of the bond.

The energies calculated from DFT and the energies from this fitted potential are

shown in Figure 7.6(a) and the form of the two-body parts of the potential is shown

in Figure 7.6(b). From the initial fit we can see good agreement with the energies

from DFT.
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Figure 7.5: Plot of the Bond lengths between each of the transition metals and their
neighbouring oxygen atoms. These are from all layered structures that
were used in fitting the empirical potential in GULP.

While the two-body potentials here are very shallow, it was found that these

agreed more with the DFT energies than steeper potentials, this was due to the

wide range of bond lengths found for both Mn-O and Co-O bonds. While both

a steep and a shallow potential have a definite minimum, having a shallower

potential means that the forces on the atoms will be less powerful with a slight

offset from the minima, allowing for slight distortions without too great an increase

in energy. This was found to produce a much better fit than a steep Stillinger-

Weber potential and the other empirical potentials that have been considered.

From the empirical convex hull we can see that no mixture of NiO2, MnO2 and

CoO2 is more favourable than the isolated compounds. The NiO2 to CoO2 edge of

the hull has 8 points along it that lie on the hull, however it is relatively flat, with all

of these having roughly the same energy as NiO2 to CoO2 separately. Increasing

the amount of MnO2 increases the formation energy to a maximum around y ≈

0.625 before decreasing again down to the MnO2 corner. Within the middle region

of this graph, higher NiO2 content leads to a slightly higher formation energy than

higher CoO2 content.
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Figure 7.6: (a) Energies of layered structures in DFT vs in GULP. (b) Form of the two-
body Stillinger-Weber potentials fitted with GULP. (C) Convex hull for lay-
ered NMC from LAMMPS using potentials fitted in GULP, the green circles
are structures that lie on the convex hull and the triangles do not lie on the
hull, their colour indicates how far above the hull these are.

7.3.4 DFT, GULP and LAMMPS Comparison

Comparing the energies from DFT, GULP and LAMMPS, we can determine how

useful these empirical potentials are, this is plotted in Figure 7.7. Both DFT and

GULP show good agreement for the Ni-rich layered systems, with the largest er-

ror in this region being ≈ 0.01 eV per atom however, the Mn-rich layered systems

show larger errors, with the largest being ≈ 0.0464 eV per atom, this is MnO2

which shows large Jahn-Teller like distortions in its structure. The two-body po-

tentials used within this work have a single minima and, therefore, a single most

energetically favourable bond length, whereas structures with Jahn-Teller like dis-

tortions will have both elongated and compressed bonds that lie either side of

this minima which increases their energies. Many of the Mn-rich structures show

some Jahn-Teller distortions leading to these having this greater disparity in en-

ergy between DFT and GULP.
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Figure 7.7: A comparison between the energies calculated in DFT, GULP and
LAMMPS for the NMC space relative to the formation energies of NiO2,
MnO2 and CoO2 as calculated in DFT.

When these potentials were then used within LAMMPS with an energy min-

imisation algorithm, the transition metal to oxygen bonds all relaxed towards the

minimum energy bond lengths. This means that none of the structures relaxed

within LAMMPS show Jahn-Teller like distortions. This has lead to the overall

LAMMPS energy space being far flatter than that of both DFT and GULP, with

variations in the formation energy being on the order of 1 × 10−4 eV per atom in

LAMMPS vs 1 × 10−2 eV in DFT. This is a clear indication that these simple em-

pirical potentials are unable to account for the nuances of these layered transition

metal dioxide systems, even with the addition of the three-body Stillinger-Weber

term. In order to better capture the interactions in these systems, either a four-

body term or a more complex two-body term that includes multiple localised min-

ima is required. Thus the empirical potentials investigated here do not provide us

with any additional insight that was not already provided by the DFT calculations.
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7.4. Conclusion and Chapter summary

In this chapter, eight different transition metal dioxide phases have been investi-

gated using DFT within the Ni𝑥Mn𝑦Co1−𝑥−𝑦O2 space to determine when the lay-

ered phase, that is key for the intercalation and deintercalation of Li-ions, is the

most favourable. It was found that the layered structure is the most favourable

phase of those investigated for Ni-rich NMC, x > 0.5, while non-layered phases

were more favourable for the Mn- and Co-rich regions. However, of these layered

structures, only layered NiO2 was found to lie on the convex hull. Looking at the

properties of the layered structures, it was found that Jahn-Teller like distortions

occur for some Mn and Co atoms, leading to a wide range of transtion metal

to oxygen bond lengths. Taking this DFT data, a two- and three-body Stillinger-

Weber potential was fitted using GULP for the layered structures, which was then

used within LAMMPS to generate a layered only convex hull with a far larger set

of data. From this we found that Ni𝑥Mn𝑦Co1−𝑥−𝑦O2 with high amounts of Mn leads

to higher formation energies. However, this energetic space is far flatter than that

found using DFT due to the lack of Jahn-Teller like distortions within this data set.

This indicates that a far more complex potential is required for this type of system.

Overall, we have found that Ni-rich NMC prefer the layered phase over any

other phase that we have investigated. From this we can see that Ni-rich NMCs

are able to accommodate the removal of more of their lithium, leading to higher

capacities over NMCs with low Ni-content. This indicates that while the stable

removal of all lithium from these materials may not be possible, the region 0. ¤6 ≤

𝑥 ≤ 0.625, 0. ¤2 ≤ 𝑦 ≤ 0.25 and 0.08¤3 ≤ 1 − 𝑥 − 𝑦 ≤ 0.125 in Ni𝑥Mn𝑦Co1−𝑥−𝑦O2 is the

most likely to offer the highest capacities.
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Chapter 8

Conclusions and Outlook

8.1. Summary

In this thesis, we have studied many different two-dimensional materials for their

use as either devices for photoelectrolysis or as Li-ion battery electrodes. Both of

which are key technologies for the future of the human race and the planet as a

whole.

Chapter 1 provides insight into the climate crisis, outlining potential solutions,

methods for looking into these solutions from a theoretical standpoint and some

of the crystalline materials that are investigated within this thesis. Chapter 2

provides an in-depth exploration of Density functional theory and the principles

upon which it is built, which serves as the foundation for much of computational

materials science. DFT is a powerful tool capable of predicting the electronic

structure and properties for systems of atoms that can be described either as an

infinitely repeating unit (if planewave wavefunctions are used) or as molecules (if

Gaussian wavefunctions are used). The Hohenberg-Kohn theorems eloquently

show how all the properties of a system can be functionalised in terms of density

while Kohn-Sham built upon this, by reducing the computational cost dramatically

by mapping the original interacting system of electrons onto a system of non-

interacting electron-like particles. Understanding the founding principles of DFT

is paramount to using it to its fullest capabilities.

Chapter 3 covers the intricacies of batteries and photoelectrolysis devices,

going over the historical context, theoretical foundations and the current state of

the art in both fields. A clear set of challenges has been outlined that need to be

overcome in order to advance these fields of research. In the following chapters

we hope to address some of these.
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In chapter 4, a derivation of phase diagrams and their use was covered, there

we then used to show the relative stability of different adsorbed species on mono-

layer MoS2 and PdSe2 and the heterostructure that was constructed from these.

The results of this chapter have shown that the energetics of these adsorbed

species, and the water splitting reactions that they are involved in, are unaffected

by the presence of another material in a heterostructure. This indicates, at least

for layered materials that interact via van der Waals forces, that materials can be

selected for different properties and combined into a heterostructure that would

benefit from all these properties. Overall, this means that a material that has a

large band gap, large enough for the HER and OER and their overpotentials, can

be combined with a material that is more favourable for the energetic steps of the

HER and OER in order to make a device that is more efficient than its constituent

components. However, further study would be required to confirm this fact.

The surface of T-phase PdSe2 was shown to require a smaller overpotential

for both HER and OER than H-phase MoS2 in all considered reaction pathways.

Whereas H-phase MoS2 was shown to have superior band alignment with the

HER and OER. For all systems investigated, we found that the rate limiting step

was always the third step of the OER, where an O∗ adsorption reacted to become

and HOO∗ adsorption. If the overpotential that is required to overcome this third

step was applied, the HER would occur as well, requiring less energy than OER.

In chapter 5, an explanation of convex hulls and their use was covered, these

were used to shown the relative stability of Sc-S and Sc-O compounds. From

these we saw that the layered phase was the most favourable for ScS2 while this

was not the case for ScO2, however neither of these stoichiometries are on the

convex hull. ScS2 was investigated for use as a Li-ion and beyond Li-ion (Na, K

and Mg) battery electrode and showed great potential as a Li-ion cathode. This

layered material has a phase change from T- to 𝛼-phase as lithium content is in-

creased, however it was found that this material is unstable at low lithium content.

Phonon calculations were used to get a lower limit for lithium intercalation and it

was found that this occurs at 𝑎 = 0.25 for Li𝑎ScS2. The upper limit of intercala-
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tion was investigated using a new qualitative metric, 𝐸𝐼𝑆, based on the formation

of Li2S and ScS2 from Li𝑎ScS2. It was found that this material possesses a re-

markably large window of stability when compared to that of other TMDCs, being

stable at 𝑎 = 1. From this the overall capacity was shown to be 182.99 mAhg−1.

For Li-ion intercalation, ScS2 was found to have a high average voltage of

3.977 V and had lower voltages for Na, K and Mg of 3.874 V, 3.799 V and 1.474

V respectively. It was also found that ScS2 has a Fermi level which lies within

an electronic band, indicating that this material is conductive, meaning it does

no require the addition of a conductive binder for use. ScS2 also possesses a

remarkable volumetric expansion with lithium that is below 10%, this is similar to

that of NMC which is commercially used in the batteries of today. All of this points

towards LiScS2 showing great potential for use as a Li-ion battery cathode.

In chapter 6, nine different TMDC-graphene superlattices have been investi-

gated for their use as Li-ion intercalation electrodes. We have calculated their

voltages finding that ScS2-graphene in both a T- and R- phases possess voltages

nearing 3 V, while the other seven TMDC-graphene superlattices possess volt-

ages in the range of 0 V to 1.5 V. Most of these TMDC-graphene superlattices

show very little volumetric expansion in the range of 5% to 10% which is compa-

rable to that of NMC at 8%. Only SnS2-T and NiS2-T expand more than this, in the

range of 10% to 20%. From looking at the potential breakdown of these materials

into Li2S or LiC6 we have assessed the capacities of these superlattices. For all

of these we found that the formation of LiC6 was never more favourable than the

TMDC-graphene superlattice. We found that ScS2-T, ScS2-R and TiS2-T are able

to be intercalated up to at least 2 lithium per MX2 (Li2MX2C𝑏) unit without breaking

down into Li2S, showing large capacities of 306.77 mAh/g for both ScS2 phases

and 310.84 mAh/g for TiS2-T. This is equivalent to roughly a LiC2 limit for these

three superlattices. MoS2-T was also found to be able to accept lithium up to a

limit of 𝑎 = 15/16 in Li𝑎MoS2C𝑏 which corresponds to a capacity of 121.99 mAh/g

and is equivalent to a limit of LiC4. The effect of additional graphene was also

investigated for the MoS2-T system. Adding more layers decreased the voltage
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and reduced 𝐸𝐼𝑆 before it effectively flat lined. The overall volumetric expansion

of these also decreased as the number of layers was increased.

These results highlight the effects of forming superlattices with TMDCs and

graphene for use as Li-ion intercalation electrodes showing low volumetric expan-

sions, high capacities and a wide range of voltages, while becoming electrically

conductive which is something most layered intercalation electrodes are poor at.

In chapter 7, eight different transition metal dioxide phases where investigated

using DFT within the Ni𝑥Mn𝑦Co1−𝑥−𝑦O2 space to determine when the layered

phase, that is key for the intercalation and deintercalation of Li-ions, is the most

favourable. It was found that the layered structure is the most favourable phase of

those investigated for Ni-rich NMC, x > 0.5, while non-layered phases were more

favourable for the Mn- and Co-rich regions. However, of these layered structures,

only layered NiO2 was found to lie on the convex hull. Looking at the proper-

ties of the layered structures, it was found that Jahn-Teller like distortions occur

for some Mn and Co atoms, leading to a wide range of transtion metal to oxy-

gen bond lengths. Taking this DFT data, a two- and three-body Stillinger-Weber

potential was fitted using GULP for the layered structures, which was then used

within LAMMPS to generate a layered only convex hull with a far larger set of

data. From this we found that Ni𝑥Mn𝑦Co1−𝑥−𝑦O2 with high amounts of Mn leads

to higher formation energies. However, this energetic space is far flatter than that

found using DFT due to the lack of Jahn-Teller like distortions within this data set.

This indicates that a far more complex potential is required for this type of system.

Overall, we have found that Ni-rich NMC prefer the layered phase over any

other phase that we have investigated. From this we can see that Ni-rich NMCs

are able to accommodate the remove of more of their lithium, leading to higher

capacities over NMCs with low Ni-content. This indicates that while the stable

removal of all lithium from these materials may not be possible, the region 0. ¤6 ≤

𝑥 ≤ 0.625, 0. ¤2 ≤ 𝑦 ≤ 0.25 and 0.08¤3 ≤ 1 − 𝑥 − 𝑦 ≤ 0.125 in Ni𝑥Mn𝑦Co1−𝑥−𝑦O2 is the

most likely to offer the highest capacities.
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8.2. Future Work

Despite the years of work that have gone into this thesis, there is still much work

that could be expanded upon and extended. In chapter 4 we explored the use of

heterostructuring as a means to create more efficient photoelectrolysis devices,

however we only investigated a single combination of TMDCs made of a single

layer of the two TMDCs considered. In the conclusion of this piece of work it was

determined that a single layer of a TMDC on the surface of many layers of another

TMDC could lead to a very efficient device, but we did not test this. A study on

other combinations of TMDCs and on a many-layer device would give a deeper

understanding of the interactions between the different TMDCs for their use as

photoelectrolysis devices.

In chapters 5, the TMDC LiScS2 was explored for its use as a Li-ion and

beyond Li-ion battery electrode. While this was a very in depth theoretical study,

a full exploration of the Sc-S-Li phase space could be carried out to determine

more about the relative stability of LiScS2 to Li2S, Sc and Li formation. This

would mean studying additional compounds made up of Li, Sc and S. LiScO2

was also discarded as a potential battery electrode early on in this work due to

the layered phase not being the most favourable form. This material could be

further explored to determine whether the layered form of LiScO2 is dynamically

stable, via investigating its phonon modes, as oxides often lead to higher voltage

materials than sulphides.

In chapter 6, we investigated the effect of creating superlattices of TMDCs and

graphene for use as Li-ion electrodes. Nine different TMDCs were investigated

in this, an easy extension to this work would be to investigate more TMDCs so

that the exact effect that graphene has on them can be extended more generally.

These superlattice also had a plethora of different Li-ion intercalation sites which

we explored in a limited manner due to the huge number of potential combina-

tions. One of the smaller superlattices could be further investigated by looking at

more combinations and different concentrations of Li-ions to get a more detailed

voltage curve and a more exact value for the 𝐸𝐼𝑆 sign flip.
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In chapter 7, we found that simple empirical potentials were able to capture the

general energetic trends of layered NMC materials, however, they were unable to

show any effect of Jahn-Teller like distortions. Creating a new form of potential

that can account for these distortions could lead to a far greater understanding of

these materials and allow for more robust conclusions to be drawn about these.

This could even be extended further by looking at the effects of adding lithium

back into these systems.

8.3. Closing Remarks

The work contained within this thesis has explored many different two-dimensional

materials for energy applications. Heterostructuring, superlatticing and alloying

show promise for tailoring the properties of two-dimensional materials for both

photoelectrolysis and energy storage uses.
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Appendix A

Lattice and Basis Vectors for TMDCs

TMDCs have real space lattice vectors of a hexagonal lattice

a1 = 𝑎𝑥,

a2 = −1
2
𝑎𝑥 +

√
3

2
𝑎𝑦̂,

a3 = 𝑐𝑧,

(A.1)

where a1 and a2 have the same length, These have corresponding reciprocal

lattice vectors

b1 =
2𝜋
𝑎

(
𝑘𝑥 +

1
√

3
𝑘𝑦

)
,

b2 =
2𝜋
𝑎

(
2
√

3
𝑘𝑦

)
,

b3 =
2𝜋
𝑐
𝑘𝑧 .

(A.2)

The H-phase TMDCs have the following coordinates for the transition metal

(M) and chalcogen (X) atoms given in terms of the lattice vectors (crystal coordi-

nates)

M : [0, 0, 0.5] ,

X1 :
[
1
3
,

2
3
, 0.5 + 𝛿

]
,

X2 :
[
1
3
,

2
3
, 0.5 − 𝛿

]
.

(A.3)

For T-phase TMDCs these are
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M : [0, 0, 0.5] ,

X1 :
[
1
3
,

2
3
, 0.5 + 𝛿

]
,

X2 :
[
2
3
,

1
3
, 0.5 − 𝛿

]
.

(A.4)

In both of these the distance between the M and X atoms along the a3 real lattice

direction is given as 0.5 ± 𝛿 to indicate that both X layers are equal distance from

the M layer with one being above and one being below.
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Appendix B

Jahn-Teller Distortions

The 𝑑-shell electrons around transition metals are made up of five orbitals labelled

𝑑𝑥𝑦, 𝑑𝑥𝑧, 𝑑𝑦𝑧, 𝑑𝑥2−𝑦2 and 𝑑𝑧2. For an octahedral complex (6 bonds), these orbitals

are split into two degenerate sets, the first is called the 𝑡2𝑔 and consists of the 𝑑𝑥𝑦,

𝑑𝑥𝑧 and 𝑑𝑦𝑧 orbitals, this is lower in energy than the second, which is called the 𝑒𝑔

and consists of the 𝑑𝑥2−𝑦2 and 𝑑𝑧2 orbitals. The 𝑡2𝑔 are lower in energy than the e𝑔

within these complexes as the 𝑒𝑔 orbitals lie along the bonds where the negative

charge of electrons also lies, whereas the 𝑡2𝑔 are in between these bonds.

Figure B.1: A schematic of Jahn-Teller distortions showing how the degenerate 𝑡2𝑔 and
𝑒𝑔 states split causing compression or elongation along the z-direction.
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When these orbitals are filled they become lower in energy and the unfilled

orbitals become higher in energy. Due to their alignments relative to the 𝑥, 𝑦 and

𝑧 directions, orbitals that are oriented similarly will become shifted if another is

filled or unfilled, meaning if the 𝑡2𝑔 states with 𝑧-components become filled and

lower in energy, the unfilled 𝑒𝑔 state with a 𝑧-component will also become lower

in energy, this is shown in Figure B.1.

This shift in the energy of the states also changes the relative lengths of the

octahedral bonds, when 𝑡2𝑔 and 𝑒𝑔 are degenerate all the bonds in the octahedral

complex are of equal length. When the 𝑧-component orbitals become lower in

energy, the bonds along the 𝑧-direction become elongated relative to the bonds in

the 𝑥-𝑦 plane, and when the 𝑧-component orbitals become higher in energy, the

bonds along the 𝑧-direction become compressed relative to the bonds in the 𝑥-𝑦

plane. These are called Jahn-Teller distortions and while we have outlined how

this can occur in d-orbitals here, it can also occur in other bonding arrangements

for other orbitals.

The exact filling of the 𝑡2𝑔 and 𝑒𝑔 states can lead to both strong and weak Jahn-

Teller distortions, with unevenly occupied 𝑒𝑔 orbitals leading to a strong distortion

and unevenly occupied 𝑡2𝑔 orbitals leading to a weak distortion. The filling and

Jahn-Teller distortion strength and type for 𝑑1 to 𝑑5 are shown in Figure B.2 and

for 𝑑6 to 𝑑10 in Figure B.3.

While this is mainly observed in almost fully ionic systems, where the transition

metals lose an integer amount of electrons to the octahedrally bonded ligands, it

cans still be observed in more covalent like octahedral complexes even when the

orbitals are not "filled" simply due to orbital overlap between the transition metal

and the ligands.

198



Figure B.2: The filling of the 𝑑-shell orbitals for 𝑑1 to 𝑑5 with the strength and type of
the Jahn-Teller distortion.
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Figure B.3: The filling of the 𝑑-shell orbitals for 𝑑6 to 𝑑10 with the strength and type of
the Jahn-Teller distortion.
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