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 Abstract—In recent years, wireless sensor networks have been 

widely applied in information acquisition and real-time 

monitoring of consumer electronics, particularly for tracking and 

positioning of consumer unmanned aerial vehicles (UAVs) in 

outdoor rescue scenarios. However, the challenging outdoor 

environments introduce reliability and security concerns in the 

sensor data acquisition process, and there remains a significant 

gap in related research efforts. To address this issue, this paper 

introduces an amplify-and-forward relaying strategy to ensure 

dependable signal transmission, while a residual saturation 

mechanism is applied to tackle randomly occurring measurement 

outliers. Additionally, a recursive extended Kalman filter is 

developed for target tracking to address the challenge of UAVs 

positioning within wireless sensor networks. The efficacy of the 

proposed filtering algorithm is validated through simulations of 

UAV target positioning. When compared with alternative 

methods, the proposed approach demonstrates superior accuracy 

in UAV positioning. 

 
Index Terms—Unmanned aerial vehicle, wireless sensor networks, 

recursive extended Kalman filter, amplify-and-forward relay, 

measurement outliers. 

 

I. INTRODUCTION 

s wireless communication technology evolves and 5G 

networks become more widespread, unmanned aerial 

vehicles (UAVs) serve as essential communication 

terminals in the consumer electronics market [1]-[3]. UAVs 

have been extensively employed for tasks such as camera 

operations [4], delivery services [5], and security surveillance 

[6]. Notably, urban areas are witnessing a rise in fire incidents, 

necessitating innovative solutions in firefighting and rescue 

operations as traditional methods struggle to address the 

complexities of modern scenarios [7]. UAVs can provide a 

promising solution by leveraging aerial camera transmission 

technology to relay real-time feedback and location data to fire 

scene monitoring platforms [8], [9]. Despite their significant 

potential, navigating complex rescue environments, 
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characterized by obstacles, signal interference, and unforeseen 

conditions, presents considerable challenges to UAV 

positioning [10]. Therefore, there is practical engineering 

significance in developing an accurate UAV positioning 

method to improve positioning accuracy and anti-interference 

capabilities in complex environments. 

Up to now, various UAV positioning techniques have been 

researched, including, but not limited to, global positioning 

systems (GPS), inertial navigation systems (INS), vision/lidar 

positioning [11], integrated GPS/INS positioning [12], and 

wireless sensor network techniques [13]. INS positioning 

methods, in particular, inherently introduce integration bias, 

leading to dispersed results. Moreover, GPS signals are 

vulnerable to interference from tall buildings in urban 

environments, resulting in significant fading and multipath 

effects, thereby increasing positioning errors significantly [14]. 

Recently, wireless sensor network-based positioning 

approaches have been widely investigated and applied in the 

field of consumer electronics, offering significant advantages 

such as high accuracy, low cost, and increased flexibility [15]-

[18]. For example, a wireless sensor network-based UAV 

positioning scheme has been used to achieve real-time closed-

loop estimation of the target’s position and velocity during 

flying and hovering, while considering GPS signal rejection in 

indoor environments [19]. Additionally, by combining the 

dipole antenna with terrestrial sensor network radio frequency 

positioning, the positioning accuracy has been improved, 

uncovering a non-monotonic relationship between UAV flight 

altitude and positioning performance [20]. 

Rescue UAVs usually operate in intricate environments, 

where measurement noises and interferences are unavoidable 

during the UAV positioning process [21]-[23]. In such 

scenarios, filtering techniques in the Kalman framework are 

extensively employed to attain precise UAV positioning 

information. While the Kalman filter effectively addresses 

linear systems [24], its applicability diminishes for nonlinear 

models. As such, the extended Kalman filter (EKF) has been 

extensively researched to tackle nonlinearities. For example, a 

framework for UAV navigation with asynchronous cellular 

signals has been proposed, employing an EKF algorithm to 

estimate the position and velocity of the UAV, along with the 

deviation and drift between the receiver’s and each base 

station’s clock [25]. Furthermore, an EKF has been introduced 

to eliminate noises in UAV navigation systems, incorporating 

the Rauch-Tung-Striebel smoothing method to improve the 

linearized reference point and reduce truncation errors [26]. 

Nevertheless, the EKF ignores higher-order terms in the  
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TABLE I 

OUTLIER-RESISTANT METHODS AND RELAYING STRATEGIES USED BY EXISTING WORKS 

 

 Ref Research subject Approaches used Drawbacks 

Outlier-

resistant 

methods 

[30] Multi-machine power systems Sliding window-based online algorithm 
Complex algorithms with 

long running times 

[31] Mobile robot localization Adaptive saturation boundary 
Complex implementation 

with low reliability 

[32] Delayed complex networks Multiple-order-holder approach  Difficult to calculate 

Relaying 

strategies 

[35] 
Two-dimensional target 

tracking 
Filter-and-forward relays 

Complex structure and 

difficult to realize 

[36] 
Multiple-input multiple-

output systems 
Decode-and-forward relays 

Decoding errors and high 

energy consumption 

[37] Cloud radio-access network Compress-and-forward relays Technically complex 

 

 

Taylor expansion, which may seriously impact filtering 

performance and even result in the dispersion of filtering 

results. Consequently, scholars have proposed the recursive 

extended Kalman filter (REKF) algorithm to address this 

limitation. This algorithm enhances filtering properties by 

representing the linearization error in terms of an uncertainty 

matrix [27]. Given this situation, a natural idea is to utilize the 

REKF to achieve a more accurate estimation of the real 

trajectories of UAVs. 

In addition to measurement noises during data acquisition, 

measurements may also undergo sudden, large changes 

randomly, known as measurement outliers, due to factors such 

as complex environmental disturbances and measurement 

device failures [28]. Unlike the widely studied Gaussian white 

noises, measurement outliers, characterized by large amplitude 

and random occurrence, can significantly interfere with and 

misinform filter design and analysis [29], thus impacting the 

tracking performance of the UAV location system. To address 

challenges, filtering problems subject to measurement outliers 

have received extensive attention. Particularly, the authors of 

[30] have proposed a sliding window-based online algorithm 

to detect and localize outliers with historical data. The concept 

of a saturated boundary has been introduced, which saturates 

an innovation when distorted by outliers, preventing 

innovations from compromising the state estimation process 

[31]. Additionally, a multi-order hold approach has been 

proposed to mitigate the influence of intermittent 

measurement outliers by applying a weighted average of the 

previously normal data [32]. 

In practical engineering, wireless transmission signals are 

sent from measurement base stations to the remote monitoring 

center via a complex communication channel. Factors such as 

distance limitations, sensor energy constraints, and building 

obstructions contribute to the signal attenuation and distortion 

[33], potentially causing valid information to fail to reach the 

remote monitoring center directly. To address this issue, the 

relay communication strategy provides an effective solution. 

In this strategy, signals from the measurement base station are 

amplified and forwarded to the monitoring center by the relay 

nodes [34], ensuring the quality of information transmission. 

To improve system performance, a filter-and-forward relaying 

strategy has been proposed, where local filters are constructed 

at each relay for state estimation and then fused at the remote 

estimator [35]. Additionally, to improve confidentiality, the 

decode-and-forward relaying method has been proposed, 

reducing the risk of the signal interception by eavesdroppers to 

a certain extent [36]. Another approach, the compress-and-

forward relaying strategy, forwards the measurement signals 

to the remote site after precoding and compression. Users then 

receive the data through decompression and decoding, which 

improves the end-to-end rate [37]. However, the introduction 

of the relaying strategy may increase the complexity of the 

filtering algorithm design. 

The problem of state estimation in wireless sensor networks 

has been extensively studied, and a comparison of existing 

outlier-resistant methods and relaying strategies is shown in 

Table I. Despite this, most existing studies have overlooked 

the impact of intricate factors in practical engineering, such as 

long-distance transmission and randomly occurring 

measurement outliers. Given these intricate scenarios, 

traditional UAV positioning methods often fall to provide 

accurate positioning results. Consequently, the primary 

objective of this paper is to design a REKF algorithm tailored 

for UAV wireless positioning systems, considering 

measurement outliers and relaying transmissions to achieve 

accurate UAV positioning and enhance the efficacy of urban 

rescue operations. The key technical contributions of this 

paper are as follows: 

1) An amplify-and-forward (AF) relaying strategy is 

introduced in the transmission of UAV signals to ensure 

distortion-free transmission. 

2) An innovative saturation mechanism is employed to 
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eliminate measurement outliers, without requiring any a priori 

knowledge or assumptions about such outliers. 

3) The UAV target positioning problem is investigated, for 

the first time, in the presence of relay communications and 

measurement outliers within a wireless sensor network 

framework. 

4) A suitable REKF algorithm is proposed specifically for 

the positioning of rescue UAVs in complex settings, 

facilitating online applications and precise tracking of target 

position and velocity. 

The remainder of this paper is organized as follows. In 

Section II, the network structure and the dynamic system 

model are briefly introduced, and the outlier-resistant 

saturation function and the AF relaying scheme are described. 

In Section III, the REKF with outliers and relay mechanism is 

designed. Simulation results are presented in Section IV. 

Finally, we conclude this paper in Section V. 

II. PROBLEM FORMULATION 

A. Network structure of UAV wireless positioning system 

Considering the necessity for reliable monitoring in 

practical applications, the monitoring area is typically divided 

into several sub-regions. In each sub-region, wireless sensor 

nodes are strategically deployed. In a sensor network sub-

region consisting of 1m + sensors, where the i th sensor is 

positioned at a known location as a reference node, the time 

delay of arrival (TDOA) positioning method is applied to 

determine the UAV position, as shown in Fig. 1. 

 
Fig. 1. TDOA measurements are collected within the sensor 

network sub-region for wireless positioning. 

 

B. System model 

In this section, the target is regarded as moving within a 

three-dimensional monitoring area, and its state vector is 

denoted as 
1, 1, 2, 2, 3, 3,

T n

k k k k k k kx x x x   =   , 

where 
,i kx   and 

,i k  ( 1,2,3)i =  signify the position 

and velocity along the ix -axis at the time kt , respectively. 

Based on the actual motion characteristics of the UAV, the 

system model is formulated as 

 1k k k k k kx A x B u + = + +  (1) 

where 
2
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The 
1k k kT t t+= −  denotes the time interval between two 

consecutive sampling moments, and the control quantity 

1, 2, 3,[ ]T

k k k ku u u u=  denotes the acceleration of the UAV 

motion with 
,i ku representing the acceleration along the ix -

axis. Furthermore, kB  designates the weights associated with 

distinct accelerations, and 
n

k   represents the process 

noise. In addition, the measurement model for the a th sensor 

node at time kt  is given by 

 , ( ) a

a k a k ky g x v= +  (2) 

where ,a ky  denotes the measurement, 
a

kv  represents the 

measurement noise, and ( )a kg x  is defined as 

( ) * 2 * 2 * 2

1, 1, 2, 2, 3, 3,

* 2 * 2 * 2

1, 1, 2, 2, 3, 3,

( ) ( ) ( )

( ) ( ) ( )

a k k a k a k a

k i k i k i

g x x x x x x x

x x x x x x

− + − + −

− − + − + −
 

where 
*

1,ax , 
*

2,ax , and 
*

3,ax  stand for the coordinate values of 

the a th sensor node along the 1x -axis, 2x -axis and 3x -axis, 

respectively; moreover, 
*

1,ix , 
*

2,ix  and 
*

3,ix  denote the 

coordinates of the reference sensor node. To simplify the 

notation, let us represent 

1 2( ) [ ( ) ( ) ... ( )] ,T

k k k m kg x g x g x g x  

1 2 ... ,
T

m

k k k kv v v v 
   

1, 2, ,... .
T

k k k m ky y y y    

Then, we have 

 ( ) .k k ky g x v= +  (3) 

In this paper, the system noise k  and the measurement 

noise kv  are modeled as Gaussian noises with zero mean and 

variances kQ  and kR , respectively. 

Remark 1: In this paper, wireless sensor nodes are 
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strategically deployed across a designated monitoring area to 

address the UAV positioning problem. Sensors positioned 

within the same area collaborate to sense the target’s position 

when the UAV enters their region, thereby enhancing the 

reliability of target state estimation. In addition, the UAV 

periodically transmits signals to the sensors through the 

wireless radio frequency channel and tracks the target’s 

position with the TDOA positioning method. This method is 

chosen for its capacity to minimize errors introduced by clock 

asynchrony [38]. 

 

C. AF relaying strategy 

In practical engineering, signals transmitted from energy-

limited sensors to the remote monitoring center via wireless 

links may experience distortion over long distances due to 

fading. To ensure high-quality signal transmission, AF relays 

are incorporated between the sensor nodes and the monitoring 

center. These relays receive signals from the sensors and 

forward them to the destination. Let kz  denote the signals 

received by the relays in the following form: 

 
, , ,k s k s k k s kz P C y = +  (4) 

where 
,s kP  denotes the average signal energy received by the 

relays, corresponding to the transmitted power of the sensors, 

,s kC  denotes the channel gain between the sensors and the 

relays, and 
,s k  is an additive zero-mean Gaussian white noise 

with variance , , ,{ }T

s k s k s kE S  = . 

Upon receiving signals from the sensors, the relays amplify 

and forward them to the remote monitoring center for filtering. 

The measurements received at the filter can be characterized 

as 

 
, , ,k r k r k k r kr P C z = +  (5) 

where 
,r kP  denotes the average signal energy received by the 

filter, corresponding to the transmitted power of the relays, 

,r kC denotes the channel gain between the relays and the filter, 

and 
,r k  is an additive zero-mean Gaussian white noise with 

variance , , ,{ }T

r k r k r kE S  = . 

Assumption 1: The random variables k , kv , 0x , 
,s k  and 

,r k  are mutually uncorrelated. 

Remark 2: In this paper, k  is used to describe the 

unmodelled dynamics of the system model, kv  is considered 

to represent the measurement error of the sensors, 
,s k  and 

,r k  are introduced to characterize the external interference to 

the channel. Typically, these noises are assumed to be 

independent of each other and not dependent on the state 

initials 0x , and such an assumption is consistent with practical 

engineering [31]. 

Remark 3: To ensure distortion-free signal transmission 

over extended distances, this paper introduces an AF relaying 

strategy instead of relying on simple channel transmission 

models like Rayleigh or Rician fading. The integration of the 

AF relaying technique addresses issues pertaining to sensor 

transmission power limitations and long-distance signal 

transmission [39]. With this scheme, the relay functions as an 

intermediary link that amplifies the received signal before 

forwarding it to the filter. Nevertheless, the utilization of 

relays also introduces complexities to the signal transmission 

process, adding a challenge to the filter design. 

 

D. Outlier-resistant filter design 

Measurements frequently exhibit deviations from normal 

values due to abnormal disturbances, and if left unaddressed, 

these deviations may lead to significant deviations or even 

discrete outcomes. To mitigate the adverse effects of outliers, a 

saturation function is introduced in this paper to eliminate 

outliers by restricting the range of innovation. Based on the 

system model (1), the outlier-resistant filter is constructed as 

follows: 

 
1| |

ˆ ˆ ,k k k k k k kx A x B u+ = +  (6) 

 
1| 1 1| 1 1

ˆ ˆ ( )k k k k k kx x K r+ + + + += +  (7) 

where 
1|

ˆ
k kx +

 and 1| 1
ˆ

k kx + +  represent the one-step prediction and 

estimation of the state at the instant 1k + , respectively, and 

+1kK  is the designed filter gain. Here, the saturation function 

( ) :  →  is defined as follows: 

 max

1 1 1 1( ) ( ) min{ ,| |}k k k kr sign r r r + + + +
 (8) 

where 

1 1 , 1 , 1 , 1 , 1 1|
ˆ( )k k s k r k s k r k k kr r P P C C g x+ + + + + + += −  

is the innovation and 
max

1kr +  is the innovation saturation 

constraint bound. 

Remark 4: The innovations are restricted within the 

saturation boundaries 
max

1kr +  by introducing a saturation 

function, thereby reducing the impact of measurement outliers 

on the filtering results. The saturation bound 
max

1kr +  is 

determined based on prior knowledge in engineering practice. 

In this context, the saturation function ( )   is contingent on 

confidence-dependent, affirming the outlier-resistant nature of 

the filter. 

Define the one-step prediction error and filtering error, as 

1| 1 1|
ˆ

k k k k kx x x+ + +−  and 1| 1 1 1| 1
ˆ

k k k k kx x x+ + + + +− , respectively. 

Then, according to the formulated filter (6)-(7), 
1|k kx +

 and 

1| 1k kx + +
 can be respectively represented as 

 
1| | ,k k k k k kx A x + = +  (9) 

 
1| 1 1| 1 1( ).k k k k k kx x K r+ + + + += −  (10) 

Considering the collaborative impact of the AF relaying 

transmission and measurement outliers, the main objective of 

this paper is to devise an outlier-resistant filter in the form of 

equations (6)-(7), aiming to: 

1) the upper bound on the filtering error covariance 1| 1k k+ +
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is guaranteed, i.e.,
1| 1 1| 1k k k k+ + + +   ; and 

2) the filter gain 1kK + is obtained at each moment by 

minimizing the upper bound 1| 1k k+ + . 

III. MAIN RESULTS 

Based on the implemented AF relaying scheme, the 

developed outlier-resistant mechanism, and the formulated 

filter structure, this section explores the design of a REKF 

tailored for time-varying systems with AF relaying 

transmission and measurement outliers. A sufficient condition 

is established for the presence of an upper bound on the 

filtering error covariance, which is then minimized to 

determine an appropriate filter gain. 

Firstly, let us recall the following lemmas, which will be 

used in the subsequent developments. 

Lemma 1: For any given vectors , nX Y  and a positive 

scalar 0  ，the following inequality holds [40]: 

 
1 .T T T TXY YX XX YY  −+  +  (11) 

Lemma 2: For any given matrices F , H , W , and Y  with 

appropriate dimensions satisfying TYY I , let T  be a 

symmetric positive definite matrix and   be an arbitrary 

positive constant such that 1 0TI WTW − −  . Then, the 

following inequality holds [41]: 

 
1 1 1

( ) ( )

                   ( ) .

T

T T T

F HYW T F HYW

F T W W F HH − − −

+ +

 − +
 (12) 

It is evident that, despite the concept of the outlier-resistant 

mechanism being clearly described by (8), the saturation 

function ( )   poses challenges in its application to filter 

design. To facilitate further the filter design, an uncertainty 

diagonal matrix k  is introduced to identify the moment of 

outlier occurrences, thereby introducing an alternative form of 

the saturation function ( )   as shown in (15). 

For any positive scalars a  and b , define the following 

scalar function: 

 
0, ;

( , )
1, ,

if a b
f a b

otherwise





 (13) 

then the function (8) can be rewritten as 

 

max

max max

( ) 1 (| |, )

           (| |, ) ( ),

k k k

k k k k

r f r r r

f r r r sign r

  = − 

+

 (14) 

which yields 

 ( ) ( )k k k k kr I r = −  +    (15) 

where I is an identity matrix of appropriate dimension, 
max max

1, 2,

max

,

{ (| |, ), (| |, ),

                          ... , (| |, )},

k k k k k

m k k

diag f r r f r r

f r r


 

max max

1, 1, 1, 1,

max

, ,

{ ( ), ( ),

                         ... , ( )}.

k k k k k

m k m k

col r sign r r sign r

r sign r


 

By introducing a novel saturation function to restrain the 

innovations to a saturation value 
maxr , the saturated 

innovations ( )kr , are subsequently expressed as linear 

combinations of the saturation value and the innovations, 

facilitating further parameterization. 

From (15) and (10), the filtering error can be rewritten as 

 
1| 1 1| 1 1 1 1 1 1( ) .k k k k k k k k k kx x K I r K+ + + + + + + + += − −  −    (16) 

Expand 1( )kg x +  in a Taylor series around 
1|

ˆ
k kx +

, 

 
1 1 11 | 1|1 1

ˆ( ) ( ) ( )k k k kk k k k kg Cx g xGx L+ ++ + ++ ++ = +  (17) 

where, 
1|ˆ1 1 1( ) |

k kk k k x xG g x x
++ + + =  , 1kC +  and 1kL +  are 

bounded matrices, and the unknown time-varying matrix 1kL +  

satisfies 
1 1

T

k kL L I+ +   accounting for the linearization error. 

Given that the saturation function ( )   influences the 

innovations, directly obtaining the precise value of the error 

covariance becomes challenging due to the involvement of the 

uncertainty matrix. Therefore, we turn to its upper bound for 

estimation purposes. The upper bound 1| 1k k+ +  of the filtering 

error covariance 
1| 1k k+ +  is derived from the filtering error 

1| 1k kx + +
, and then the filter gain 1kK +  that minimizes the upper 

bound 1| 1k k+ + is obtained to complete the filter design. 

Theorem 1: Given the system model (1) and (5), as well as 

the filter (6)-(7), there exist positive scalars 1 , 2 , 3 , 1 , 

and 2  such that the upper bound 1| 1k k+ +  on the filtering error 

covariance is designed as follows: 

 1| | ,T

k k k k k k kA A Q+ =  +  (18) 

1| 1

1 1

1 1 1 1 1| 1 1 1

1

1 1 1 1 1 1 1 1 1

1 1

1 2 1 1 1 1| 2 1 1

1

1 1 1 2 1 1 1 1 1 1

3

(( )( )

( ) (

) ) { ( )

( ) ( ) }

k k

T

k k k k k k k

T

k k k k k k k k

T T

k k k k k k k k

T T

k k k k k k k k k

a I K F G L L

I K F G K F C K F

C a tr K F G L L

K F G K F C K F C I

a n









+ +

− −

+ + + + + +

−

+ + + + + + + +

− −

+ + + + + + +

−

+ + + + + + + + +



= −  −

 − +

 +  −

 +

+ max 2

1 1 1 1 1 1 1

1 , 1 1 , 1 , 1 , 1 1

1 , 1 1

( ) { (

) } { }

{ }

T

z k k k k k k k

T T T

k r k k r k s k r k k

T

k r k k

r K K tr K F R K F

R I P K tr C R C IK

K tr R IK

+ + + + + + +

+ + + + + + +

+ + +

+

 +

+

 (19) 

where 

1 1 2

1

2 1 3

1 1

3 2 3

1 ,

1 ,

1 .

a

a

a

 

 

 

−

− −

+ +

+ +

+ +

 

Proof: According to (16), the filtering error is rewritten as 

 

1| 1 1 1 1 1|

1 1 1 1 1|

1 1 1 1 1 1 1

, 1 1 1 , 1 , 1

1 1 , 1

( )

( )

( )

( )

k k k k k k k

k k k k k k

k k k k k k k

r k k k r k s k

k k r k

x I K F x

K F x

K F I V K

P K I C

K I





+ + + + + +

+ + + + +

+ + + + + + +

+ + + + +

+ + +

= − 

+  

− −  −  

− − 

− − 

 (20) 

where 

1 , 1 , 1 , 1 , 1,k s k r k s k r kF P P C C+ + + + +
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1 1 1 1 1.k k k k kG C L+ + + + + +   

From the definitions of the one-step prediction error 

covariance 1| 1| 1|{ }T

k k k k k kE x x+ + + and the filtering error 

covariance 1| 1 1| 1 1| 1{ }T

k k k k k kx x+ + + + + +  , it is obtained that 

 1| | ,T

k k k k k k kA A Q+ =  +  (21) 

 

1| 1

1 1 1 1| 1 1 1

1| 1 1 1 1 1| 1 1 1

1 1| 1 1 1 1 1 1

1 1 , 1 1 1 , 1 , 1

{( ) (( )

) } { (

) } { ( ) (

( ) ) } { ( )

(

k k
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Notice that finding an explicit expression for the filtering 

error covariance is challenging due to the presence of a 

complex set of cross-terms. By utilizing Lemma 1, upper 

bounds for these terms can be derived as follows: 
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By exploiting the properties of matrix operations, the 

following equations hold: 
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Substitute (23)-(31) into (22), it is easy to obtain that 
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Then, the upper bound of the filtering error covariance 

1| 1k k+ + can be obtained from (32). The saturation value maxr  

and the noise matrices R , sR , rR are assumed reasonably 

based on actual engineering needs during the design process.■ 

Theorem 2: The filter gain 1kK +  is obtained by minimizing 

the upper bound on the filtering error covariance. 
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Proof: The derivative of the upper bound trace of the 

covariance with respect to the gain can first be obtained as 

follows: 
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Let 1| 1 1( ) 0k k ktr K+ + +   = , the gain that minimizes the 
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upper bound of the filter is obtained as 1

1 1 1k k kK −

+ + +=   .       ■ 

Remark 5: Up to this point, the upper bound on the filtering 

error covariance and the filter gain have been obtained by 

applying Theorems 1 and 2. It is evident that the state 

estimation can be executed recursively by computing the one-

step prediction by using (6), determining the upper bound on 

the one-step prediction error covariance with (18), calculating 

the filter gain matrix with (33), establishing the upper bound 

on the filter error covariance through (19), and finally 

obtaining the estimate with (7). 

Remark 6: Introducing the AF strategy and the outlier-

resistant mechanism inevitably poses a challenge to the filter 

design, where the cross-terms need to be handled 

appropriately by using known lemmas. Based on this, an upper 

bound on the filtering error covariance is obtained rather than 

an accurate one, and a sub-optimal filter gain can be 

computed. Nevertheless, the deployment of the AF reduces 

attenuation and interference during signal transmission, thus 

improving the reliability of data transmission and the accuracy 

of UAV positioning [42]. 

Remark 7: In comparison to existing research on UAV 

positioning, this paper presents several advantages: 1) It 

addresses the challenge of UAV positioning in the presence of 

relays and measurement outliers, thereby enhancing the 

complexity of the measurement model. 2) An outlier-resistant 

saturation function is introduced to constrain new 

measurements of interest, thereby minimizing the influence of 

outliers on estimation results. 3) The paper proposes an 

outlier-resistant REKF structure to achieve more precise 

positioning of the target position. 

IV. SIMULATION RESULTS 

In this section, we provide an example of UAV positioning 

with relay communication and measurement outliers to 

illustrate the effectiveness of the proposed filtering algorithm. 

To enhance the reliability of urban firefighting and rescue 

operations, a wireless sensor network was deployed on the 

ground for real-time positioning of UAVs. Comprising five 

sensors responsible for tracking the target in the specified area, 

the measurements are collectively transmitted to the relays. 

The relays amplify and forward the measurements to the filter, 

facilitating the estimation of the target’s position to aid in 

rescue efforts. 

In this simulation, the positions of sensors 1-5 are 

( 20, 25,0)− , ( 20, 25,0)− − , (20,25,0) , (20, 25,0)− , and

(0,0,0) , respectively. A UAV moves through a surveillance 

area with the initial position of ( 10, 20,0)− − , the initial 

velocity of (3,5,2)T and the acceleration of 

( 0.01, 0.03, 0.04)Tu = − − − . The initial state and covariance are 

set as 0 [ 10 3 20 5 0 2]Tx = − −  and 0 6 60.01P I = , 

respectively. Set the sampling period to 0.1T s= . The 

process noise covariance and the measurement noise 

covariance are set as 6 60.5Q I =  and 4 40.01R I = , 

respectively. The parameters of the relays are set to 2.3sP = , 

3.4rP = , 
4 40.35sC I = , 

4 40.35rC I = , 
4 40.08sR I = and

4 40.08rR I = . Other parameters are taken as 
1 0.07 = , 

2 0.05 = , 3 0.1 = , 1 2 1 = = . It is worth noting that these 

parameters need to be set according to the actual situation in 

engineering applications. In addition, a trial-and-error method 

is adopted for selecting parameters related to these cross-terms 

[43]. 

In addition, the mean square error (MSE) is used to assess 

the filtering accuracy of target positioning, aiming to 

demonstrate the superiority of this filtering algorithm. Let 
2

, ,1 1

1
ˆ( )

N n

p i k i ki
E x x

N  = =
−  represent the MSE of the target 

location estimation where 100N =  denotes the number of 

Monte Carlo trials, 3n =  denotes the dimensions of the 

coordinates, and 
,

ˆ
i kx  is the estimation of 

,i kx . 

To assess the proposed algorithm’s resilience to outliers, the 

REKF scheme is compared with the EKF scheme in scenarios 

involving measurements affected by substantial measurement 

noises across multiple sampling periods. 

Case 1: From 10k =  to 30k = , measurements at every ten 

sampling moments are contaminated by an additive noise 

(5,2)k N . 

Case 2: From 30k =  to 60k = , measurements at every ten 

sampling moments are contaminated by an additive noise 

(10,2)k N . 

Case 3: From 60k =  to 100k = , measurements at every ten 

sampling moments are contaminated by an additive noise 

(15,2)k N . 

Fig. 2 shows the four-dimensional TDOA measurements 

affected by amplitude random outliers. The pronounced 

presence of outliers inevitably leads to substantial disruption 

in the innovations, adversely affecting estimation accuracy. 

The purpose of the designed estimator is to mitigate the 

impact of these “harmful” innovations by constraining them 

within a specified range, defined by the saturation bound. 

 
(a) 
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(b) 

Fig. 2. Measurements under the influence of amplitude 

random outliers. (a) 1Z  and 2Z , (b) 3Z  and 4Z . 

 

Fig. 3 depicts the 3D motion trajectory of the UAV and the 

position tracking curves of both EKF and the designed REKF 

in the presence of measurement outliers and the AF relaying 

strategy. Compared to the EKF estimator, the designed REKF 

exhibits higher estimation accuracy, attributed to the reduced 

impact of outliers on the measurements, while accounting for 

higher-order term error. 

Fig. 4 illustrates the upper bound of the filtering error 

covariance and the MSE for both the EKF estimator and the 

designed REKF. Through a comparative analysis of the 

results, it is evident that the designed REKF estimator yields a 

lower filtering error compared to the EKF estimator. This 

reduction in the effect of outliers enables more accurate 

tracking of the UAV position.  

Figs. 5-7 present the actual trajectories of the x, y, and z-

axes, respectively. The figures also display the position 

estimates derived from both the standard filter and the 

designed filter, illustrating the superior estimation accuracy of 

the designed filter. It is noteworthy that the z-axis estimation is 

comparatively less accurate than the x and y-axes, attributed to 

a higher correlation between the estimation accuracy and the 

target altitude. 

 
Fig. 3. UAV movement trajectory and estimated trajectory. 

 
Fig. 4. MSE of different state estimators. 

 

 
Fig. 5. UAV X-axis position and estimation. 
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Fig. 6. UAV Y-axis position and estimation. 

 
Fig. 7. UAV Z-axis position and estimation. 

 

To address the impact of different hibernation saturation 

constraint bounds on tracking performance, Figs. 8-9 are 

presented with saturation value sets to three different levels, 

respectively. In Fig. 8, it is evident that lower saturation 

bounds impose more pronounced constraints on anomalous 

innovations, resulting in higher tracking accuracy. Fig. 9 

shows the MSE of state estimation under varying saturation 

bounds. When 0 30k  , all three saturation bound sets can 

effectively mitigate the negative impacts caused by the 

anomalous innovations, with minor differences attributed to 

the lower amplitude of wild values. However, when 30k  , 

the differences become more significant, correlating with 

higher amplitude outliers, and lower saturation bounds 

correspond to lower MSE. The presence of outliers affects 

estimate accuracy by influencing innovations when 

measurement outliers are present. The proposed saturation 

function mitigates the effect of outliers to some extent by 

operating on innovations and restricting them to the saturation 

value. 

 
Fig. 8. UAV movement trajectory and estimated trajectory 

with different saturation values. 

 
Fig. 9. MSE with different saturation values. 

 

Through theoretical and experimental validation, the 

proposed method offers online application capabilities and 

significant potential for UAV applications in rescue search 

missions and environmental detection. It is important to 

emphasize that the implementation of the proposed positioning 

algorithms and the execution of UAV rescue operations 

depend on a myriad of practical engineering factors [44]. 

Remark 8: The proposed solution effectively tackles 

challenges related to AF relaying strategies and measurement 

outliers, ensuring positioning accuracy for UAVs during 

rescue operations. It is noted that the time complexities for 

solving variables 
1|k kx +

, 1|k k+ , 1kK + , 
1| 1k kx + +

 and 1| 1k k+ +  are 

represented as 2( )O n nm+ , 3( )O n , 3 3( )O n m+ , ( )O nm , and 

3 3( )O n m+ , respectively. With m n in this study, the 

algorithm's time complexity is denoted by 3( )O n  [45]. In such 

scenarios, leveraging the advanced computing capabilities of 

the remote control center can mitigate excessive 

computational demands. Despite all this, it is essential to 

acknowledge certain implementation and procedural 

complexities: 1) Resource constraints, like energy and 
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communication bandwidth constraints, present inherent 

challenges in practical engineering [46]; 2) Diverse 

environmental factors, such as quantization effects, packet 

loss, and delays, can affect algorithm performance [47]; and 3) 

Ensuring security and privacy protection is critical during data 

transmission and processing [48]. By addressing these 

challenges and incorporating innovative strategies, we strive 

to further improve the effectiveness and reliability of our UAV 

positioning system for rescue missions in forthcoming studies. 

V. CONCLUSION 

In this paper, the problem of UAV target tracking has been 

investigated within the context of wireless positioning systems, 

considering the presence of AF relays and measurement 

outliers. The relaying strategy has been utilized to enhance the 

quality of transmissions for UAV measurement signals. To 

mitigate the impact of outliers on measurement innovations, 

an outlier-resistant structure has been introduced, 

incorporating a saturation function. Leveraging the 

mathematical induction method, an outlier-resistant REKF 

algorithm has been developed to ensure robust filtering 

performance. The designed filtering algorithm has been 

simulated in real-time UAV positioning, demonstrating its 

capability for accurate tracking of rescue UAVs. Future 

research endeavors mainly include: 1) Optimization of UAV 

energy management systems, exploration of sustainable and 

efficient energy charging solutions, and intensive research on 

UAV positioning challenges within energy-constrained 

environments; and 2) UAV-mounted intelligent reflecting 

surfaces for reflecting target location and orientation 

information to assist wireless sensor systems in target 

positioning [49]-[51]. 
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