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Abstract—Green Mobile Edge Networks (GMENs) are emerg-
ing networks that harvest green energy for powering mobile
edge nodes, thereby reducing carbon dioxide emissions and
energy costs. In GMENs, network service providers can flexibly
place multiple virtual network functions (VNFs) that form a
service function chain (SFC) in a specific order on geographically
distributed edge nodes based on the level of harvested green
energy, providing customized and sustainable network services
for users. To meet the diversified availability requirements of
users, backup SFCs need to be provided in addition to the
primary SFC. These backup SFCs can be activated for providing
uninterrupted services when the primary SFC is unavailable.
However, due to the dynamic nature of wireless communication
links, the uncertainty and unpredictability of green energy, and
the limited resources available at edge nodes, optimizing the
VNF placement and route traffic in real-time is challenging to
minimize energy costs of all nodes and form expected SFCs
with higher availability than user demand value. In this paper,
the above problem is first formulated as an integer nonlinear
programming and proven to be NP-hard. Then, it is discretized
into a sequence of one-slot optimization problems to handle real-
time changes in green energy and link availability. Finally, an
online approximation strategy with a constant approximation
ratio is proposed to solve the one-slot problems in polynomial
time. This is the first study into online link availability-aware
VNF placement and traffic routing problems in GMENs, moti-
vated by sustainability concerns. The evaluation results indicate
that the proposed scheme can ensure service availability while
reducing the energy costs of all edge nodes and has achieved
better performance when compared with other state-of-the-art
methods.

Index Terms—Mobile edge network, network function virtu-
alization, service function chaining, placement, routing, green
energy harvesting, availability.

I. INTRODUCTION

A. Background and Motivation

The green mobile edge network is composed of mobile
edge nodes that can harvest green energy (e.g., solar-
integrated smart cars [1], buses [2], and drones [3], [4]), as
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Fig. 1. Green Mobile Edge Networks

well as a set of communication links between these nodes.
Their aim is to provide users with low latency and sustain-
able green computing. The emergence of Network Function
Virtualization (NFV) technology enables VNFs in the form of
software instances to run on mobile edge nodes, achieving the
same functions as middleboxes built on specialized hardware
[5]. A user would request a series of VNFs, which form a
service function chain (SFC) in a specific order to process
traffic [6]. Meanwhile, each user would have a specific avail-
ability requirement for the SFC [7]. On the one hand, VNFs
can be flexibly placed on different edge nodes according to
the distribution of green energy, aiming to efficiently utilize
green energy and reduce energy costs [8]. On the other
hand, with increasing demands for network performance by
6G, e.g., availability and security, the energy consumption of
future network service provisioning will continue to rise [9].
Consequently, driven by considerations of cost-effectiveness,
high service quality, and sustainable network development,
network service providers (NSPs) combine the two to provide
tailored network services (e.g., high-precision mapping) for
users. Fig.1 depicts a network scenario, where the network
service provider places multiple VNFs based on the green
energy harvested by the mobile edge nodes and plans traffic
routing. In this paper, solar-integrated vehicles are regarded as
mobile edge nodes that can harvest green energy.

However, mobile edge nodes are likely affected by ex-
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ternal factors and become unavailable. If the node becomes
unavailable, its running VNF cannot provide network services
[10]. In addition, mobile edge nodes use wireless links for
communication. Wireless links are susceptible to interruptions
caused by obstacles, weather, and distance between nodes,
which can lead to data transmission failures for SFCs passing
through the links [11]. The distributed placement of VNFs
making up an SFC can balance load, battery energy and
energy consumption of edge nodes, avoiding missing the
chances of storing green energy due to batteries being fully
charged. Thus, it enables efficient utilization of green energy,
copes with the differences among nodes (e.g., computational
resources and rate of harvesting green energy), and reduces
network energy costs. However, due to the susceptibility of
wireless communication links between mobile edge nodes to
interruption and failure, decentralized placement of VNFs can
lead to a decrease in SFC availability. If SFCs are frequently
unavailable, virtual network services in the GMENs will be
unsustainable because they fail to meet the users’ application
requirements. Therefore, NSPs need to make a trade-off be-
tween utilizing green energy and ensuring SFC availability.

Providing redundancy is a practical strategy for improving
SFC availability. Multiple backup SFCs are provided until the
availability threshold of the service is met, and they can con-
tinue to provide services when primal SFC fails [12]. However,
due to limited communication range of mobile edge nodes and
their dynamic changes in direction, speed, and acceleration, the
probability of communication link interruption between nodes
is not static but fluctuates with the distance between nodes.
For instance, based on the wireless link evaluation formula
[11], Figure 2 illustrates the time-varying curves depicting the
positions of nodes 1, 2, and 3 in relation to the availability
of the links between them. These nodes are shown in Figure
1. Nodes 1 and 2 are moving in opposite directions, while
Nodes 1 and 3 are moving in the same direction, within the
vehicle’s communication range of 200 meters. On the other
hand, due to weather changes and building obstruction, the
distribution of green energy in time and space is uneven. The
green energy harvested by each mobile edge node is uncertain
and difficult to predict. If the energy consumption of the
service on the node exceeds the harvested green energy, it
is necessary to activate a backup power source (e.g., diesel)
to ensure the stable operation of the service. Unfortunately,
backup power has a higher energy cost compared to green
power supply. Therefore, changes in network topology will
make the previous SFC solution unable to always meet the
availability requirements of network services and fully utilize
green energy to reduce energy costs.

In addition, as mobile edge nodes are allowed to dynam-
ically enter or leave the network, the number of nodes in
the network also varies and is uncertain. This implies that
the number of batteries, computational, and communication
resources in the network keep changing with time. The above
dynamic characteristics will couple current VNF placement
and traffic routing decisions with future decisions. If the green
energy of edge nodes that are about to leave the network is not
utilized to save the green energy of nodes in future time slots,
the remaining green energy of nodes may not be sufficient to

Fig. 2. The mobility of nodes and the availability of links between nodes

provide network services in future time slots, which requires
more backup power. Therefore, network service providers need
to take into account the dynamic nature of the network to make
optimal VNF placement and traffic routing joint decisions.

In this paper, the above problem is referred to as long-
term green reliable SFC provisioning (LGRSP). Solving this
problem will face the following challenges: (1) In GMENs,
the computational resources, maximum battery capacity, green
energy harvesting rate, and energy consumption per unit of
computational resource of different nodes are different. This
makes it difficult to determine placement locations of VNFs
to meet the constraints of computational resources and battery
capacity of the edge nodes; (2) In GMENs with limited
communication resources, it’s difficult to determine the routing
path of the traffic to meet the order requirements of VNFs in
SFC and the bandwidth resource constraints of links; (3) The
decentralized placement of VNFs can harness green energy
from different nodes to reduce energy costs. However, the
nodes for placing VNFs of the SFC determine the starting,
intermediate, and ending nodes of the route of the SFC. More-
over, the route significantly impacts the availability of the SFC
composed of VNFs, as the wireless links constituting the route
are prone to disruptions. Therefore, the VNF placement and
route decisions are interdependent and there is a contradictory
relationship between ensuring service availability and utilizing
green energy, in addressing the problem aiming to minimize
energy costs through green energy utilization while ensuring
SFC availability in real-time. Furthermore, current and future
decisions are coupling relationship in the time dimension, due
to the dynamic and uncertain of green mobile edge networks;
(4) Finally, the availability of nodes and links, as well as
the availability requirements of users, all have differences.
Therefore, it is very challenging to determine the number of
backup SFCs, and their placement and routing decisions to
meet the availability requirements of users in real-time.



3

B. literature review

1) Green Mobile Edge Networks: In recent years, many re-
search efforts have been devoted to installing energy harvesting
devices at edge nodes to harness renewable green energy from
the environment onsite. The goal is to reduce the energy cost of
network services and alleviate the sustainability issues caused
by the explosive growth of network service demand [13]. Chen
et al. [14] considered the problem of multi-user multi-task
offloading and proposed two greedy scheduling algorithms,
centralized and distributed, to maximize the benefit of receiv-
ing tasks. Ku et al. [15] and Ku et al. [16] further considered
the fluctuating nature of green energy (e.g., solar) generation
and proposed a two-stage algorithm and heuristic algorithm to
find optimal task offloading decisions, respectively.

The above research considers geographically fixed edge
servers. However, some research works have installed energy
harvesting devices (e.g., solar panels) for mobile edge nodes.
Sun et al. [3] used solar-powered UAVs to provide commu-
nication services to users on the ground. Sekander et al. [4]
studied the amount of energy harvested by a multi-rotor UAV
capable of harvesting solar and wind energy and derived a
probabilistic model for UAV energy disruption. Considering
the geographical uneven distribution of solar energy, Zhou et
al. [1] proposed a greedy algorithm to solve the driving route
of a solar-powered self-driving car to maximize the harvested
solar energy.

2) Service function chains availability: Once a node or a link
in a SFC fails, the SFC fails to operate and hence the service
has to be stopped. This is unacceptable for emerging IoT
applications, which have stringent requirements on network
performance [17]. Ali et al. [18] deployed a backup for each
VNF to guarantee service availability. However, the length
of the protected SFC increases as the data flow needs to
go through backup instances, which results in longer end-to-
end latency of the service. Qu et al. [19] proposed heuristic
algorithms to solve VNF deployment and routing decisions
that minimize link utilization and satisfy the latency and
reliability requirements. To cope with SFC interruption due to
node or link failure, Yang Song et al. [12] placed additional
K groups of backup SFCs for each service and plans their
data routing paths. Mai et al. [20] further proposed a heuristic
algorithm that reduces energy consumption by sharing VNF.

These research efforts determine the probability of failure
of a VNF instance based on the average of previous historical
data and assume that the failure rate of VNF instances is
static. However, many failures are highly correlated with one
another and failure spikes may happen at any time [21].
Shang et al. [22] proposed a dynamically added backup VNFS
scheme to meet the reliability requirements of services in real
time and at the lowest cost. Qiu et al. [7] further considered
the reliability of VNF instances changes dynamically as the
load changes, and proposed an approximation algorithm to
dynamically deploy VNFs and backup. However, the above
research considers the provision of network services at fixed
edge nodes. Balazs et al. [23] further considered the reliability
problem of wireless communication links for mobile edge
nodes (i.e., vehicles), which requires that the probability of a

mobile node being covered by a radio must satisfy a threshold
as a way of preventing the interruption of its communication
link. In order to fully utilize the resources of fog (e.g.,
vehicles) and edge nodes, Jorge et al. [24] proposed heuristic
algorithms to solve the VNF placement and routing decisions
to minimize costs and to satisfy the reliability of services.

3) Green reliable service function chain provisioning:
Sameer et al. [25] proposed a green VNF deployment frame-
work based on renewable energy harvested by geographically
dispersed servers, which is realized by backing up VNF
instances and server energy deficit warning technique. When
the green energy harvested by the server is insufficient to run
the VNF, the backup VNF which is running on an edge node
powered by the grid is used instead of the VNF to continue
providing services. However, they focused on providing an
energy-efficient VNF deployment framework, ignoring the
availability issues of links and SFC. Shang et al. [21] used
renewable green energy and a limited budget to power the
backup VNF. However, this study is based on centralized green
energy harvesting and overlooks the impact of distributed
green energy on reliable VNF placement and traffic routing
decisions.

TABLE I
COMPARISON OF OUR WORK WITH EXISTING RELATED STUDIES

References
VNF
place-
ment

Traffic
routing

Green
energy

Availability
of SFC

[1], [3], [4],
[13]–[16] % % " %

[7], [18],
[22], [23] " % % "

[12], [19],
[20], [24] " " % "

[25] " % " %
[21] % % " "

Our work " " " "

4) Novelty and feasibility: The primary novel aspect is the
problem we consider in this paper. The problem is a joint
optimization problem of VNF placement and traffic routing.
It simultaneously considers two factors, i.e., (i) the availability
of wireless links and the green energy harvested by nodes with
limited battery capacity and computational resources, and (ii)
needs to make a balance between the availability of SFC and
the utilization of green energy. We compare our work with the
existing related works in table I.

Our research work is feasible in the near future, as it
promotes the sustainable development of green and reliable
mobile edge networks. At present, there is already work to
place VNFs on mobile edge nodes, such as vehicles [23],
[26]–[28], drones [29], [30], and robots [24], to provide
network services. In addition, solar powered vehicles will
also be gradually promoted in the future. For instance, Sono
Motor [2] had developed solar-powered smart vehicles for real-
world applications, specifically passenger cars, refrigerated
trucks, and buses. There is research work [1] that studied the
movement trajectory of solar-powered vehicles to deal with
unevenly distributed solar energy. Furthermore, there is the
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existence of multiple pathways between vehicle nodes [31],
[32]. These pathways can serve as backup routing for data
transmission.

C. Contributions
To address the above mentioned challenges of the LGRSP

problem, in this paper we first formulate the problem as an
integer nonlinear programming and prove that it is NP-hard
by reducing it to the Lowest cost Generalized Assignment
Problem (LGAP) [7]. Next, the LGRSP problem is discretized
into a series of one-slot optimization problems, where VNF
placement and traffic routing strategies are adaptively adjusted
according to the network topology in each slot to handle
actual failure rates and utilize gathered green energy. Finally,
we propose a two-stage online scheme to solve the one-
slot optimization problem. In the first stage, the scheme
prioritizes the comprehensive utilization of green energy from
diverse nodes, as it aligns with the objective of minimizing
energy consumption costs. So, it places VNFs of SFCs in a
decentralized manner on some nodes with maximal gains in
green energy. However, the availability requirement of SFCs
may not be met consistently, due to the dynamic of green
mobile edge networks. Therefore, in the second phase, the
scheme enhances the availability of SFCs by providing backup
SFCs oriented to mitigate the impact of link failures on service
availability. It places the VNFs of the backup SFCs in the same
node as much as possible, which has the most abundant green
energy. In both stages, the placement nodes of the VNFs are
determined first, followed by the shortest paths between the
nodes are used as routing paths for the traffic, decoupling VNF
placement and traffic route decisions.

The main contributions of this paper are as follows:
• To the best of our knowledge, we are the first to study

the online link availability-aware VNF placement and
traffic routing problem in GMENs, which requires a
trade-off between utilizing green energy and ensuring
SFC availability. Moreover, this problem also considers
the volatility of wireless link availability and the uncer-
tainty of green power, which is formulated as an integer
nonlinear programming problem.

• In order to better capture the time-varying availability
of wireless links and handle the uncertainty of green
energy, LGRSP is discretized into a series of one-slot
optimization problems, both of which have been proven
to be NP-hard.

• We propose a two-stage online scheme with a constant
approximation ratio, that can solve one-slot problems in
polynomial time.

The rest of this paper is organized as follows. Section II and
Section III introduces system model and problem statement,
respectively. Next, in section IV, an online scheme is proposed
to solve LGRSP. Section V evaluates the performance of
our solution. Finally, the conclusion of our research work is
provided in Section VI.

II. SYSTEM MODEL
A green mobile edge network is composed of mobile

edge nodes and communication links between the nodes.

Mobile edge nodes in this paper are solar-integrated smart
vehicles [33], [34], which are equipped with computing de-
vices, antennas, cellular interfaces, solar panels, and a Global
Positioning System. They have computing power, storage,
communication, and green energy harvesting capabilities. The
research scenario in this paper is a straight two-way multi-
lane road in an urban environment [11]. The continuous time
interval T =

{
t1, t2, ..., t|T |

}
of the system is divided into

several equal time slots each with a time duration ∆t. The
road-side network facilities (e.g., fixed edge nodes with base
stations) act as control centers and implement centralized
network service management using a combined SDN/NFV
network architecture [27]. It is assumed that multiple nodes
that have been covered by the roadside network facilities and
their wireless communication links with the roadside facilities
are reliable and able to receive/send data packets, such as SDN
control data, normally.

A. Substrate network

We consider a GMENs to be an undirected weighted graph
G(t) = (N(t), E(t)), where N(t) =

{
n1, n2, . . . , n|N(t)|

}
represents the set of mobile edge nodes, and E(t) =
{ei,j |ni, nj ∈ N(t)} is the set of wireless communication
links between the nodes. ei,j is the wireless communication
link between nodes ni and nj at time t. The communication
range, bandwidth and computational resources of mobile edge
nodes are limited. The maximum communication range of a
node is assumed to be the constant Dcomm. A link ei,j exists
if the geographic distance between nodes ni and nj is less
than or equal to Dcomm. For simplicity, we assume that the
total bandwidth of each link ei,j ∈ E(t) is the constant Be,
and each node u ∈ N(t) has the computational resource capu.

B. Service model

The network service provider embeds SFCs for each user
request to provide customized network services. These SFCs
consist of multiple VNFs in a sequential order. The set
of all requested SFCs is represented as S, and the set of
VNFs for each requested SFC s ∈ S is denoted by Fs ={
f1
s , f

2
s , . . . , f

Hs
s

}
. Here, Hs represents the total number of

VNFs in a SFC s ∈ S, and f i
s denotes the ith VNF of

SFC s ∈ S, which needs to occupy a certain amount of
computational resources cfi

s
for its operation. The user’s data

is transferred among the Hs instances in the order of the VNFs
in the Fs, i.e., f1

s → f2
s → . . . → fHs

s . Additionally, we use
Bs and Rs to represent the bandwidth requirement and the
availability requirement of requested SFC s ∈ S, respectively.

C. Availability model

The availability of a system is the fraction of time that
the system is operational during the entire service time. The
availability Ai of a network component i can be calculated as
[12]:

Ai =
MTTF

MTTF +MTTR
(1)
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where MTTF represents Mean Time To Failure and MTTR
denotes Mean Time To Repair. In this paper, the availability
of a mobile edge node is defined as the product of the
availability of all components associated with computation and
communication (e.g., processors, antennas). The availability of
devices can be obtained by accessing previous detailed logs
that record every hardware component failure and maintenance
event over the lifetime of the device.

Vehicles as mobile edge nodes are highly mobile and
their communication range is limited. Therefore, during the
movement of two nodes, if the relative distance between the
nodes is greater than the communication range, the wireless
communication link connecting them is unavailable. Compared
to the availability of nodes, the availability of wireless links
varies in real time and is unstable. In this paper, the wireless
link model proposed by Zhang et al. [11] is used to measure
the availability of links between vehicle nodes. For complete-
ness of presentation, some of the important equations are
revisited in this paper. The availability of link is the probability
that the two vehicles continuously keep available within the
communication range over a specified time interval. So, the
availability of the link ei,j in time slot t can be obtained as
follows:

Aei,j (t) = P
{
D (ui, uj)t < Dr

i,j(t)
}

(2)

where D(ui, uj)t is a variable, which represents the change in
the relative distance between nodes ui and uj in the time slot
t ∈ T . Dr

i,j(t) is a constant, which represents the remaining
communication distance between nodes ui and uj at time slot
t according to the different cases, which can be classified as
follow: Case1: Two nodes are moving on a road in same
directions, so that their remaining communicable distance in
the worst case is

Dr
i,j(t) = Dcomm − dij(t) (3)

Case2: Two nodes are moving on a road in the opposite
directions,

Dr
i,j(t) =


Dcomm − dij(t),

two nodes are driving away from each other
Dcomm + dij(t),

two nodes are driving towards each other
(4)

where dij(t) is the Euclidean distance of vehicle nodes ui, uj

at the beginning of the time slot t. Suppose an unprotected SFC
places VNFs on w nodes n1, n2, . . . , nw, and traverses m links
l1, l2, . . . , lm. Whenever one of the nodes or links becomes
unavailable, the SFC stops providing services. Therefore, the
availability of the unprotected SFC is calculated as [12],

As
upro(t) =

w∏
i=1

Ani

m∏
j=1

Alj (t), ni ∈ N(t), lj ∈ E(t) (5)

where
w∏
i=1

Ani
denotes the availability of all the used nodes

and
m∏
j=1

Alj (t) denotes the availability of all the traversed links

at time slot t. In this paper, we adopt backup SFCs to protect
the requested SFCs, enhancing the availability of them. For

the requested SFC s, we consider it possesses ps(t) disjoint
unprotected SFCs at time slot t, i.e., these SFCs do not place
VNFs on the same node and do not pass through the same
link. We term the first unprotected SFC in the ps(t) SFCs
as the primary SFC. When the primary SFC is unavailable,
ps(t)−1 backup SFCs are activated to continue serving users.
To avoid too many backups taking up computational and
communication resources, we limit the maximum ps(t) value
of each requested SFC s to pmax. The availability of requested
SFC s ∈ S at t time slot can be calculated as [12]:

As
pro(t) = 1−

ps(t)∏
i=1

(
1−As

upro(t)
)
, 1 ≤ ps(t) ≤ pmax (6)

D. Energy Model

The energy consumption of a mobile edge nodes u ∈ N(t)
for network services mainly includes two aspects. The first one
is the energy requirement for basic operations and communica-
tion pbu. This includes, for example, the energy consumption
of the operating system and the signal transmitter, which is
used to maintain its own basic operation [20]. The second one
is the computational energy demand for network services. The
energy consumption of an edge node u at full computational
load is denoted as pmu. Therefore, the total network energy
consumption CEu(t) of an edge node u at time slot t ∈ T is
defined as:

CEu(t) = pbu+

(pmu − pbu) ·

∑
s∈S,1≤j≤ps(t),1≤h≤Hs

xu
s,j,h(t) · cfh

s

capu

(7)

where the binary variable xu
s,j,h(t) represents whether the h ∈

[1, Hs]th VNF of the j ∈ [1, ps(t)]th disjoint unprotected SFC
of requested SFC s ∈ S is placed on the node u ∈ N(t) at
time slot t ∈ T .

The energy harvested by the solar panels can either power
the edge nodes directly or charge the batteries. When the green
energy is low, the batteries take over to keep the edge nodes
running stably. Although there are models for harvesting green
energy, it is difficult to accurately predict and evaluate the
harvested energy during node movement. The reason is that
the process of harvesting green energy by mobile nodes is
easily blocked by local buildings, and the situation at each
geographical location is unknown and uncertain. To model the
uncertainty of green energy, we assume that the green energy
HEu(t) harvested by node u ∈ N(t) at time slot t ∈ T .
HEu(t) is obtained only after the placement and routing
decisions are made. In addition, BEu(t) ∈ [0, BEmax] is
denoted as the battery energy of node u ∈ N(t) at the
beginning of the time slot t ∈ T , where BEmax refers to
the capacity of the battery.

In reality, the vehicle can obtain a stable amount of energy
from a gas station. Therefore, we assume that when the battery
energy cannot satisfy the energy consumption of the edge
node, backup power supply (e.g., diesel generator) can always
be activated to keep the node running. However, the energy
cost of the backup power will be greater than the energy cost
of the green energy [35]. Assume that the cost factor of using
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green energy and using backup power at the node are α and
β(0 < α ≤ β), respectively. There are two possible cases:
Case1: When BEu(t) < CEu(t), the backup power supply
will be activated and output the energy of CEu(t)−BEu(t)
units. Then, the battery energy BEu (t+ 1) in the next time
slot is

BEu (t+ 1) = min (BEmax, HEu(t)) (8)

Case2: When BEu(t) ≥ CEu(t), the battery energy
is sufficient to meet the energy consumption of the edge
nodes. According to the harvested green energy HEu(t) and
energy demand CEu(t), the battery is charged and discharged
accordingly:

• If HEu(t) ≥ CEu(t), the residual energy will be stored
in the battery until it reaches maximum capacity BEmax.

BEu (t+ 1)

= min (BEmax, BEu(t) +HEu(t)− CEu(t))
(9)

• If HEu(t) < CEu(t), then the battery has to be
discharged to cover the energy deficit.

BEu (t+ 1) = BEu(t) +HEu(t)− CEu(t) (10)

Therefore, in time slot t ∈ T , the energy cost of edge node
u ∈ N(t) is

Costu(t) =

BEu(t) · α+ (CEu(t)−BEu(t)) · β,
BEu(t) ≤ CEu(t)

CEu(t) · α,BEu(t) > CEu(t)
(11)

III. PROBLEM STATEMENT

A. Problem Definition

Definition 1. Given a green mobile edge network G =
(N,E) with limited communication, computational resources
and node battery capacity, the one-slot green reliable SFC
provisioning (OGRSP) problem is to place VNFs to the
mobile edge nodes based on requested SFCs s ∈ S and
the green energy harvested by the nodes, and to route the
traffic between these VNFs, such that: (1) The computational
resource constraints of mobile edge nodes are not violated; (2)
The battery capacity constraint of the node is not violated; (3)
The bandwidth constraints of the link are not violated; (4) The
data forwarding order between VNFs in SFC is not violated;
(5) The availability of the requested SFC is not less than Rs;
(6) The energy cost of all mobile edge nodes is minimized.

Definition 2. Given a green mobile edge network G(t) =
(N(t), E(t)) with limited communication, computational re-
sources and node battery capacity, the number of node, the
geographic location of each node and the harvested green
energy varies over any time slot t ∈ T . The Long-term
Green Reliable SFC Provisioning (LGRSP) problem is to
minimize long-term energy costs of all nodes, without any
future information such as green energy, the number of nodes,
the geographic location of each node, and outage probability
of links, while making VNF placement and traffic routing
decisions at the beginning of the time slot t in the time span
T , so that the availability requirements of each requested SFC
are satisfied in real-time.

B. NP-Hardness

In green mobile edge networks, the OGRSP and LGRSP
problems are NP-hard, which is proved below. We prove that
the OGRSP problem is a NP-hard problem by a reduction from
a well-known NP-hard problem - the Least Cost Generalized
Allocation Problem (LGAP). The definition of the LGAP prob-
lem is as follows, given a set of items Item = (a1, a2, . . . , an)
with size sizei and a set of bins Bin = (b1, b2, . . . , bm) with
capacity capbi . If an item ai is placed in the box bj (1 ≤ i ≤ n
and 1 ≤ j ≤ m), it incurs a cost costi,j > 0. The problem
aims to minimize costs, pack as many items as possible into
boxes, and ensure that the total size of items in each box does
not exceed its capacity [36].

We show that the LGAP problem can be reduced to a
special case Q of the OGRSP problem. Q is composed of
G = (N,E) and a set of requests S, which is a problem
that ignores the availability requirements of the services, the
basic energy cost of the nodes, the green energy and batteries,
and the traffic routing. Specifically, each edge node u ∈ N
has computational resource capu, its base and full-load energy
consumption are pbu and pmu, respectively, and the SFC of
each request s ∈ S consists of just one VNF, which requires
computational resource of fs. The energy cost of the edge
node u ∈ N to run the instance of the VNF of the request
s ∈ S is costu,s = (pmu − pbu)

fs
capu

. Thus, the OGRSP
problem aims to satisfy the computational resource constraints
of mobile edge nodes to receive as many requests as possible
with minimum energy cost.

Obviously, if there is a solution to the special case Q of
OGRSP problem, there is a solution to the LGAP problem.
The LGAP problem is known to be NP-hard, so the OGRSP
problem is also NP-hard. Assuming that the time span T only
contains one time slot, i.e., T = 1, the LGRSP problem will
be simplified as an OGRSP problem. Therefore, the LGRSP
problem is also NP-hard.

C. Integer nonlinear programming model

In this part, relevant symbols are first listed in the TABLE
II. Then, LGRSP problem is formulated as an integer nonlinear
program. Decision variables include xu

s,j,h(t), y
eu,v

s,j,h(t), ps(t).
Objective:

minimize
∑

t∈T,u∈N(t)

Costu(t) (12)

Subject to:

0 ≤ BEu(t) ≤ BEmax,∀t ∈ T, u ∈ N(t) (13)

∑
u∈N(t)

xu
s,j,h(t) = 1,∀t ∈ T, s ∈ S, 1 ≤ j ≤ ps(t), 1 ≤ h ≤ Hs

(14)

∑
eu,v∈E(t)

y
eu,v

s,j,h(t) = 1,∀t ∈ T, s ∈ S, 1 ≤ j ≤ ps(t),

1 ≤ h ≤ Hs − 1, u ∈ N(t) : xu
s,j,h(t) = 1&&xu

s,j,h+1(t) ̸= 1
(15)
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TABLE II
NOTATIONS

Symbol Description Symbol Description

T =
{
t1, t2, ..., t|T |

}
Time set G(t) = (N(t), E(t))

The undirected graph corresponding to GMENs
network in time slot t, where N(t) is the set of

nodes and E(t) is the set of edges.

s ∈ S
The set of SFC required

by users u The mobile edge node u ∈ N(t)

Fs =
{
f1
s , f

2
s , . . . , f

Hs
s

} The set of VNFs for each
requested SFC eu,v ∈ E(t) The link between node u and v at time slot t

Hs The length of SFC s ∈ S capu The computational resource of node u ∈ N(t)

fi
s The ith VNF of s ∈ S Dcomm The range of node’s communication

cfi
s

The computational resource of VNF fi
s Be The bandwidth resource of each link ei,j(t) ∈ E(t)

Bs
The bandwidth requirement

of SFC s ∈ S
An The availability of node n ∈ N(t)

Rs
The availability requirement

of SFC s ∈ S
Aei,j

(t) The availability of link ei,j ∈ E(t)

xu
s,j,h(t)

Bool variables, which identify
whether VNF fh

s of jth SFC
for s ∈ S is placed on node u

at time slot t ∈ T

y
eu,v
s,j,h(t)

Bool variables, which identify whether
the traffic between VNF fh

s and fh+1
s of jth SFC

for s ∈ S traverse link eu,v(t) at time slot t ∈ T

ps(t)
ps disjoint unprotected SFCs

for s ∈ S at t ∈ T
α, β

The cost coefficients of green energy
and backup power, respectively

CEu(t)
The total energy consumption of

an edge node u at time slot t BEu(t) The battery energy of node u at time slot t

HEu(t)
The green energy harvested

by node u at time slot t Costu(t) The energy cost of edge node u in time slot t

pbu
The energy requirement of
node u for basic operations pmu The energy consumption of node u at full computational load

∑
eu,v∈E(t)

y
eu,v

s,j,h(t) = 1, ∀t ∈ T, s ∈ S, 1 ≤ j ≤ ps(t),

1 ≤ h ≤ Hs − 1, v ∈ N(t) : xv
s,j,h(t) ̸= 1&&xv

s,j,h+1(t) = 1
(16)

∑
eu,v∈E(t)

y
eu,v

s,j,h(t) =
∑

ev,w∈E(t)

y
ev,w

s,j,h(t),∀t ∈ T, s ∈ S,

1 ≤ j ≤ ps(t), 1 ≤ h ≤ Hs − 1,

v ∈ N(t) : xv
s,j,h(t) ̸= 1&&xv

s,j,h+1(t) ̸= 1

(17)

∑
s∈S,1≤j≤ps(t),1≤h≤Hs

xu
s,j,h(t) · cfh

s
≤ capu,∀t ∈ T, u ∈ N(t)

(18)

∑
s∈S,1≤j≤ps(t),1≤h≤Hs−1

y
eu,v

s,j,h(t) ·Bs ≤ Be,∀t ∈ T, eu,v ∈ E(t)

(19)

∑
1≤j≤ps(t)

xu
s,j,h(t) ≤ 1, ∀t ∈ T, s ∈ S, u ∈ N(t), 1 ≤ h ≤ Hs

(20)

∑
1≤j≤ps(t)

y
eu,v

s,j,h(t) ≤ 1, ∀t ∈ T,

s ∈ S, eu,v ∈ E(t), 1 ≤ h ≤ Hs − 1

(21)

As
pro(t) ≥ Rs ,∀t ∈ T, s ∈ S (22)

1 ≤ ps(t) ≤ pmax,∀t ∈ T, s ∈ S (23)

xu
s,j,h(t),y

eu,v

s,j,h(t) ∈ {0, 1} ,∀t ∈ T, s ∈ S, u, v ∈ N(t),

eu,v ∈ E(t), 1 ≤ j ≤ ps(t), 1 ≤ h ≤ Hs

(24)

Eq. (13) is a battery capacity constraint that requires each
node’s battery level to not exceed its maximum capacity. This
battery is used to store the harvested green energy. That is
to say, the green energy that each node can use is limited.
Eq. (14) is placement constraint, which requires each VNF
can only be placed on one node. Eq. (15)(16)(17) is a flow
conservation constraint for traffic routing. Eq. (20) (21) are
the VNF disjoint constraint and the link disjoint constraint,
respectively, which ensure that the ps(t) SFC of protected SFC
s are not intersecting with each other. Note that it can be easily
extended to other mathematical models that include latency
constraints and migration decisions.

IV. OTGRSP APPROXIMATION SCHEME

In practice, NSPs have the following needs for an algorithm
to solve the LGRSP problem. 1) the algorithm should have low
running time to adapt to the highly dynamic nature of GMENs
and to meet the real-time requirements of user requests. 2)
the algorithm should be explainable and have performance
bounds, because industrial applications need to ensure the
stability and predictability of the execution results. However,
Lyapunov methods are characterized by a long execution time,
in large-scale GMENs, because they require a large number
of iterative steps to reach a satisfactory solution, i.e., slow
convergence. Moreover, they are more suitable for certain and
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Controller

2:Update network information 

at time slot t through data 

uploaded by vehicles, including 

the number of nodes, battery 

state, location, velocity of nodes 

and the connectivity and 

availability of links.

3:Identify SFC that 

cannot meet availability 

requirement and add it 

to the set RS.

0

OTGRSP scheme
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placing VNF as much 

as possible on one 

node to improve the 

availability of SFC.

6：VNF placement 

and traffic routing 

decisions are returned 

to mobile edge nodes 

for execution.

t

time

T

4:SPA algorithm online places VNFs 

and route traffic of SFC s∈RS 

according to heuristic function that 

can make a balance between 

availability and green energy.

1:The vehicle uploads 

information to the 

controller, including 

location, speed, and 

battery status

Steps 2, 3, 4, and 5 of OTGRSP

Fig. 3. The process of OTGRSP

known systems, and for assessing the stability of the system.
Therefore, we propose an Online Two-stage Green Reliable
SFC Provisioning (OTGRSP) scheme to solve the LGRSP
problem. It is an online approximation scheme with provable
upper and lower bounds on performance and has polynomial
time complexity.

A. OTGRSP scheme overview

OTGRSP consists of two approximation algorithms: the
SFC Provisioning Algorithm (SPA) and the Availability En-
hanced Algorithm (AEA). The processing pipeline of the
OTGRSP is shown in Fig. 3. Intuitively, the smaller the routing
path length of the SFC, the higher the SFC availability will be,
as long as the availability of all links is the same. However,
this also reduces the possibility of placing VNFs to nodes with
sufficient green energy. On the contrary, while decentralized
placement of multiple VNFs of SFCs to different nodes can
increase the green energy utilization and reduce the energy
cost, longer paths can lead to a decrease in the availability of
the requested SFC. Therefore, the SPA algorithm increases the
chances of utilizing green energy by placing multiple VNFs
that make up the primal SFC at different nodes and using the
shortest path to route data between these nodes. Then, to cope
with dynamic changes in green energy and link availability,
the AEA algorithm adaptively adjusts VNF placement and
traffic routing schemes, as well as improves the availability
of the SFC by placing the backup SFC on a node as much
as possible. The pseudocode for the solution process of SPA,
AEA, and OTGRSP are shown in Algorithm 1, Algorithm 2,
and Algorithm 3, respectively.

B. SFC Provisioning Algorithm (SPA)

For requested SFC s ∈ S, SPA firstly takes a node
that meets the computational demand of VNF f1

s and

has the maximal green energy as the source point o. If
|Fs| ≥ 2, nodes within |Fs| − 1 hop range centered at the
source point o are included in the candidate set Cand =
{n|dis (o, n) ≤ |Fs − 1| , o, n ∈ N}, which is shown in lines
5-9. Then, calculate the green energy benefits of placing
VNF f2

s to each node n ∈ Cand in the candidate set by

bftn =
BEn(t)≥(pmn−pbn)

c
f2
s

capn
?(pmn−pbn)

c
f2
s

capn
:BEn(t)

(1−Ro,n)·(pmax−1) , which
is a heuristic function with ternary operator. 1 − Ro,n is
the links unavailability of the shortest feasible path from the
source point o to the node n, which is determined by the
Dijkstra algorithm and its bandwidth should be greater than
or equal to the bandwidth requirement of the requested SFC.
BEn(t) ≥ (pmn − pbn)

cf2
s

capn
? (pmn − pbn)

cf2
s

capn
: BEn(t)

represents the green energy provided by node n for VNF f2
s . If

the value of 1−Ro,n is higher, it indicates a higher possibility
of placing additional pmax−1 VNFs to improve the availability
of SFC, which will consume energy, computational resource.
So, We use 1

(1−Ro,n)·(pmax−1) as the penalty weight for placing
VNF at the node n ∈ Cand.

Next, select the node o′ with the highest green energy bene-
fit in the candidate set, is shown in line 10. The computational
resource of the node o′ meets the requirements to place VNF
f2
s . If there are no nodes that meet the requirement, then the

time slot is not suitable for placing the request on the mobile
edge node and releasing the VNF instance previously placed
for the SFC. Intuitively, this means that the computational
or communication resources of the nodes within the range
cannot support the VNF placement and routing. We will add
it to RS(t + 1) and attempt to serve it in the next time
slot, which is shown in lines 11-14. After placing f2

s , SPA
updates the computational resources of o and o′, as well as
the communication resources of the o to o′ routing path,
and record o′ as the new source point o, which is shown
in lines 17-18. In the above way, iteratively select nodes to
place f i

s (3 ≤ i ≤ |Fs|). The difference is that the distance
between the nodes included in the candidate set and the source
point is |Fs| − i, which limits the distance between f i−1

s and
f i
s, controlling the possible maximum path length of SFC.

Moreover, candidate nodes of f i
s are not nodes that have been

selected to place VNFs, which is shown in line 6, so SPA
avoids that VNFs of the SFC are centrally placed on a single
node and result in overloading the node.

C. SPA Algorithm analysis

In this section, we will prove the upper bound of the total
energy cost of the network for processing all requests within
a specific time slot. Subsequently, the approximation ratio and
time complexity of Algorithm 1 were analyzed and calculated.
To simplify the proof, it is assumed that all requested VNFs
can be placed to edge nodes within that specific time slot, and
there is a link that can route user data.

Lemma 1. In green mobile edge networks, the upper
bound of the network energy cost for algorithm SPA is C =(
Cbase + λmax ·

∑
s∈S

∑
i∈Fs

cfi
s

)
· β, where Cbase =

∑
n∈N

pbn

and λmax = max
n∈N

(pmn−pbn)
cn

are constant. pbn and pmn are
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Algorithm 1: SPA
Input: G(t) = (N(t), E(t)), S
Output: D1[i][j][h], D2[i][j][h], RS(t+ 1)

1 foreach s ∈ S do
2 o← n = max

n∈{u|u∈N(t),capu(t)≥c
f1
s
}
BEn(t);

3 D1[i][j][h]← o; paths ← o;
4 foreach f i

s ∈ Fs\f1
s do

5 Cand← ∅;
6 foreach n ∈ {x| x ∈ N(t), x /∈ paths} do
7 if capn ≥ cfi

s
and

shortdistance(o, n) ≤ |Fs| − i then
8 Cand← Cand ∪ n
9 end

10 o′ ← the node w ∈ Cand with the highest bftw
value.

11 if not o′ then
12 RS (t+ 1) = RS (t+ 1) ∪ s;
13 Update resources for nodes and links;
14 break;
15 Establish shortest path Ψo,o

′ between o and o′ with
Dijkstra Algorithm, according to the traffic load of
the SFC s and the communication resources of the
network;

16 D1[s][1][i]← o′ , D2[s][1][i]← Ψo,o
′ ;

17 Update resources for nodes and links;
18 paths = paths + Ψo,o′ + o′; o← o′

19 end
20 end

the basic and full load energy consumption of node n, cfi
s

is
CPU unit requirement of VNF f i

s, β is the unit energy cost
of backup power supply, N is the set of edge nodes at a time
slot.

proof. The energy consumption of a network is generated
by two parts: the basic operation of nodes and the processing
of network functions. For the former, it is a constant Cbase =∑
n∈N

pbn. The latter can be calculated based on the energy

consumption required to process each requested SFC. The
energy consumption of each VNF for processing requested
SFC s ∈ S is Ci. Therefore, the energy consumption of each
requested SFC s ∈ S is Cs.

Cs =
∑
i∈Fs

Ci =
∑
i∈Fs

cfi
s

cn
· (pmn − pbn)

≤
∑
i∈Fs

cfi
s
· λmax , λmax = max

n∈N

pmn − pbn
cn

(25)

Lemma 2. Given a green mobile edge network that has
limited battery capacity, computational, and communication
resources, and needs to handle requests S in time slot t ∈ T ,
there is an approximation algorithm (SPA) that can place
VNFs and route traffic, aiming to minimize the energy cost
of all nodes. The upper and lower bound of approximate
ratio of SPA are Cbase+λmaxθ

θ·λmin
· β

α and Cbase·α
Cbase·α+λmax·β·θ ,

respectively, and the time complexity is O (|S|·Hs·|N(t)|),
where Cbase =

∑
n∈N

pbn, λmax = max
n∈N

(pmn−pbn)
cn

, λmin =

min
n∈N

(pmn−pbn)
cn

,θ =
∑
s∈S

∑
i∈Fs

cfi
s
, N = |N(t)| is the number

of nodes at t time slot.
Proof. Assuming C∗ is the optimal solution to the problem,

C is the cost of OTGRSP scheme.

C

C∗ ≤

( ∑
n∈N

pbn + λmax ·
∑

s∈S,i∈Fs

cfi
s

)
· β( ∑

n∈N

pbn +
∑

s∈S,i∈Fs

cfi
s
· λmin

)
· α

≤ Cbase + λmax · θ
θ · λmin

· β
α

, Cbase =
∑
n∈N

pbn,

θ =
∑

s∈S,i∈Fs

cfi
s
, λmax = max

n∈N

(pmn − pbn)

cn
,

λmin = min
n∈N

(pmn − pbn)

cn

(26)

C

C∗ ≥ Cbase · α
Cbase · α+ λmax · β ·

∑
s∈S

∑
i∈Fs

cfi
s

(27)

where

(
Cbase +

∑
s∈S,i∈Fs

cfi
s
· λmin

)
· α represents the opti-

mal cost for serving requested SFCs S. The cost is obtained,
by placing the VNFs of the requested SFCs at a node with the
lowest energy cost of computational resources per unit, and the
node provides network services with green energy. The time
complexity of the algorithm is analyzed as follows. For each
VNF it takes O(n2) time to determine the candidate set and
find out a node w with maximal bftw, in line 7 of Algorithm
1, because it needs to determine the shortest distance and path
from source o to other nodes by Dijkstra algorithm. Then, for
a request s ∈ S, it consists of Hs VNFs. There are a total
of |S| requests to be placed and routed. Therefore, the time

complexity of Algorithm 1 is O

(
|S| ·max

s∈S
Hs · |N(t)|

)
.

D. Availability-enhanced algorithm (AEA)

SPA places VNFs of SFCs decentrally, which increases the
number of communication links of SFCs and decreases the
availability of SFCs. So, for SFCs whose actual availability R̂s

does not meet expectations, AEA first uses the server where
VNF of primal SFC is placed as the source point o, then select
the server o′ with the most remaining computational resources
within the |Fs| hop range of the source point o, and place
VNFs of the SFC to this node as much as possible, which is
shown in line 9. If there are m remaining VNFs that cannot
be placed due to the limited capacity of server o′, then within
the m hop range of server o′, find the next node with the
largest remaining computational resources and feasible routing
path for placing remaining VNFs of SFC and routing traffic,
which is shown in lines 13-17. AEA repeats this process until
all VNFs of the SFC are placed. During the placement of
SFC, if there are limited computational resources that make
it impossible to place VNF, or the pmax SFCs still cannot
meet the availability requirement, the requested SFC s will be
refused and be added to the next time slot, which is shown in
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lines 21-23. Otherwise, continue to place multiple SFCs until
availability requirement are met.

For the requested SFC s ∈ S that has satisfied the availabil-
ity, AEA selects each VNF of each pi (1 ≤ pi ≤ ps(t)) SFC
sequentially and try to place the VNF to other node z. The
green energy of node z is required to be greater than that of
the previous node, and the availability of SFCs should still
meet the expectation.

Algorithm 2: AEA
Input: G(t) = (N(t), E(t)), S
Output: D1[i][j][h], D2[i][j][h], RS(t+ 1)

1 foreach s in S do
2 count = 1;
3 while R̂s < Rs do
4 o← D1[s][1][1], count = count+ 1;
5 if count > pmax then
6 RS (t+ 1)← RS (t+ 1) ∪ s ;
7 Update resources for nodes and links;
8 break;
9 o′ ←select node n with maximal capn ≥ cf1

s
and

shortdistance(o, n) ≤ |Fs| ;
10 i = 1 ;
11 while f i

s ∈ Fs do
12 if ∃o′ then
13 if capo′ < cfi

s
then

14 o← o′;
15 o′ ← select node n with maximal

capn ≥ cfi
s

and
shortdistance(o, n) ≤ |Fs − i+ 1|;

16 Establish shortest path Ψo,o′ between o
and o′ with Dijkstra Algorithm,
according to the traffic load of the
SFC s and the communication
resources of the network;

17 D2[s][count][i− 1]← Ψo,o′

18 else
19 D1[s][count][i++]← o′;
20 update resources for nodes and links;
21 else
22 RS (t+ 1) = RS (t+ 1) ∪ s;
23 Refuse s and Update resources for nodes

and links;
24 end
25 end
26 Loop through each VNF and attempt to place it to nodes

with higher green energy while SFC availability
requirement is met.

27 end

E. AEA Algorithm analysis

The basic energy consumption of the node has been cal-
culated in the first stage. Therefore, in the second stage,
only the energy consumption cost caused by multiple SFCs
placement needs to be calculated, and its optimal solution
is 0, which means no additional backup SFCs deployment is
required to enhance availability. Similarly, for a given request
set S, the upper bound of energy costs for Algorithm 2 is
β · pmax · λmax ·

∑
s∈S

∑
i∈Fs

cfi
s
. To ensure service availability,

AEA add pmax − 1 SFC at most for each request. For each
VNF, it is necessary to spend at most O(|N(t)|2) to determine

the placement node and shortest path, as it calls the Dijkstra
algorithm on lines 14-16 of Algorithm 2. Furthermore, one
SFC s ∈ S has Hs VNFs, and |S| SFCs need to be enhanced
for availability. So, the time complexity of Algorithm 2 is
O
(
|S| · pmax ·Hs · |N(t)|2

)
.

F. OTGRSP scheme

At the beginning of each time slot t, OTGRSP updates
network information based on vehicle data collected by the
controller, which includes the number, locations, and battery
status of nodes in the network, as well as the availability
of links. Then, OTGRSP calculates the availability of SFCs
and add SFCs that cannot meet the availability requirements
to RS(t), which is shown in lines 3-4. Next, the algorithm
SPA takes network G(t) and RS(t) as inputs to solve the
VNFs placement and traffic routing decisions, and returns
SFCs RS(t + 1) that cannot be serviced, which is shown
in lines 5. Due to the volatility of link availability and the
uncertainty of green energy, the provided SFC may not be
able to meet the availability requirements of the service and
efficiently utilize green energy to reduce energy costs in the
current time slot. So, Algorithm 2 takes G(t) and R\RS(t+1)
as inputs to improve the availability of SFCs and returns green
reliable VNF placement and traffic routing decisions, as well
as SFCs RS(t+1)′ that cannot be serviced. Finally, OTGRSP
will attempt to provide services for RS(t+1) in the next time
slot and in the order of being added to RS(t + 1), which is
shown in lines 7. Given the finite resources of edge nodes, it
is inevitable that some user requests cannot be served if the
network demand exceeds the capacity of the edge nodes.

Notes: (1) In larger GMENs with a higher number of edge
nodes and VNFs, there is a way to easily scale OTGRSP to
provide services for users. The way is to divide larger GMENs
into multiple sub-networks, each sub-network includes some
edge nodes and VNFs that constitute the SFC. Then, the
OTGRSP is called in each sub-network to solve placement and
routing decisions. The size of a sub-network can be adaptively
adjusted based on the previous historical performance of
OTGRSP. (2) In case of network congestion, OTGRSP rejects
the underserved SFCs and process them in the next time slot.
In the next time slot, SPA will resupply them based on the
latest network environment. Since SPA is based on the latest
network environment, it may take different decisions from the
previous time slot. In other words, OTGRSP uses a “deny
and reassign approach” to alleviate the problems caused by
network congestion.

G. OTGRSP scheme performance analysis

Lemma 3. Given a green mobile edge network and a
request set S within the time range T , the approximate
scheme, OTGRSP, can provide an approximate solution for
the LGRSP problem within O

(∣∣T ∣∣·∣∣S∣∣·pmax ·Hs · |N(t)|2
)

time complexity. The upper and lower bound of approxi-
mate ratio of OTGRSP are β·(Cbase+ηmax)(

Cbase+λmin·
∑

s∈S,i∈Fs

cfi
s

)
·α

and
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Fig. 4. Simulated Road

α·Cbase

β·(Cbase+ηmax)
, where Cbase =

∑
n∈N

pbn, ηmax = (1 + pmax)·

λmax ·
∑
s∈S

∑
i∈Fs

cfi
s
, λmin = min

n∈N

(pmn−pbn)
cn

.

Algorithm 3: OTGRSP
Input: T , G(t) = (N(t), E(t)), S
Output: Green reliable SFC provisioning scheme

1 Initially, RS(1) = S;
2 foreach t in T do
3 Update network topology information, which includes

the number, location, and battery state of nodes, and
the availability of link at t time slot;

4 Add requests that cannot meet availability requirements
at t time slot to RS(t);

5 VNF placement and traffic routing decisions for RS(t)
and RS(t+ 1) are obtained by Algorithm1 with input
G(t), RS(t);

6 Reliable VNF placement and traffic routing decisions for
R \RS(t+ 1) and RS′(t+ 1) are obtained by
Algorithm2 with input G(t), R \RS(t+ 1);

7 RS(t+ 1) = RS(t+ 1) ∪RS′(t+ 1);
8 end

Proof. At the beginning of each time slot t ∈ T , it
needs to spend O

(
|N(t)|2

)
time updating network infor-

mation because it needs to calculate the availability of the
link between two nodes. Next, it needs to spend O(pmax ·
Hs · |N(t)|) to calculate the actual availability of each re-
quest, because calculating the availability of each service
function chain is O (Hs + (|N(t)| − 1) · (Hs − 1)). Where,
O (Hs) represents the time to calculate the availability of
Hs VNFs. O (|N(t)| − 1) represents the time to calculate
the availability of links between a VNF pair, that is, the
shortest path length with the maximum hop count between
two nodes in a green mobile edge network. In addition,
the time complexity of Algorithm 1 and Algorithm 2 is
O
(∣∣S∣∣·Hs · |N(t)|2

)
and O

(∣∣S∣∣·pmax ·Hs · |N(t)|2
)
, respec-

tively. Therefore, the time complexity of the OTGRSP al-

gorithm is O

(
|T | · |S| · pmax ·max

s∈S
Hs · |N(t)|2

)
. Next, we

will prove the approximation ratio.

Call

C∗
all

≤
|T | ·

(
C

′
+ C

′′
)

C∗
all

≤
|T | ·

(
C

′
+ C

′′
)

|T | ·

( ∑
n∈N

pbn + λmin ·
∑

s∈S,i∈Fs

cfi
s

)
· α

≤
β ·

(
Cbase + λmax ·

∑
s∈S,i∈Fs

cfi
s

)
+ β ·

(
pmax · λmax ·

∑
s∈S,i∈Fs

cfi
s

)
(
Cbase + λmin ·

∑
s∈S,i∈Fs

cfi
s

)
· α

≤ β · (Cbase + ηmax)(
Cbase + λmin ·

∑
s∈S,i∈Fs

cfi
s

)
· α

,

λmin = min
n∈N

(pmn − pbn)

cn
, Cbase =

∑
n∈N

pbn,

ηmax = (1 + pmax) · λmax ·
∑
s∈S

∑
i∈Fs

cfi
s

(28)

where Call is the cost of OTGRSP strategy. C∗
all is the

optimal solution to the problem. C ′ and C ′′ respectively
represent the upper bound of the energy cost spent by the
first and second stage algorithms. They are not related to
time. So, the performance guarantee of each time slot can
deduce the theoretical bound of the algorithm for multiple
time slot problems. On the other hand, in the presence of
feasible solutions, the lower bound on the approximation ratio
of OTGRSP is that,

Call

C∗
all

≥

∑
n∈N

pbn · α · |T |

C∗
all

≥ α · Cbase

β ·

(
Cbase + pmax · λmax ·

∑
s∈S,i∈Fs

cfi
s

)
≥ α · Cbase

β · (Cbase + ηmax)

(29)

where β ·

(
Cbase + pmax · λmax ·

∑
s∈S,i∈Fs

cfi
s

)
represents the

largest energy costs for serving S requested SFCs. The cost
is obtained based on two operations. The first operation is to
place the VNFs of the requested SFCs at a node with the
highest energy cost of computational resources per unit. The
node provides network services with backup power supply.
The second operation is to provide pmax SFCs for each
requested SFC to guarantee service availability.

V. PERFORMANCE EVALUATION
In this section, we first describe the experimental setting of

the problem and the benchmark schemes. Then, a green mobile
edge network is constructed based on a simulated dataset.
Finally, the performance of different scenarios is evaluated
and the impact of important parameters is analyzed. All experi-
ments are run on a personal computer equipped with, a Python-
based simulator, 3.20GHz Intel(R) Core(TM)I5-11320H CPU
and 16GB RAM.
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A. Environment setting

In this paper, we use SUMO and MOVE simulation tools
[37] to generate moving trajectories of vehicles in a realistic
urban environment and select vehicles on a two-way urban
road covered by a base station as mobile edge nodes, as
shown in Fig.4. The setup of building a green mobile edge
network with a single base station area is easily scalable to
the study of multiple areas. The initial position of the vehicle
is randomly located on the city map, and it will move along the
street in a fixed direction. The characteristics of mobile edge
nodes are as follows: (1) The number of CPU cores is 16
[8]; (2) The communication range is 200 meters [11]; (3) The
availability is set to be evenly distributed within the range of
[0.999,0.9999]. The idle and full load energy consumption of
the nodes is 170W and 500W respectively [20], the capacity of
the battery is set to 5KWh, and the bandwidth of the inter-node
communication link is 10Mbps. Due to the lack of datasets of
energy harvested by solar cars and the fact that the variation
curve of solar radiation intensity during the day is similar to a
normal distribution, i.e., the intensity is weak in the morning
and evening and high in the middle of the day. We assume
that the green energy harvested by the mobile edge nodes
obeys a normal distribution with expectation of 250W which
is half of the full load energy consumption. The cost factor
of the green energy is α = 0.5, and the cost factor of the
backup power supply (e.g., diesel generation) is β = 10α
[35]. A total of 5 different virtual network functions have
been set up in the network, and their required computational
resources are 2, 1, 1, 2, and 3 CPU cores, respectively. We
randomly generate SFCs requested by users, with availability
requirement evenly distributed in the range of [0.9, 0.999],
and bandwidth requirement evenly distributed in the range of
[2Mbps, 5Mbps].

B. Benchmark

Before presenting the performance evaluation, we briefly
describe the compared algorithms. OTGRSP scheme: In order
to solve the LGRSP problem, this paper proposes the OTGRSP
scheme. Optimal scheme (OPT): It solves LGRSP problem by
means of a Lingo solver, which is able to provide an optimal
solution to the problem. Energy Smart Service Function Chain
Orchestrator (ESSO) [8]: It is heuristic algorithm which selects
a path with the most green energy to route the data from a
candidate set containing k shortest paths and uses dynamic
programming and taboo-based search algorithms to solve
VNF deployment decisions in this path to minimize the cost.
Recursive VNF Scheduling Algorithm (RVSA) [12]: It is a
recursive based heuristic algorithm which iteratively places
the VNFs for each SFC. In case a node is unable to place the
VNF due to insufficient processing capacity, it returns to the
previous iteration and places the VNF again. The data routing
path between the nodes is the shortest path that satisfies the
requested bandwidth requirement. The program does not end
until all VNFs are placed or exceed the given runtime.

C. Performance evaluation

1) The impact of network topology changes on the perfor-
mance of different schemes. This experiment is based on the
speed and location of mobile edge nodes in each time slot in
T = [1, 7] to update the green mobile edge network. In this
time interval, the number of mobile edge nodes is 16 and the
number of requested SFCs is 30 and the length of each SFC
is 3. The number of links whose availability exceeds 0.5, 0.8,
0.9, and 0.99 in seven time slots for the network topology
is shown in Fig.5a. It can be observed that the number of
links exceeding the given threshold in different time slots is
variable and unstable. The reason is that in reality the quality
of communication links between mobile edge nodes is easily
affected by buildings and distance between nodes etc.

Fig. 5b shows the number of SFCs violating the availability
requirement for the four strategies in each time slot, and
the average number of availability violations for the OPT,
OTGRSP, ESSO, and RVSA strategies are 0, 4.7, 14.7, and
9.5, respectively. The ESSO strategy does not consider the
availability of nodes and links as well as provide a protection
scheme, which makes it susceptible to violating the user’s
availability requirements. The RVSA scheme simply selects
the shortest link between two nodes to construct the routing
path, and it ignores the availability of the link which is lower
and unstable compared to the availability of nodes in GMENs.
The OTGRSP compensates for the shortcomings of the ESSO
and RVSA schemes by making a trade-off between the green
energy harvested by the nodes and the availability of the
links. So, OTGRS violates the availability requirement with
a lower number of requests. Because OTGRSP forces VNF
to be deployed on different nodes in the first stage algorithm,
making the primal SFC more susceptible to link interference,
which is why it is inferior to the optimal OPT algorithm.

Fig. 5c reacts the energy cost of the four strategies, OPT,
OTGRSP, ESSO and RVSA, at each time slot, and their aver-
age values are 11285.71, 15774.14, 12892.85, and 18919.21,
respectively. The average energy cost of the OTGRSP strategy
is 0.8 times higher than that of the RVSA. The reason is
that the RVSA scheme does not consider the disparity of
green energy harvested by different nodes, and it also needs to
provide additional backup SFCs to improve the availability of
the network. The average energy cost of the OTGRSP strategy
is 1.22 times higher than that of ESSO. Although the average
energy cost of the OTGRSP strategy is 22% higher than that
of ESSO, the average number of requests for which it meets
the service availability requirements is 1.6 times higher than
that of ESSO. The reason is that the OTGRSP scheme requires
additional deployment of backup SFCs to improve availability.
Because OTGRSP adopts a fixed strategy in the first and
second stages, that is, forcibly placing the VNF of SFC on
different nodes and as much as possible placing the VNF on
one node, it cannot make the optimal trade-off, which is the
reason why it is inferior to the optimal OPT algorithm. Since
this problem is an integer nonlinear programming problem
with concatenated multiplication, the Lingo solver is slow
and may not be a globally optimal solution under large scale
conditions. In the following we only compare the performance



13

0

5

10

15

20

25

30

35

40

45

50

1 2 3 4 5 6 7

Th
e 

n
u

m
b

er
 o

f 
lin

ks

Time slot

≥0.5 ≥0.8 ≥0.9 ≥0.99

0

5

10

15

20

25

30

35

40

45

50

1 2 3 4 5 6 7

Th
e 

n
u

m
b

er
 o

f 
lin

ks

Time slot

≥0.5 ≥0.8 ≥0.9 ≥0.99

(a) Number of links exceeding a given avail-
ability threshold

0

2

4

6

8

10

12

14

16

18

1 2 3 4 5 6 7

Th
e 

n
u

m
b

er
 o

f 
re

q
u

es
ts

Time slot

OPT OTGRSP ESSO RVSA

0

2

4

6

8

10

12

14

16

18

1 2 3 4 5 6 7

Th
e 

n
u

m
b

er
 o

f 
re

q
u

es
ts

Time slot

OPT OTGRSP ESSO RVSA

(b) Number of SFCs violating the availability
requirement

0

5000

10000

15000

20000

25000

1 2 3 4 5 6 7

En
er

gy
 c

o
st

Time slot

OPT ESSO RVSA

0

5000

10000

15000

20000

25000

1 2 3 4 5 6 7

En
er

gy
 c

o
st

Time slot

OPT ESSO RVSA

0

5000

10000

15000

20000

25000

1 2 3 4 5 6 7

En
er

gy
 c

o
st

Time slot

OPT OTGRSP ESSO RVSA

(c) Energy cost

Fig. 5. The impact of network topology changes on the performance of different schemes.
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Fig. 6. Impact of the number of mobile edge nodes on the performance of different schemes.

of the other three strategies.
2) Impact of the number of mobile edge nodes on the per-

formance of different schemes. Fig. 6 shows the performance
results of the three strategies for the case of increasing the
number of mobile edge nodes from 22 to 40, which is obtained
from an experiment of supplying 50 SFCs of length 3 in
20 time slots. Fig. 6a reflects the relationship between the
number of nodes and the average number of links exceeding
a given link availability threshold in 20 time slots. From
the chart, it can be seen that the average number of links
exceeding the given availability threshold increases with the
increase in the number of nodes. The reason is that as the
number of nodes increases, road traffic becomes denser, i.e. the
average distance between vehicles shortens, so the availability
of communication links is higher.

Fig. 6b is a bar chart, which reflects that as the number
of nodes increases, i.e., the denser the road is, there is
a decrease in the average number of SFCs violating the
availability requirement in the time interval. The reason is
that on denser roads, the availability of communication links
is higher, as shown in Fig. 6a. Moreover, as the number of
mobile edge nodes increases, the network’s computational and
communication resources are more sufficient. So, OTGRSP
and RVSA can provide more backup SFCs to enhance the
availability of SFCs. However, OTGRSP outperforms RVSA
and ESSO. The reason is as follows. ESSO doesn’t consider
and enhance the availability of SFC. On the other hand, RVSA
is less efficient than OTGRSP in improving the availability of
SFCs. RVSA provides only Pmax backup SFCs for SFCs by
a policy. The policy doesn’t consider the difference in the
availability of links and simply uses the shortest path between
nodes as the route. And, VNFs of backup SFCs are placed on

some nodes in a decentralized manner. Instead, AEA tries to
avoid placing the VNFs of the backup SFCs at different nodes,
thus reducing the impact of link failures on the availability of
the backup SFCs.

Fig. 6c reflects the number of nodes and the average spread
rate of SFC in 20 time slots. Here, the spread rate of SFC
is the ratio of the number of servers occupied by an SFC
to the number of VNFs present in that SFC. This measures
the distribution of SFCs over servers and evaluates the green
energy exploration and load balancing capabilities of different
strategies [8]. As the number of nodes increases, all the three
strategies prefer to place the VNFs of the SFC to different
nodes. The reason is that, with a fixed number of VNFs in the
SFC, the higher the number of nodes, the lower the probability
for the RVSA scheme to deploy VNFs to previously deployed
nodes. For the ESSO scheme, the higher the number of
network nodes and the higher the number of nodes in its path
to find the maximum green energy, the higher the chances
of placing VNFs to different nodes in a decentralized manner.
For the OTGRSP scheme, the denser the number of nodes, the
higher availability of the links, which makes it more inclined
to decentralize the placement of VNFs. However, in order
to improve the availability of the SFC, the AEA algorithm
places the backup SFC on a single node as much as possible,
which makes its spread rate relatively lower than the other two
strategies.

Fig. 6d reflects the number of nodes and the average energy
cost in 20 time slots. The energy cost of the three strategies
increases with the number of nodes, but after 34 nodes the
energy cost of the OTGRSP and RVSA strategies decreases.
This is due to the fact that each mobile edge node has its
own base energy consumption and the capacity of the green
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energy utilized by the three strategies is not enough to offset
the introduced energy consumption, so as the number of nodes
increases thus making the energy overhead of the network
larger. Secondly, as the number of nodes increases, the avail-
ability of network links improves, and the number of backup
SFCs that need to be provided by the OTGRSP and RVSA
decreases, which results in some relative reduction in energy
costs. The energy cost of the OTGRSP and RVSA schemes is
higher than that of the ESSO scheme because both of them
need to provide backup SFCs. The RVSA scheme does not
provide SFC based on the green energy harvested by nodes,
which results in its energy consumption cost being higher than
that of OTGRSP and ESSO. In the case of 22 nodes, the energy
cost of OTGRSP and ESSO schemes is almost equal because
the nodes have limited computational resources and OTGRSP
can only backup a few SFCs. Secondly, the OTGRSP scheme
has green energy storage capability and its ability to utilize
green energy is slightly greater than the ESSO scheme.

3) Impact of SFC length on the performance of different
schemes. Fig. 7 shows the performance results of the three
strategies for increasing the length of the SFC from 2 to 5,
which is obtained from an experiment of supplying 50 SFC
requests in 40 edge nodes within 20 time slots. Fig. 7a reflects
the number of requests violating the availability requirements
tends to increase as the length of the SFC increases. This
is because the unavailability of any node or link in the SFC
leads to the unavailability of the SFC. OTGRSP takes link
unavailability into account and sets a penalty factor when
placing VNFs, so that it have fewer SFCs violating availability
requirements than the RVSA, given the maximum number of
backups.

Fig. 7b reflects the length of SFCs and the average spread

rate of SFC in 20 time slots. The spread rate of the three
strategies decreases as the length of the SFC increases. The
reason is that with a fixed number of nodes, placing more
VNFs clearly increases the chances of placing VNFs to the
same nodes. As the SFC length is longer, the SFC is more
prone to failure, which makes the AEA algorithm of OTGRSP
scheme need to provide more backup SFCs and are more
inclined to be placed on the same node to reduce the impact of
link unavailability. Therefore, the spread rate of the OTGRSP
scheme is lower than the other two schemes when the SFC
length is greater than or equal to 3.

Fig. 7c reflects the length of SFC and the average energy
cost in 20 time slots. The energy cost of the three strategies
increases as the SFC length increases. This is because as the
SFC length increases, the number of VNFs that need to be
placed also increases, which increases the network energy
requirement. The energy cost of the OTGRSP algorithm is
smaller than ESSO when the SFC length is less than 3. The
reason is that, OTGRSP has a higher spread rate than the other
two and can more fully utilize the green energy harvested by
nodes. At SFC length greater than or equal to 3, the OTGRSP
and RVSA schemes need to additionally provide backup SFCs,
which takes up computational resources and consumes energy,
which results in a greater energy cost for both than the ESSO
strategy.

4) Impact of the number of time slots on the performance
of different schemes. Fig. 8 shows the performances of the
three strategies, for four different time slots ranging from 5 to
50. These results were obtained by performing an experiment
where 50 SFC requests were supplied in 40 edge nodes within
20 time slots. Fig. 8a reflects an increasing trend in the number
of SFCs violating the availability requirement as the number
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of time slots increases. The reason for this is that the location
of nodes is more likely to change significantly over longer
time intervals, which will negatively affect the availability of
the wireless communication links. Fig. 8b and Fig. 8c show an
increasing trend in the spread rate and a decreasing trend in the
energy cost, as the number of time slots increases. The reason
for this is that in a time slot, the green energy harvested by
some nodes may not be fully utilized and the green energy will
be stored in batteries. In the subsequent time slots, the three
strategies are more likely to place VNFs in a decentralized
manner to further utilize the green energy, reducing the energy
cost of network services. Since RVSA does not perceive green
energy to place the VNFs, its performance changes in terms
of diffusion rate and energy cost are insignificant.

Overall, the results of experiments indicate that OTGRSP
ensures service availability while reducing the energy cost
of all edge nodes and has better performance than other
algorithms. The reason is that OTGRSP is specialized for
solving the LGRSP problem. The problem is first presented
in our paper. Other algorithms are not suitable for solving the
problem because they do not comprehensively consider the
challenges associated with this problem.

VI. CONCLUSION

In this paper, we first propose the LGRSP problem, which
considers the dynamic nature of green mobile edge networks,
such as the number, location, and link availability of edge
nodes, as well as green energy. Then, we discretize the
problem into a series of one-slot problem OGRSP and prove
that both types of problems are NP-hard. Next, we propose an
approximate algorithm OTGRSP, which can make a trade-off
between ensuring SFC availability and utilizing green energy.
Finally, we conducted extensive experiments using the dataset
generated by the simulator to evaluate the performance of the
proposed algorithm. The results indicate that OTGRSP has
better performance than other state-of-the-art methods.
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