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worst-case perspective
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Abstract—Quantitative performance analysis plays a pivotal
role in theoretically investigating the performance of Vehicular
Edge Computing (VEC) systems. Although considerable research
efforts have been devoted to VEC performance analysis, all
of the existing analytical models were designed to derive the
average system performance, paying insufficient attention to the
worst-case performance analysis, which hinders the practical
deployment of VEC systems to support mission-critical vehicular
applications, such as collision avoidance. To bridge this gap, we
develop an original performance analytical model by virtue of
Stochastic Network Calculus (SNC) to investigate the worst-case
end-to-end performance of VEC systems. Specifically, to capture
the bursty feature of task generation, an innovative bivariate
Markov Chain is firstly established and rigorously analysed to
derive the stochastic task envelope. Then, an effective service
curve is created to investigate the severe resource competition
among vehicular applications. Driven by the stochastic task
envelope and effective service curve, a closed-form end-to-end
analytical model is derived to obtain the latency bound for
VEC systems. Extensive simulation experiments are conducted
to validate the accuracy of the proposed analytical model under
different system configurations. Furthermore, we exploit the
proposed analytical model as a cost-effective tool to investigate
the resource allocation strategies in VEC systems.

Index Terms—Vehicular Edge Computing, Performance Anal-
ysis, Markov Modulated Poisson Process, Stochastic Network
Calculus

I. INTRODUCTION

AUTONOMOUS driving vehicles rely on an array of
advanced sensors, e.g., cameras, sonars, radars, to ac-

curately perceive the surrounding environment. These sen-
sors generate vast quantities of content-rich data, essential
for making critical and time-sensitive decisions in vehicular
applications. As reported by IDC Global DataSphere Forecast
[1], an autonomous driving vehicle can generate 5-20 TB data
daily, depending upon the quality of videos captured and the
accuracy of the sensors equipped. However, due to space and
energy constraints, it is not feasible or cost-effective to install
high-performance servers on vehicles to process this deluge of
data. In this context, cloud computing has been widely adopted
as a pivotal technology to liberate vehicles from the burden of
computationally intensive data analysis [2] [3]. However, the
inevitable high latency during network transmission hinders
its practical adoption to underpin latency-sensitive vehicular
applications. As an extension of cloud computing, Vehicu-
lar Edge Computing (VEC) is gradually attracting attention
from both academia and industrial communities to provide
ubiquitous computing resources for vehicular applications [4].
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Fig. 1: Working scenario of VEC systems

As shown in Fig. 1, VEC migrates powerful computational
resources from cloud data centres to the edge of networks in
the vicinity of vehicles. By exploiting the Vehicle to Infras-
tructure (V2I) and Vehicle to Vehicle (V2V) communications,
one on hand, VEC enables vehicles to offload the computation-
intensive tasks to edge servers for execution. On the other
hand, VEC provides the opportunity for vehicles to share
computational and storage resources with their neighbouring
vehicles to conduct activities that a single vehicle is not
capable of. Through complementarily using the computation
resources available across all vehicles and network edges, VEC
brings unprecedented benefits for vehicular applications such
as real-time data analytics, powerful computation capability,
and agile service provisioning.

However, compared with the cloud computing architec-
ture, VEC exhibits substantially different features, e.g., lim-
ited resource deployment, time-varying channel conditions
and highly dynamic vehicle mobility. Such features make it
extremely challenging to achieve Quality-of-Service (QoS)
guaranteed service provisioning for vehicular applications. For
realising QoS-guaranteed service provisioning, one of the key
obstacles in the way is how to accurately quantify the QoS
metrics of VEC system operations. In this regard, considerable
research efforts have been made to develop accurate analytical
models to investigate the performance limits of VEC systems
[5]–[11]. Although some interesting research results have been
reported, all of the existing works mainly focused on deriv-
ing the average performance metrics of VEC systems, e.g.,
average latency and average throughput, paying insufficient
attention to the worst-case performance analysis. While, for
mission-critical and delay-sensitive vehicular applications, any
abnormal QoS provisioning, such as high latency incurred
by unstable wireless transmission or constrained computation
resources, would lead to potentially catastrophic results, such
as incidents and casualty on public roads [12]. Therefore,
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average latency analysis is far from sufficient for VEC systems
to guarantee reliable service provisioning. It is imperative to
develop new analytical models and methods to investigate
worst-case performance for VEC systems. In this context, there
is a growing interest in exploiting Stochastic Network Calculus
(SNC) theory to investigate the cumulative queueing behaviour
and derive the worst-case performance of networking and
communication systems, such as Satellite Data Networks [13]
and Cellular Networks [14] [15]. The key idea of SNC is to
quantitatively reveal the relationship between the performance
metric and the probability that this metric can be satisfied
by the underlying systems. Despite being such a useful tool,
exploiting the SNC to investigate the performance of VEC
systems comes with a plethora of special challenges, including:

• Recent studies revealed that the vehicular tasks in VEC
systems exhibit a high degree of burstiness. For instance,
the work in [16] modelled the payload traffic exchanged
among vehicles as bursty traffic. The work in [17] [18]
claimed that the safety tasks, e.g., road accidents, urban
zone warning and collision avoidance, are highly bursty,
which would affect the QoS of wireless channel trans-
mission. Additionally, the work in [19] pointed out that
the traffic for entertainment and comfort applications,
e.g., video, networking games and Internet access, has
a significant degree of burstiness. However, to the best
of our knowledge, the impact of bursty task generation
on worst-case performance is still a mystery in theory for
VEC systems.

• For a practical VEC system, the server deployed at
vehicles should simultaneously provide the computation
services for multiple vehicular applications and edge ser-
vices will be shared by the tasks coming from multiple ve-
hicles [9]. Although this kind of co-existence deployment
strategy brings the benefits of higher resource utilisation
and potential cost reduction, it poses a serious challenge
to guarantee the QoS during service provisioning. In
this regard, the impact of the co-existence of the service
deployment on the worst-case performance guarantee of
VEC service provisioning still remains unclear.

• Most of the theoretical findings in SNC were devel-
oped with the assumption that the buffer size of the
queueing system is infinite [20] [21], and would fail
to provide an effective solution for VEC systems with
limited processing capabilities. Given the fact that it
is impractical to deploy unlimited storage resources in
VEC nodes, how to advance the theoretical foundation of
SNC with limited buffer configuration has become one of
the key roadblocks to developing a practical and useful
performance analytical model in VEC systems.

To bridge these gaps, the novelty of this paper lies in making
the first effort to develop a cost-effective analytical model us-
ing SNC to quantify the worst-case end-to-end latency bound
for VEC systems. Specifically, we consider the stochastic
arrival of bursty computation tasks generated by vehicular
applications and develop a stochastic envelope function to
stochastically model the cumulative behaviour of bursty task
arrivals under limited buffer configurations. For the dynamic

VEC service provisioning, we create a statistical service curve
to model the dynamic service process of individual VEC
nodes and derive their leftover service curve to characterise the
amount of effective service resources assigned to the interested
application in the presence of multiple competing ones. Driven
by the developed stochastic envelope function and leftover
service curves, a closed-form end-to-end latency bound is
derived for VEC systems, where multi-vehicle cooperation and
two-level computation service provisioning are jointly consid-
ered. The main contributions of this paper are summarised as
follows,

• To characterise the stochastic feature of the vehicular task
arrival, we developed a stochastic envelope function that
obtains the upper bound of cumulative task arrivals in
VEC systems. We adopt the Markov Modulated Poisson
Process (MMPP) to model the bursty correlation among
time-varying task arrivals.

• To facilitate the proposed analytical model applicable to
the practical VEC systems with the limited buffer size,
we established an innovative bivariate Markov Chain. By
conducting a rigorous theoretical analysis of this model,
we derived the steady-state distribution probability and
effective stochastic envelope of task arrivals.

• To capture the dynamic service provisioning of VEC
nodes, we developed a stochastic service curve that proba-
bilistically provides the lower bound of service capability
at VEC nodes, where the amount of the effective service
provided to the interesting vehicular application is de-
rived in the presence of multiple competing applications,
paving the way for investigating the serious resource
competition among vehicular applications.

• To analyse the worst-case performance analysis, we de-
veloped a new closed-form analytical model based on the
upper bound of the task arrival and the lower bound of
service provisioning. This model captures key features of
VEC systems, including bursty task arrivals, multi-vehicle
cooperation, two-level computation service provisioning,
and limited buffer configurations.

• To assess the precision of the proposed analytical model,
we conducted a series of simulation experiments with
different system configurations. The simulation results
demonstrate that the proposed analytical model can re-
liably predict the stochastic end-to-end latency bound of
task offloading in VEC systems.

The rest of this paper is organised as follows, Section
II introduces the related work of VEC analytical model
development. Section III presents the overall VEC system
model. Section IV derives the worst-case latency bound with
bursty task arrival, dynamic service provisioning and limited
buffer configurations. Section V evaluates the accuracy of the
proposed analytical model, followed by Section VI, which
concludes this study and provides future research directions.

II. RELATED WORK

VEC has been regarded as a promising technology to sup-
port emerging delay-sensitive applications in autonomous driv-
ing, such as environment awareness and collision avoidance
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[22]. To unleash the power of the VEC system, a tremendous
amount of effort has been made to design accurate analytical
models to investigate the performance of VEC systems. For
instance, the authors in [5] created an analytical model to study
the task offloading performance for mobile applications, which
reveals that a partial offloading strategy could potentially
outperform the traditional offloading algorithms to support
delay-sensitive mobile services. Following [5], the authors
in [6] employed the technology of stochastic geometry to
examine the probability of service interruptions in mobile
cloud systems, where tasks are offloaded to the radio access
network for execution. Similar to [6], the authors in [7]
also exploited the stochastic geometry modelling approach
to analyse the success task offloading probabilities and ap-
proximated MEC computing load. The authors in [8] looked
at another aspect of VEC performance modelling related to
cooperation strategies among edge servers. Herein, the authors
exploited queueing theory to design a new analytical model
to study the efficiency of load sharing in MEC systems with
respect to average processing latency and packet dropping
probability. Meanwhile, the authors in [9] designed a multi-
server queueing model based on Markov chains to investigate
the performance limitation of MEC systems with constrained
computation capabilities. Built upon this model, the minimum
number of processors is determined to satisfy the pre-defined
QoS requirements. Furthermore, the authors in [10] proved
that the queueing behaviour of service-providing vehicles
in VEC systems can be modelled as a 𝑀/𝐺/𝑁/𝐾 system,
which is utilised to derive the average end-to-end processing
latency during task offloading and execution. In addition, the
authors in [11] developed an analytical model to investigate
the end-to-end processing latency of VEC systems, where
a new priority-based task processing scheme is created to
improve the overall processing performance of vehicular task
offloading. Although some promising progress has been made
with respect to VEC quantitative performance analysis, all of
the existing research works mainly focus on investigating the
average system performance and no efforts have been devoted
to quantifying system performance from the perspective of
the worst-case performance investigation. To fill this gap, the
aim of this work is to develop a cost-effective analytical
model with the aim of shedding light on how to theoretically
quantify the worst-case performance of VEC systems, where
the unique features of system operation, such as bursty task
arrivals, limited processing capabilities and dynamic service
provisioning, are taken into consideration.

III. VEC SYSTEM MODEL

A VEC system, as presented in Fig. 2, is comprised
of an edge server and a set of 𝑁𝑣 vehicles, indexed by
N = {1, 2, ...,Nv}. Each vehicle can host up to 𝑁𝑎 intelligent
applications. During ask offloading, the VEC system employs
both horizontal and vertical offloading strategies. On one
hand, vehicles create Vehicle-to-Vehicle (V2V) communica-
tion links with nearby vehicles and take advantage of their
computational resources to enable horizontal task offloading.
On the other hand, each vehicle establishes a cellular-based
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Fig. 2: Model abstraction for VEC systems

Vehicle-to-Infrastructure (V2I) communication link with the
VEC server to perform vertical task offloading. Inspired by
the work in [11], we exploit an abstracted VEC system model
to support both the horizontal and vertical task offloading
in the process of the analytical model development, which
is formed by five component modules depicted in Fig. 2,
Offloading Decision Making (ODM), Vehicle Processing (VP)
server, V2I Transmission, V2V Transmission and Edge Server
(ES). Specifically, the ODM module is responsible for making
task offloading decisions for vehicular applications. VP and
ES offer the computation resources for task execution at the
vehicle and network edge servers. V2I and V2V modules
are responsible for building the communication links and
transmitting the computation tasks to VP and ES modules.
The service rates of the five modules are represented by 𝜇𝑑,𝑛,
𝜇𝑣𝑝,𝑛, 𝜇𝑣𝑒,𝑛, 𝜇𝑣𝑣,𝑛 and 𝜇𝑒𝑠 . To capture the limited-service
capability of practical VEC systems, the buffer sizes of the
ODM, VP, and ES modules are set to be limited, denoted as
𝐾𝑑,𝑛, 𝐾𝑣𝑝,𝑛, and 𝐾𝑒𝑠, respectively. To facilitate the designed
analytical model capable of investigating VEC performance
with different offloading algorithms, we harness a parameter-
based approach [23] [24] to employ the variables 𝜂, 𝜗𝑖 , and
𝜉 to represent the probabilities of tasks being executed at the
local server, the 𝑖th neighbour vehicle and the edge server.
Herein, if the 𝑖th neighbour vehicle is not selected by the
offloading algorithm, potentially because of hardware issues
or unstable V2V link, the value of 𝜗𝑖 would be set to be
zero in the analytical model and no tasks will be scheduled
to the 𝑖th vehicle for processing. Otherwise, the 𝑖th vehicle
will participate in the processes of the task offloading and
will be in charge of processing the amount of 𝜗𝑖 tasks.
Let 𝑁𝑐𝑛 represent the number of the neighbouring vehicles
involved in the horizontal task offloading. Then, 𝜗𝑖 could
be calculated by a V2V channel-aware scheduling method
presented in [11], expressed as 𝜗𝑖 = 𝜗 1

𝑇𝑣𝑣,𝑖
/∑𝑁𝑐𝑛

𝑗=0
1

𝑇𝑣𝑣, 𝑗
, where

𝑇𝑣𝑣,𝑖 denotes the transmission time of task offloading from
the local vehicle to its 𝑖th neighbouring vehicle. Furthermore,
it is worth noting that this work mainly concentrates on
VEC performance analysis in 5G communication systems. By
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tailoring parameter values to specific use cases and carrying
out performance analysis, the proposed analytical model can
be potentially applied to other communication protocols, in-
cluding 4G and IEEE 802.11p. Meanwhile, keeping in line
with the works in [2] [4] [25] [26] [27], this work focuses on
interference-free channel modelling that exploits Orthogonal
Frequency-Division Multiplexing Access (OFDMA) to assign
transmission data into different frequency resource units for
vehicular task transmissions. The choice of OFDMA is driven
by its superior ability to combat multi-path interference with
higher spectral efficiency and greater service robustness, which
is critically important for VEC systems to support mission-
critical vehicular applications. Then, the transmission rates of
V2V and V2I for the vehicle 𝑛 at the time 𝑡, are calculated as
follows [26],

𝑅
𝑣𝑣/𝑣𝑒
𝑛 (𝑡) = 𝐵𝑛 log2

(
1 + 𝑝𝑙

𝑣𝑣/𝑣𝑒
𝑛 (𝑡)

−𝜍
|ℎ𝑛 |2

𝜎2

)
, (1)

where 𝐵𝑛 presents the bandwidth allocated to the vehicle 𝑛; 𝑝
is the transmission power of the vehicle 𝑛; 𝑙𝑣𝑣/𝑣𝑒𝑛 (𝑡) represents
the distance between the vehicle 𝑛 and its neighbouring vehicle
or edge server at the time 𝑡; 𝜍 is the path loss factor of V2V
or V2I communication links; ℎ𝑛 denotes the antenna gain; and
𝜎2 presents the received noise power. Herein, because 𝑙𝑛 (𝑡) is
determined by the positions of vehicles and the MEC server,
we exploit the vehicle mobility model of the work in [28] to
update the position of the vehicle 𝑛 at the time 𝑡, which is
described as follows,

𝑋𝑛 (𝑡 + 𝜏) = 𝑋𝑛 (𝑡) + 𝜏𝑉𝑛 (𝑡)
𝑉𝑛 (𝑡 + 𝜏) = 𝑉𝑛 (𝑡) + 𝜏Ω𝑛 (𝑡),

(2)

where 𝑋𝑛 (𝑡 + 𝜏), 𝑉𝑛 (𝑡 + 𝜏) and Ω𝑛 (𝑡) denote the position,
velocity and acceleration of the vehicle 𝑛, respectively. Given
the position of the MEC service as 𝑋𝑒𝑠, the distance of the
vehicle 𝑛 and the edge server can be directly obtained by,

𝑙𝑣𝑒𝑛 (𝑡 + 𝜏) = |𝑋𝑒𝑠 − 𝑋𝑛 (𝑡 + 𝜏) | . (3)

Similarly, we can obtain the distance between the vehicle 𝑛
and its neighbouring vehicles, 𝑙𝑣𝑣𝑛 (𝑡 + 𝜏). Therefore, driven by
the vehicle mobility model, we can evaluate the transmission
capacities of both V2V and V2I communication links and anal-
yse their worst-case transmission latency for task offloading.

Furthermore, to enhance the efficiency of task offloading,
we employ a multicast transmission strategy to establish V2V
communication for horizontal task offloading and an unicast
strategy for V2I transmission to implement vertical task of-
floading. In the multicast transmission, the local vehicle will
adopt a transmission rate to suit the neighbouring vehicle with
minimal channel quality. A V2V multicast group is formed
by a local vehicle 𝑖, and a set of neighbouring vehicles Υ𝑣𝑣

𝑖

(𝑖 ∈ N,Υvv
i ∈ N). Let 𝐻𝑣𝑣

𝑖, 𝑗
present the channel coefficient

between the local vehicle 𝑖 and the neighbour vehicle 𝑗

( 𝑗 ∈ Υ𝑣𝑣
𝑖

), which is defined as 𝐻𝑣𝑣
𝑖, 𝑗

=
𝑑−2
𝑖, 𝑗 |ℎ𝑖, 𝑗 |2
𝜎2 . Then, the

transmission rate of the multicast group, 𝑅𝑣𝑣
𝑖

, is calculated by,

𝑅𝑣𝑣𝑖 = 𝐵𝑖 log2

(
1 + 𝑝𝑣𝑣𝑖 ℎ𝑣𝑣𝑔𝑟,𝑖

)
, (4)

where ℎ𝑣𝑣
𝑔𝑟,𝑖

is the minimal channel transmission of the vehicles
in the multicast transmission group, computed by ℎ𝑣𝑣

𝑔𝑟,𝑖
=

min 𝑗∈Υ𝑣𝑣
𝑖
𝐻𝑣𝑣
𝑖, 𝑗

.

A. Preliminary of SNC theory

Different from the traditional queueing theory, which targets
obtaining the average system performance, the objective of
SNC is to offer the stochastic upper bound of performance
analysis in the network system. Specifically, the task arrival
and departure at VEC nodes are expressed by two stochastic
processes, 𝐴 (𝑡) and 𝐷 (𝑡). Herein, 𝐴 (𝑡) represents the cu-
mulative task arrivals and 𝐷 (𝑡) denotes the cumulative task
departures during the time interval [0, 𝑡]. Clearly, 𝐴 (𝑡) and
𝐷 (𝑡) are non-decreasing and 𝐴 (0) = 𝐷 (0) = 0. In SNC,
𝐴 (𝑡) and 𝐷 (𝑡) are linked by the service process, 𝑆 (𝑡), as
follows,

𝐷 (𝑡) ≥ min
𝜏∈[0,𝑡 ]

{𝐴 (𝜏) + 𝑆 (𝜏, 𝑡)}, (5)

where 𝑆 (𝜏, 𝑡) represents the accumulative service of the VEC
node during the time interval [𝜏, 𝑡]. Similar to 𝐴 (𝑡) and
𝐷 (𝑡), 𝑆 (𝑡) is also nonnegative, nondecreasing and 𝑆 (0) = 0.
Keeping in line with the works in [8], we assume VEC nodes
exploit the First-In-First-Out (FIFO) scheduling scheme to
execute the computation tasks. In this case, the delay of the
VEC nodes at time 𝑡 is expressed as,

𝑊 (𝑡) ≤ min
{
𝜔 ≥ 0 : max

𝜏∈[0,𝑡 ]
{𝐴 (𝜏, 𝑡) − 𝑆 (𝜏, 𝑡 + 𝜔)}

}
. (6)

Eq. (6) provides the approach to calculate the latency of the
VEC component at a particular time 𝑡. The goal of this work
is to obtain a stochastic latency bound, 𝑑 (𝑡), to satisfy the
following equation,

𝑃 (𝑊 (𝑡) > 𝑑 (𝑡)) ≤ 𝜀 (𝑡) , (7)

where 𝜀 (𝑡) represents the probability that the end-to-end la-
tency is larger than the stochastic latency bound. The objective
of the analytical model to be presented in the following section
is to obtain a quantitative relationship between the latency
bound and the violation probability defined in Eq. (7). This
relationship could be exploited by the VEC system to optimise
the resource allocation strategy to achieve more reliable and
latency-guaranteed service provisioning.

IV. VEC PERFORMANCE ANALYTICAL MODEL

This section presents the methodology of how to derive
the worst-case analytical model to quantitatively study the
stochastic latency bound of VEC systems. Specifically, we first
create a stochastic envelope function to stochastically model
the task generation process of vehicular applications and
establish a bivariate Markov Chain to derive the effective task
arrival of VEC nodes with bursty task generation and limited
buffer configuration. Secondly, we build a statistical service
curve to model the service process of VEC nodes and derive
the leftover service curve to investigate the serious resource
competition among multiple vehicular applications. Thirdly,
empowered by the stochastic envelope functions and statistical
service curves developed in the previous two steps, we derive
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TABLE I: Key Notations in the Performance Derivation

Notations Definitions
𝐴𝑛,𝑘 (𝑡 ) ,
𝑆𝑛,𝑘 (𝑡 ) ,
𝐷𝑛,𝑘 (𝑡 )

Cumulative traffic arrival, traffic departure and ser-
vice provided at the VEC nodes during the time
interval of [0, 𝑡 ]

𝑊 (𝑡 ) Delay experienced by the arrival traffic at the time 𝑡
𝑑 (𝑡 ) Stochastic latency bound at the time 𝑡
𝜀 (𝑡 ) Violation probability requirement at the time 𝑡
𝑁𝑣 Number of the vehicles connected to the VEC server
𝑁𝑎 Number of the applications at the vehicle n
𝜇𝑑,𝑛, 𝐾𝑑,𝑛 Service rate and buffer size of the ODM module at

the vehicle 𝑛
𝜇𝑒𝑠 , 𝐾𝑒𝑠 Service rate and buffer size of the ES module
𝜇𝑣𝑝,𝑛, 𝐾𝑣𝑝,𝑛 Service rate and buffer size of the VP module at the

vehicle 𝑛
𝜂, 𝜗, 𝜉 Probabilities that the tasks are executed at the local

server, neighbour vehicles and edge server
𝑅
𝑣𝑣/𝑣𝑒
𝑛 Transmission rates of V2V and V2I links
𝐵𝑛, 𝑝𝑛 Bandwidth and transmission power of the vehicle 𝑛
ℎ𝑛 Channel fading coefficient of communication links
𝜎2 Received noise power
𝐻𝑣𝑣

𝑖, 𝑗
Channel coefficient between the local vehicle 𝑖 and
the neighbour vehicle 𝑗

ℎ𝑣𝑣
𝑔𝑟,𝑖

Minimal transmission rate of the vehicles in the
multicast transmission group

𝑄𝑛,𝑘 State transmission matrix of the MMPP process for
the application 𝑛 on the vehicle 𝑛

Λ𝑛,𝑘 Rate matrix of the MMPP process for the application
𝑛 on the vehicle 𝑛

𝜑1,𝑛,𝑘 , 𝜑2,𝑛,𝑘 Transmission probability of continuous-time Markov
Chain from the state “On/Off” to the state “Off/On”

𝜆𝑛,𝑘 Task arrival rate when the continuous-time Markov
Chain is in the state “On”

𝛼𝑛,𝑘 (𝜃, 𝑡 ) Effective bandwidth of 𝐴𝑛,𝑘 (𝑡 )
𝑀𝐴,𝑛,𝑘 (𝜃, 𝑡 ) Moment generation function of 𝐴𝑛,𝑘 (𝑡 )
𝜌𝑛,𝑘 , Slope of the affine envelop of 𝐴𝑛,𝑘 (𝑡 )
𝜎𝑛,𝑘 Burst parameter of the affine envelop of 𝐴𝑛,𝑘 (𝑡 )
𝜃 Free parameter of 𝑀𝐴,𝑛,𝑘 (𝜃, 𝑡 )

¯𝐴𝑛,𝑘 (𝑡 ) Essential supremum of 𝐴𝑛,𝑘 (𝑡 )
𝜒𝑛,𝑘 Peak rate of the task arrival
𝜋1,𝑛,𝑘 , 𝜋2,𝑛,𝑘 Steady-state vector of 𝑀𝑀𝑃𝑃𝑡𝐺,𝑛,𝑘

𝑃𝑏𝑑 Task loss probability of the ODM module
𝑀𝑀𝑃𝑃𝑒→𝑖𝑛

𝑑,𝑛
Effective task arrival of ODM module at vehicle 𝑛

Π𝑑,𝑛, Υ𝑑,𝑛 Steady-state probability matrix and Transmission rate
matrix of the Markov Chain

𝑝𝑘,𝑠 Probability that Markov Chain is in the state (𝑘, 𝑠)
𝑁 𝑠
𝑑,𝑛

(𝑡 − 𝜏 ) Number of the tasks served by the ODM module at
the time interval [𝜏, 𝑡 ]

𝜈 Computation task size
𝑁𝑐𝑛 Number of the vehicles participating in the task

offloading operation at vehicle 𝑛

the upper latency bound of VEC systems, where both the
horizontal and vertical offloading are taken into consideration.
Table I lists the primary notations and parameters exploited in
the model development.

A. Stochastic envelope function of the busty task arrival

1) Stochastic bound of the task generation process of VEC
application: The MMPP process is exploited in this work
to model the time-varying task generation of vehicular ap-
plications. Our choice is inspired by the fact that the arrival
rates of the vehicular task generation vary randomly over
time, exhibiting a high degree of burstiness [16]–[19]. In this
regard, MMPP has been extensively used for modelling bursty
traffic due to its superior capability of modelling time-varying
traffic arrival and capturing the bursty correlation between

the inter-arrival times, while the model analysis remains
tractable. Specifically, for the application 𝑘 on the vehicle
𝑛, the computation tasks are modelled as a two-state MMPP
process, denoted as 𝑀𝑀𝑃𝑃𝑡𝐺,𝑛,𝑘 . It is a doubly stochastic
Poisson process, the arrival rates of which are controlled by
a finite state continuous-time Markov chain. 𝑀𝑀𝑃𝑃𝑡𝐺,𝑛,𝑘 is
parameterised by an infinitesimal generator 𝑄𝑛,𝑘 and a rate
matrix Λ𝑛,𝑘 , expressed as,

𝑄𝑛,𝑘 =

[
−𝜑1,𝑛,𝑘 𝜑1,𝑛,𝑘
−𝜑2,𝑛,𝑘 −𝜑2,𝑛,𝑘

]
and Λ𝑛,𝑘 = diag

(
𝜆n,k, 0

)
,

(8)
where 𝜑1,𝑛,𝑘 is the transmission probability of continuous-
time Markov Chain from the state “On” to the state “Off” and
𝜑2,𝑛,𝑘 is from the state “Off” to the state “On”. When the
Markov Chain is in the state of “On”, the tasks arrive at the
peak rate of 𝜆𝑛,𝑘 , and no tasks arrive in the “Off” state.

Let 𝐴𝑛,𝑘 (𝑡, 𝜏) denote the accumulative task arrivals of
𝑀𝑀𝑃𝑃𝑡𝐺,𝑛,𝑘 . To obtain a tight upper bound of 𝑀𝑀𝑃𝑃𝑡𝐺,𝑛,𝑘 ,
we adopt an affine envelope function to stochastically model
𝐴𝑛,𝑘 (𝑡, 𝜏) [29], which is defined as follows,

𝑃

(
𝐴𝑛,𝑘 (𝑡, 𝜏) > 𝜌𝑎𝑛,𝑘 (𝑡, 𝜏) + 𝜎

𝑎
𝑛,𝑘

)
≤ 𝜀𝑎𝑛,𝑘 (𝑡, 𝜏) , (9)

where 𝜌𝑎
𝑛,𝑘

and 𝜎𝑎
𝑛,𝑘

represent the slope and burstiness of the
affine envelope function, respectively. 𝜀𝑎

𝑛,𝑘
(𝑡) is the violation

probability that 𝐴𝑛,𝑘 (𝑡, 𝜏) is larger than a given upper latency
bound of 𝜌𝑎

𝑛,𝑘
𝑡+𝜎𝑎

𝑛,𝑘
. By employing Chernoff theory [30], the

left side of Eq. (9) can be transformed to,

𝑃

(
𝐴𝑛,𝑘 (𝜏, 𝑡) > 𝜌

𝑎
𝑛,𝑘 (𝑡 − 𝜏) + 𝜎

𝑎
𝑛,𝑘

)
= 𝑃

(
𝑒
𝐴
𝑛,𝑘

(𝜏,𝑡 )
> 𝑒

𝜌𝑎
𝑛,𝑘

(𝑡−𝜏 )+𝜎𝑎
𝑛,𝑘

)
≤
𝐸

[
𝑒
−𝜃𝐴

𝑛,𝑘
(𝜏,𝑡 )

]
𝑒
𝜃

(
𝜌𝑎
𝑛,𝑘

(𝑡−𝜏 )+𝜎𝑎
𝑛,𝑘

) ,
(10)

where 𝐸
[
𝑒−𝜃𝐴𝑛,𝑘 (𝜏,𝑡 )

]
represents the Moment Generation

Function (MGF) of 𝐴𝑛,𝑘 (𝜏, 𝑡), denoted as 𝑀𝐴,𝑛,𝑘 (𝜃, 𝑡 − 𝜏).
In SNC, the normalised log of 𝑀𝐴,𝑛,𝑘 (𝜃, 𝑡 − 𝜏) is equal to
the effective bandwidth of 𝐴𝑛,𝑘 (𝜏, 𝑡), expressed as,

𝛼𝑛,𝑘 (𝜃, 𝑡) =
𝑙𝑛

(
𝑀𝐴,𝑛,𝑘 (𝜃, 𝑡 − 𝜏)

)
𝜃𝑡

. (11)

Based on the Property (iv) in [31], 𝛼𝑛,𝑘 (𝜃, 𝑡) is also
constrained by

𝐸
[
𝐴𝑛,𝑘 (𝑡)

]
𝑡

≤ 𝛼𝑛,𝑘 (𝜃, 𝑡) ≤
¯𝐴𝑛,𝑘 (𝑡)
𝑡

, (12)

where ¯𝐴𝑛,𝑘 (𝑡) is the essential supremum of 𝐴𝑛,𝑘 (𝑡) and
computed by ¯𝐴𝑛,𝑘 (𝑡) = max

{
𝑥 : 𝑃

{
𝐴𝑛,𝑘 (𝑡) ≥ 𝑥

}
> 0

}
. By

applying the essential supremum of 𝑀𝑀𝑃𝑃𝑡𝐺,𝑛,𝑘 to the right
side of Eq. (12), 𝛼𝑛,𝑘 (𝜃, 𝑡) is obtained by,

𝛼𝑛,𝑘 (𝜃, 𝑡) =
1
𝜃𝑡

log
{((

𝜋1,𝑛,𝑘 , 𝜋2,𝑛,𝑘
)

exp
[(
−𝜑1𝑛,𝑘 + 𝜃𝜒𝑛,𝑘 𝜑1𝑛,𝑘

𝜑2𝑛,𝑘 −𝜑2𝑛,𝑘

)
t
] ) (

1
1

)}
,

(13)
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where 𝜒𝑛,𝑘 is the peak rate of the task arrival, calculated by
𝜒𝑛,𝑘 = 𝜆𝑛,𝑘 . Meanwhile,

(
𝜋1,𝑛,𝑘 , 𝜋2,𝑛,𝑘

)
is steady-state vector

of 𝑀𝑀𝑃𝑃𝑡𝐺,𝑛,𝑘 , computed by,(
𝜋1,𝑛,𝑘 , 𝜋2,𝑛,𝑘

)
=

1
𝜑1𝑛,𝑘 + 𝜑2𝑛,𝑘

(
𝜑1𝑛,𝑘 , 𝜑2𝑛,𝑘

)
. (14)

Building upon the effective bandwidth of 𝐴𝑛,𝑘 (𝑡), we can
readily obtain the MGF of 𝑀𝑀𝑃𝑃𝑡𝐺,𝑛,𝑘 from Eq. (10) with
the parameters of 𝜎𝑎

𝑛,𝑘
= 0 and

𝜌𝑎𝑛,𝑘 =
1

2𝜃
(
𝜃𝜒𝑛,𝑘 − 𝜑1𝑛,𝑘 − 𝜑2𝑛,𝑘

)
+√︃(

𝜃𝜒𝑛,𝑘 − 𝜑1𝑛,𝑘 + 𝜑2𝑛,𝑘
)2 + 4𝜑1𝑛,𝑘𝜑2𝑛,𝑘 .

(15)

2) Effective task arrival bound of ODM model: In this sub-
section, we present the methodology for deriving the effective
envelope function for the tasks generated by the application
𝑘 at the vehicle 𝑛. As depicted in Fig. 2, let 𝑀𝑀𝑃𝑃𝑡𝐺,𝑛,𝑘
denote the tasks generated by the 𝑘th application. As the
tasks generated by multiple vehicular applications merge at
the queue of the ODM module, the task arriving process at
the ODM module is the superposition of multiple MMPP
processes. Previous work in [32] has shown that the super-
position of multiple MMPP processes leads to a new MMPP
process, denoted as 𝑀𝑀𝑃𝑃𝑖𝑛

𝑑,𝑛
. Similar to the definition of

MMPP process in Eq. (8), 𝑀𝑀𝑃𝑃𝑖𝑛
𝑑,𝑛

can be represented by
an infinitesimal generator 𝑄𝑖𝑛

𝑑,𝑛
and a rate matrix Λ𝑖𝑛

𝑑,𝑛
. By

exploiting the MMPP superposition property, 𝑄𝑖𝑛
𝑑,𝑛

and Λ𝑖𝑛
𝑑,𝑛

are calculated by,

𝑄𝑖𝑛𝑑,𝑛 = 𝑄𝑡𝐺,𝑛,1 ⊕ 𝑄𝑡𝐺,𝑛,2 ⊕ · · ·⊕𝑄𝑡𝐺,𝑛,𝐾−2⊕𝑄𝑡𝐺,𝑛,𝐾
Λ𝑖𝑛𝑑,𝑛 = Λ𝑡𝐺,𝑛,1 ⊕ Λ𝑡𝐺,𝑛,2 ⊕ · · ·⊕Λ𝑡𝐺,𝑛,𝐾−2⊕Λ𝑡𝐺,𝑛,𝐾 ,

(16)

where “⊕” is Kronecker sum operation. For queueing systems,
the operation of Kronecker sum would lead to a large number
of the state spaces for 𝑀𝑀𝑃𝑃𝑖𝑛

𝑑,𝑛
, making it intractable to

analyse the queueing behaviour of the VEC system. To deal
with this problem, we exploit an MMPP approximation ap-
proach [33] to create a new two-state MMPP process, denoted
as �𝑀𝑀𝑃𝑃𝑒→𝑖𝑛

𝑑,𝑛
, to approximate the original 𝑀𝑀𝑃𝑃𝑖𝑛

𝑑,𝑛
. This

approximation ensures that the average arrival rate and task
burstiness of �𝑀𝑀𝑃𝑃𝑒→𝑖𝑛

𝑑,𝑛
are similar to those of 𝑀𝑀𝑃𝑃𝑖𝑛

𝑑,𝑛
.

We then apply a statistical mapping approach to obtain a new
two-state infinitesimal generator �𝑄𝑖𝑛

𝑑,𝑛
and a two-state rate

matrix �Λ𝑖𝑛
𝑑,𝑛

. It is important to note that this step of MMPP
approximation is crucial for analysing the stable queueing
behaviour of VEC systems, enabling us to avoid the difficulty
of exploring an analytical solution that may not be feasible
given the complexity of VEC systems.

Since the buffer size of ODM is limited, newly arrived tasks
will be dropped if the buffer becomes full, as shown in Fig. 2.
Let 𝑃𝑏𝑑 denote the task loss probability at the queue of the
ODM module. Then, the effective tasks entering the ODM
module are a fraction (1 − 𝑃𝑏𝑑) of the total tasks gener-
ated by vehicular applications. We use the MMPP splitting
principle [33] to generate a new MMPP process, denoted as
𝑀𝑀𝑃𝑃𝑒→𝑖𝑛

𝑑,𝑛
, which represents the effective task arrival at the

ODM module of vehicle 𝑛. According to the MMPP splitting

0,1 1,1 2,1 𝐾!", 1

0,2 1,2 2,2 𝐾!", 2

…

…

𝛼#$ 𝛼$# 𝛼#$ 𝛼$# 𝛼#$ 𝛼$# 𝛼#$ 𝛼$#

𝜇" 𝜇" 𝜇" 𝜇"

𝜇"𝜇"𝜇"𝜇"

𝜆$% 𝜆$% 𝜆$% 𝜆$%

𝜆#% 𝜆#% 𝜆#% 𝜆#%

Fig. 3: Markov chain of the task offloading in the 𝑖th vehicle

principle [33], the infinitesimal generator, 𝑄𝑒→𝑖𝑛
𝑑,𝑛

, and the rate
matrix, Λ𝑒→𝑖𝑛

𝑑,𝑛
are calculated by,

𝑄𝑒→𝑖𝑛𝑑,𝑛 = �𝑄𝑖𝑛
𝑑,𝑛

and Λe→in
d,n

= (1 − Pbd) Λ̃in
d,n
. (17)

To derive the task loss probability of the ODM module in
Eq. (17), we build a bivariate Markov Chain of 𝑀𝑀𝑃𝑃𝑖𝑛

𝑑,𝑛

as shown in Fig. 3. Here, the state (𝑘, 𝑠) represents that
there are 𝑘 tasks in the queue of the ODM module and the
arriving process is at the state 𝑠. In the horizontal direction, 𝜆𝑡1
represents the transition rate from state (𝑘, 𝑠) to state (𝑘+1, 𝑠),
which are given by the rate matrix Λ̃𝑖𝑛

𝑑,𝑛
. The rate from state

(𝑘 + 1, 𝑠) to state (𝑘, 𝑠) is 𝜇𝑑,𝑛, which is the ODM module’s
service rate. In the vertical direction, 𝛼12 and 𝛼21 are the
transmission rates between the state (𝑘, 1) and the state (𝑘, 2),
obtained from the infinitesimal generator 𝑄𝑖𝑛

𝑑,𝑛
.

Let Π𝑑,𝑛 represent the steady-state probability matrix of the
Markov Chain, and 𝑝𝑘,𝑠 denote the probability that Markov
Chain is in the state of (𝑘, 𝑠). We define 𝑃𝑘 =

(
𝑝𝑘,1, 𝑝𝑘,2

)
, then

Π𝑑,𝑛 is expressed as Π𝑑,𝑛 =

(
𝑃1, 𝑃2, ..., 𝑃𝐾 𝑙

𝑛

)
. For a stable

ODM queueing system with 𝜆𝑖𝑛
𝑑,𝑛

≤ 𝜇𝑑,𝑛, we can build the
equilibrium equations of the Markov Chain as follows,

Π𝑑,𝑛 × Υ𝑑,𝑛 = 0 and Πd,n × e = 1, (18)

where Υ𝑑,𝑛 is the Markov Chain’s transmission rate matrix. 𝑒
is a unit vector with a length of 2𝐾 𝑙𝑛. After solving Eq. (18),
the steady-state probability matrix can be calculated by,

Π𝑑,𝑛 = 𝑢 × (𝐼 −Φ + 𝑒 × 𝑢)−1, (19)

where Φ = 𝐼 +Υ𝑑,𝑛/min
(
Υ𝑑,𝑛

)
and 𝑢 is the first row of Υ𝑑,𝑛.

Let 𝑝𝑘 denote the probability that there are 𝑘 tasks in the
queue ODM module. Then, it is computed by,

𝑝𝑘 =

2∑︁
𝑠=1

𝑝𝑘,𝑠 . (20)

As the newly arrived task will be dropped if it finds the
queue of the ODM module full, the task loss probability is
equal to the probability that the queue of ODM is full, denoted
by 𝑃𝑏𝑑 = 𝑝𝐾𝑑,𝑛

. After applying 𝑃𝑏𝑑 to Eq. (17), we can
obtain the effective infinitesimal generator 𝑄𝑒→𝑖𝑛

𝑑,𝑛
and effective

rate matrix Λ𝑒→𝑖𝑛
𝑑,𝑛

. After inserting the parameters of 𝑄𝑒→𝑖𝑛
𝑑,𝑛

and Λ𝑒→𝑖𝑛
𝑑,𝑛

into Eq. (15), the effective stochastic envelop of
𝐴𝑛,𝑘 (𝑡), 𝑀𝐴,𝑛,𝑘 (𝜃, 𝑡), can be calculated by,

𝑀𝐴,𝑛,𝑘 (𝜃, 𝑡) ≤ 𝑒
𝑡

(
𝜃𝜁 −𝜑𝑒→𝑖𝑛

𝑑,1,𝑛 −𝜑𝑒→𝑖𝑛
𝑑,2,𝑛 +

√︂(
𝜁 −𝜑𝑒→𝑖𝑛

𝑑,1,𝑛 +𝜑
𝑒→𝑖𝑛
𝑑,2,𝑛

)2
+4𝜉

)
/2
,

(21)
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where 𝜁 = (1 − 𝑃𝑏𝑑) 𝜆𝑒→𝑖𝑛𝑑,𝑛
and 𝜉 = 𝜑𝑒→𝑖𝑛

𝑑,1,𝑛𝜑
𝑒→𝑖𝑛
𝑑,2,𝑛 .

Recall that tasks from the ODM module will be sent to the
local vehicle, neighbour vehicles or edge server for execution.
Hence, the tasks arriving at these three destinations will be
a fraction of the tasks departing from the ODM module,
denoted as 𝜂, 𝜗𝑖 , and 𝜉. Let 𝑃𝑏𝑣2𝑖 , 𝑃𝑏𝑒𝑠, 𝑃𝑏𝑣2𝑣 and 𝑃𝑏𝑣𝑝
represent the task loss probabilities of V2I, ES, V2V, and VP
modules, which can be obtained from Eqs. (16)-(21). Then,
the effective arrival rates of V2I, ES, V2V, and VP modules
can be calculated by,

Λ𝑒→𝑖𝑛𝑣2𝑖,𝑛 = 𝜂 (1 − 𝑃𝑏𝑑) (1 − 𝑃𝑏𝑣2𝑖) Λ𝑑,𝑛,
Λ𝑒→𝑖𝑛𝑣2𝑣,𝑛,𝑖 = 𝜗𝑖 (1 − 𝑃𝑏𝑑) (1 − 𝑃𝑏𝑣2𝑣) Λ𝑑,𝑛,
Λ𝑒→𝑖𝑛𝑣𝑝,𝑛 = 𝜉 (1 − 𝑃𝑏𝑑)

(
1 − 𝑃𝑏𝑣𝑝

)
Λ𝑑,𝑛,

Λ𝑒→𝑖𝑛𝑒𝑠 = 𝜂 (1 − 𝑃𝑏𝑑) (1 − 𝑃𝑏𝑣2𝑖) (1 − 𝑃𝑏𝑒𝑠) Λ𝑑,𝑛,
𝑄𝑒→𝑖𝑛𝑣2𝑖,𝑛 = 𝑄𝑒→𝑖𝑛𝑒𝑠 = 𝑄𝑒→𝑖𝑛𝑣2𝑣,𝑛,𝑖 = 𝑄

𝑒→𝑖𝑛
𝑣𝑝,𝑛 = 𝑄𝑑,𝑛.

(22)

With the task loss probabilities, we can transform the VEC
queueing systems with the limited buffer size into an equiv-
alent system with unlimited buffer size. Then, the effective
stochastic envelops of V2I, ES, V2V, and VP modules can
be obtained by applying

(
Λ𝑒→𝑖𝑛
𝑣2𝑖,𝑛 , 𝑄

𝑒→𝑖𝑛
𝑣2𝑖,𝑛

)
,

(
Λ𝑒→𝑖𝑛𝑒𝑠,𝑛 , 𝑄

𝑒→𝑖𝑛
𝑒𝑠,𝑛

)
,(

Λ𝑒→𝑖𝑛
𝑣2𝑣,𝑛, 𝑄

𝑒→𝑖𝑛
𝑣2𝑣,𝑛

)
and

(
Λ𝑒→𝑖𝑛𝑣𝑝,𝑛 , 𝑄

𝑒→𝑖𝑛
𝑣𝑝,𝑛

)
into Eqs. (21) and (10).

B. Probabilistic service curve of the dynamic service provi-
sioning at VEC nodes

This subsection aims to develop a service curve, which can
probabilistically quantify the guaranteed service assigned to
a task within a given time. Towards this aim, this subsection
will establish the stochastic service curve for individual VEC
nodes, derive the effective service curve assigned to interesting
computation tasks in the presence of multiple competing
computation tasks, and create a probabilistic service curve for
VEC systems under dynamic service provisioning.

1) Stochastic service curve: Inspired by the work in [34],
we exploit the Exponentially Bounded Fluctuation (EBF)
model to express the stochastic service feature of the ODM
module at vehicle 𝑛. It is defined as,

𝑃

(
𝑆𝑑,𝑛 (𝜏, 𝑡) ≤ 𝜌𝑠𝑑,𝑛 (𝑡 − 𝜏) + 𝑏

𝑠
𝑑,𝑛

)
≤ 𝜀

(
𝑏𝑠𝑑,𝑛

)
, (23)

where 𝜌𝑠
𝑑,𝑛

and 𝑏𝑠
𝑑,𝑛

are the slope and burstiness of the
stochastic service curve. For an EBF model, the violation prob-
ability, 𝜀

(
𝑏𝑠
𝑑,𝑛

)
, is an exponential decay function, defined as

𝜀𝑠 (𝑏𝑠) = 𝛼𝑠𝑒−𝜃𝑏𝑠 . By applying the Chernoff transformation,
the left side of Eq. (23) can be transformed to,

𝑃

(
𝑆𝑑,𝑛 (𝜏, 𝑡) ≤ 𝜌𝑠𝑑,𝑛 (𝑡 − 𝜏) + 𝑏

𝑠
𝑑,𝑛

)
= 𝑃

(
𝑒
𝑆
𝑑,𝑛

(𝜏,𝑡 ) ≤ 𝑒
𝜌𝑠
𝑑,𝑛

(𝑡−𝜏 )+𝑏𝑠
𝑑,𝑛

)
≤

𝐸

[
𝑒
−𝜃𝑆

𝑑,𝑛
(𝜏,𝑡 )

]
𝑒
−𝜃

(
𝜌𝑠
𝑑,𝑛

(𝑡−𝜏 )+𝑏𝑠
𝑑,𝑛

) ,
(24)

where 𝐸
[
𝑒𝑆𝑑,𝑛 (𝜏,𝑡 )

]
represents the MGF of 𝑆𝑑,𝑛 (𝜏, 𝑡), de-

noted as 𝑀𝑠
𝑑,𝑛

(−𝜃, 𝑡 − 𝜏). Different from 𝑀𝑎
𝑑,𝑛

(𝜃, 𝑡 − 𝜏),
which offers the upper bound of the cumulative task arrivals,

𝑀𝑠
𝑑,𝑛

(−𝜃, 𝑡 − 𝜏) provides the lower bound of the cumulative
service provision. Therefore, it is defined as the function of
the parameter of −𝜃 and is calculated by,

𝑀𝑠
𝑑,𝑛 (−𝜃, 𝑡 − 𝜏) ≤ 𝑒

−𝜃
(
𝜌𝑠
𝑑,𝑛

(𝑡−𝜏 )+𝛾𝑠
𝑑,𝑛

)
. (25)

In the following, we will derive the parameters on the
left side of Eq. (25). Let 𝑁𝑠

𝑑,𝑛
(𝑡 − 𝜏) denote the number of

the tasks served by the ODM module over the time interval
[𝜏, 𝑡]. For the exponentially stochastic process, the probability
distribution of 𝑁𝑠

𝑑,𝑛
(𝑡 − 𝜏) is given by [35],

𝑃

[
𝑁𝑠𝑑,𝑛 (𝑡 − 𝜏) = 𝑘

]
= 𝑒

−𝜇
𝑑,𝑛

[
−𝜇𝑑,𝑛 (𝑡 − 𝜏)

] 𝑘/𝑘!. (26)

Then the MGF of 𝑁𝑠
𝑑,𝑛

, 𝑀𝑁
𝑑,𝑛

(−𝜃, 𝑡 − 𝜏), is calculated by

𝑀𝑁
𝑑,𝑛 (−𝜃, 𝑡 − 𝜏) = 𝐸

[
𝑒
−𝜃𝑁 𝑠

𝑑,𝑛
(𝑡−𝜏 )

]
=

∞∑︁
𝑘=0

𝑒−𝜃𝑘𝑒−𝜇𝑑,𝑛 (𝑡−𝜏 )
[
𝜇
𝑑,𝑛

(𝑡 − 𝜏)
] 𝑘

𝑘!

= exp
(
𝜇d,n (t − 𝜏)

(
e−𝜃 − 1

))
.

(27)

Given the task size is 𝜈, the cumulative service process holds
the relationship of 𝑆

𝑑,𝑛
(𝑡 − 𝜏) = 𝜈𝑁𝑠

𝑑,𝑛
(𝑡 − 𝜏). Then, the

MGF of 𝑆
𝑑,𝑛

(𝑡 − 𝜏), can be obtained from Eq. (24) with
𝛾𝑠
𝑑,𝑛

= 0 and 𝜌𝑠
𝑑,𝑛

= 𝑣𝜇
𝑑,𝑛

(𝑡 − 𝜏)
(
𝑒−𝜃 − 1

)
.

2) Leftover service curve: To improve the resource utilisa-
tion of VEC systems, the computation nodes are usually shared
by the tasks generated by different vehicular applications.
However, this results in serious resource competition among
computation tasks, making it difficult to guarantee the QoS
for mission-critical vehicular applications. In this subsection,
we focus on determining the amount of service that is left
for the computation tasks of the interesting application where
multiple competing vehicular applications exist. Recall that
the cumulative task arrival, 𝐴𝑒→𝑖𝑛

𝑑,𝑛
, and the cumulative task

departure, 𝐷𝑜𝑢𝑡
𝑑,𝑛

(𝜏, 𝑡), holds the relationship of

𝐷𝑜𝑢𝑡𝑑,𝑛 (𝜏, 𝑡) = min
𝜏∈[0,𝑡 ]

{
𝐴𝑒→𝑖𝑛𝑑,𝑛 (𝜏) + 𝑆𝑑,𝑛 (𝜏, 𝑡)

}
. (28)

The right side of Eq. (28) obtains its minimal value when
𝜏 takes the beginning of the last busy period, 𝜏∗. To derive
the effective service curve, we divide 𝐴𝑒→𝑖𝑛

𝑑,𝑛
(𝜏∗) into three

major parts: 1) the cumulative tasks that were successfully
received by the ES module, the local vehicle server and the ith
neighbour vehicle server, denoted as 𝐴𝑖𝑡−>𝑒𝑠

𝑑,𝑛,𝑙
(𝜏), 𝐴𝑖𝑡−>𝑙𝑠

𝑑,𝑛,𝑙
(𝜏∗)

and 𝐴𝑖𝑡−>𝑛𝑠
𝑑,𝑛,𝑖

(𝜏∗), respectively; 2) the total cumulative tasks
dropped in VEC systems from the interesting application 𝑙,
denoted as 𝐴𝑖𝑡−>𝑑𝑟

𝑑,𝑛,𝑙
(𝜏∗); and 3) the total cumulative tasks

generated by the competing application 𝑘 , represented by
𝐴
𝑐𝑝

𝑑,𝑛,𝑘
(𝜏∗). Then, 𝐴𝑒→𝑖𝑛

𝑑,𝑛
is expressed as,

𝐴𝑒→𝑖𝑛𝑑,𝑛 (𝜏∗) = 𝐴𝑖𝑡−>𝑒𝑠𝑑,𝑛,𝑙 (𝜏∗) + 𝐴𝑖𝑡−>𝑙𝑠𝑑,𝑛,𝑙 (𝜏∗) +
𝑁𝑐𝑛∏
𝑖=1

𝐴𝑖𝑡−>𝑛𝑠𝑑,𝑛,𝑖 (𝜏∗)+

𝐴𝑖𝑡−>𝑑𝑟𝑑,𝑛,𝑙 (𝜏∗) +
𝑁𝑎∑︁

𝑘=1,𝑘≠𝑙
𝐴
𝑐𝑝

𝑑,𝑛,𝑘
(𝜏∗),

(29)
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Meanwhile, the cumulative task departure, 𝐷𝑜𝑢𝑡
𝑑,𝑛

(𝜏, 𝑡), can
also be divided into,

𝐷𝑜𝑢𝑡𝑑,𝑛 (𝜏, 𝑡) = 𝐷
𝑖𝑡−>𝑒𝑠
𝑑,𝑛,𝑙 (𝜏, 𝑡) + 𝐷𝑖𝑡−>𝑙𝑠𝑑,𝑛,𝑙 (𝜏, 𝑡) +

𝑁𝑐𝑛∏
𝑖=1

𝐷𝑖𝑡−>𝑛𝑠𝑑,𝑛,𝑖 (𝜏, 𝑡)+

𝐷𝑖𝑡−>𝑑𝑟𝑑,𝑛,𝑙 (𝜏, 𝑡) +
𝑁𝑎∑︁

𝑘=1,𝑘≠𝑙
𝐷
𝑐𝑝

𝑑,𝑛,𝑘
(𝜏, 𝑡).

(30)
By applying Eqs. (29-30) to Eq. (28), it can be rewritten as,

𝐷𝑖𝑡−>𝑒𝑠𝑑,𝑛,𝑙 (𝑡) = 𝐴𝑖𝑡−>𝑒𝑠𝑑,𝑛,𝑙 (𝜏∗) + 𝑆𝑑,𝑛 (𝜏∗, 𝑡)

−
{
𝐷𝑖𝑡−>𝑙𝑠𝑑,𝑛,𝑙 (𝑡) − 𝐴𝑖𝑡−>𝑙𝑠𝑑,𝑛,𝑙 (𝜏∗)

}
−

{
𝐷𝑖𝑡−>𝑑𝑟𝑑,𝑛,𝑙 (𝑡) − 𝐴𝑖𝑡−>𝑑𝑟𝑑,𝑛,𝑙 (𝜏∗)

}
−
𝑁𝑐𝑛∑︁
𝑖=1

{
𝐷𝑖𝑡−>𝑛𝑠𝑑,𝑛,𝑖 (𝑡) − 𝐴𝑖𝑡−>𝑛𝑠𝑑,𝑛,𝑖 (𝜏∗)

}
−

𝑁𝑎∑︁
𝑘=1,𝑘≠𝑙

{
𝐷
𝑐𝑝

𝑑,𝑛,𝑘
(𝑡) − 𝐴𝑐𝑝

𝑑,𝑛,𝑘
(𝜏∗)

}
.

(31)

Because the total tasks departing from the ODL module
are smaller than the effective tasks arriving at the ODM
module, we can readily obtain 𝐷𝑖𝑡−>𝑙𝑠

𝑑,𝑛,𝑙
(𝑡) ≤ 𝐴𝑖𝑡−>𝑙𝑠

𝑑,𝑛,𝑙
(𝑡),

𝐷𝑖𝑡−>𝑛𝑠
𝑑,𝑛,𝑖

(𝑡) ≤ 𝐴𝑖𝑡−>𝑛𝑠
𝑑,𝑛,𝑖

(𝑡), 𝐷𝑖𝑡−>𝑑𝑟
𝑑,𝑛,𝑙

(𝑡) ≤ 𝐴𝑖𝑡−>𝑑𝑟
𝑑,𝑛,𝑙

(𝑡), and
𝐷
𝑐𝑝

𝑑,𝑛,𝑘
(𝑡) ≤ 𝐴

𝑐𝑝

𝑑,𝑛,𝑘
(𝑡). Then, it holds that

𝐷𝑖𝑡−>𝑒𝑠𝑑,𝑛,𝑙 (𝑡) ≥ 𝐴𝑖𝑡−>𝑒𝑠𝑑,𝑛,𝑙 (𝜏∗) + 𝑆𝑑,𝑛 (𝜏∗, 𝑡) − 𝐴𝑖𝑡−>𝑙𝑠𝑑,𝑛,𝑙 (𝜏∗, 𝑡) −

𝐴𝑖𝑡−>𝑑𝑟𝑑,𝑛,𝑙 (𝜏∗, 𝑡) −
𝑁𝑐𝑛∑︁
𝑖=1

𝐴𝑖𝑡−>𝑛𝑠𝑑,𝑛,𝑖 (𝜏∗, 𝑡) −
𝑁𝑛∑︁

𝑘=1,𝑘≠𝑙
𝐴
𝑐𝑝

𝑑,𝑛,𝑘
(𝜏∗, 𝑡).

(32)
Let 𝑆𝑖𝑡−>𝑒𝑠

𝑑,𝑛,𝑙
(𝜏, 𝑡) represent the effective service provided

to the tasks successfully received by the ES module. By
applying the relationship between the cumulative task arrivals
and cumulative task departures to Eq. (32), 𝑆𝑖𝑡−>𝑒𝑠

𝑑,𝑛,𝑙
(𝜏, 𝑡) is

expressed as,

𝑆𝑖𝑡−>𝑒𝑠𝑑,𝑛,𝑙 (𝜏, 𝑡) = 𝑆𝑑,𝑛 (𝜏∗, 𝑡) − 𝐴𝑖𝑡−>𝑙𝑠𝑑,𝑛,𝑙 (𝜏∗, 𝑡) − 𝐴𝑖𝑡−>𝑑𝑟𝑑,𝑛,𝑙 (𝜏∗, 𝑡) −
𝑁𝑐𝑛∑︁
𝑖=1

𝐴𝑖𝑡−>𝑛𝑠𝑑,𝑛,𝑖 (𝜏∗, 𝑡) −
𝑁𝑛∑︁

𝑘=1,𝑘≠𝑙
𝐴
𝑐𝑝

𝑑,𝑛,𝑘
(𝜏∗, 𝑡).

(33)
Then, the MGF of 𝑆𝑖𝑡−>𝑒𝑠

𝑑,𝑛,𝑙
(𝜏, 𝑡) can be calculated by,

𝑀𝑆−>𝑒𝑠
𝑑,𝑛,𝑙 (−𝜃, 𝑡 − 𝜏) = 𝐸

[
𝑒
−𝜃𝑆𝑖𝑡−>𝑒𝑠

𝑑,𝑛,𝑙
(𝜏,𝑡 )

]
= 𝑀𝑆

𝑑,𝑛 (−𝜃, 𝑡 − 𝜏) 𝑀
𝐴𝑖𝑡−>𝑙𝑠

𝑑,𝑛,𝑙 (𝜃, 𝑡 − 𝜏) 𝑀𝐴𝑖𝑡−>𝑛𝑠

𝑑,𝑛,𝑙 (𝜃, 𝑡 − 𝜏)
𝑁𝑐𝑛∏
𝑖=1

𝑀𝐴𝑖𝑡−>𝑛𝑠

𝑑,𝑛,𝑖 (𝜃, 𝑡 − 𝜏)
𝑁𝑛∏

𝑘=1,𝑘≠𝑙
𝑀𝐴𝑐𝑝

𝑑,𝑛,𝑖 (𝜃, 𝑡 − 𝜏),

(34)
where the MGFs of 𝐴𝑖𝑡−>𝑙𝑠

𝑑,𝑛,𝑙
(𝜏), 𝐴𝑖𝑡−>𝑛𝑠

𝑑,𝑛,𝑖
(𝜏), 𝐴𝑖𝑡−>𝑑𝑟

𝑑,𝑛,𝑙
(𝜏) and

𝐴
𝑐𝑝

𝑑,𝑛,𝑘
(𝜏, 𝑡) are obtained from Eq. (19) with parameters of

𝜌𝑖𝑡−>𝑙𝑠
𝑑,𝑛,𝑙

, 𝜌𝑖𝑡−>𝑛𝑠
𝑑,𝑛,𝑖

, 𝜌𝑖𝑡−>𝑑𝑟
𝑑,𝑛,𝑙

and 𝜌𝑐𝑝
𝑑,𝑛,𝑘

, and the MGF of 𝑆𝑑,𝑛 (𝑡)
is obtained from Eq. (24) with the parameter of 𝜌𝑑,𝑛. Then, the

MGF of the effective service offered to the tasks successfully
received by the ES module is calculated by,

𝐸

[
𝑒
−𝜃𝑆𝑖𝑡−>𝑒𝑠

𝑑,𝑛,𝑙
(𝜏,𝑡 )

]
≤

𝑒
−𝜃

[
𝜌𝑑,𝑛−𝜌𝑖𝑡−>𝑙𝑠𝑑,𝑛,𝑙

−∑𝑁𝑐𝑛
𝑖=1 𝜌𝑖𝑡−>𝑛𝑠

𝑑,𝑛,𝑖
−𝜌𝑖𝑡−>𝑑𝑟

𝑑,𝑛,𝑙
−∑𝑁𝑛

𝑘=1,𝑘≠𝑙 𝜌
𝑐𝑝

𝑑,𝑛,𝑘

]
(𝑡−𝜏 )

.

(35)

With 𝑀𝑆−>𝑒𝑠
𝑑,𝑛,𝑙

(−𝜃, 𝑡 − 𝜏), the leftover service curve of
𝑆𝑖𝑡−>𝑒𝑠
𝑑,𝑛,𝑙

(𝜏, 𝑡) is calculated by Eq. (24) with the parameters
of,

𝜌𝑖𝑡−>𝑒𝑠𝑑,𝑛,𝑙 = 𝜌
𝑑,𝑛

− 𝜌𝑖𝑡−>𝑙𝑠𝐷,𝑙,𝑛 −
𝑁𝑐𝑛∑︁
𝑖=1

𝜌𝑖𝑡−>𝑛𝑠𝑑,𝑛,𝑖 − 𝜌𝑖𝑡−>𝑑𝑟𝑑,𝑛,𝑙 −
𝑁𝑛∑︁

𝑘=1,𝑘≠𝑙
𝜌
𝑐𝑝

𝑑,𝑛,𝑘

𝛾𝑖𝑡−>𝑒𝑠𝑑,𝑛,𝑙 = 0.
(36)

By exploiting the similar process of the leftover ser-
vice curve derivation in Eqs. (29)-(36), we can calcu-
late MGF functions and leftover service curves for V2V,
V2I, VP and ES modules, characterised by the parameters
of

(
𝜌𝑖𝑡−>𝑒𝑠
𝑣2𝑣,𝑛,𝑙 , 𝛾

𝑖𝑡−>𝑒𝑠
𝑣2𝑣,𝑛,𝑙

)
,

(
𝜌𝑖𝑡−>𝑒𝑠
𝑣2𝑖,𝑛,𝑙 , 𝛾

𝑖𝑡−>𝑒𝑠
𝑣2𝑖,𝑛,𝑙

)
,

(
𝜌𝑖𝑡−>𝑒𝑠
𝑣𝑝,𝑛,𝑙

, 𝛾𝑖𝑡−>𝑒𝑠
𝑣𝑝,𝑛,𝑙

)
,(

𝜌𝑖𝑡−>𝑒𝑠
𝑒𝑠,𝑛,𝑙

, 𝛾𝑖𝑡
𝑒𝑠,𝑛,𝑙

)
, which are obtained from Eq. (36). Mean-

while, let 𝑆𝑛𝑒𝑡 (𝑡) denote the end-to-end service process of
VEC systems. By leveraging the associativity of min-plus
convolution, 𝑆𝑛𝑒𝑡 (𝑡) can be calculated by convoluting the
individual service process of VEC nodes as follows,

𝑆𝑛𝑒𝑡 (𝑡) = 𝑆𝑖𝑡−>𝑒𝑠𝑑,𝑛,𝑙 (𝑡) ⊗ 𝑆𝑖𝑡−>𝑒𝑠𝑣2𝑖,𝑛,𝑙 (𝑡) ⊗ 𝑆
𝑖𝑡−>𝑒𝑠
𝑒𝑠,𝑛,𝑙 (𝑡) . (37)

Let
(
𝜌𝑖𝑡−>𝑒𝑠
𝑛𝑒𝑡,𝑛,𝑙

, 𝛾𝑖𝑡−>𝑒𝑠
𝑛𝑒𝑡,𝑛,𝑙

)
denote the slope and burstiness of

the stochastic service curve of 𝑆𝑛𝑒𝑡 (𝑡). Given 𝛾𝑖𝑡−>𝑒𝑠
𝑑,𝑛,𝑙

=

0, the min-plus convolution operation in Eq. (37) results
in 𝛾𝑖𝑡−>𝑒𝑠

𝑛𝑒𝑡,𝑛,𝑙
= 0 and 𝜌𝑖𝑡−>𝑒𝑠

𝑛𝑒𝑡,𝑛,𝑙
is calculated by 𝜌𝑖𝑡−>𝑒𝑠

𝑛𝑒𝑡,𝑛,𝑙
=

min
{
𝜌𝑖𝑡−>𝑒𝑠
𝑑,𝑛,𝑙

, 𝜌𝑖𝑡−>𝑒𝑠
𝑣2𝑖,𝑛,𝑙 , 𝜌𝑖𝑡

𝑒𝑠,𝑛,𝑙

}
. With

(
𝜌𝑖𝑡−>𝑒𝑠
𝑛𝑒𝑡,𝑛,𝑙

, 𝛾𝑖𝑡−>𝑒𝑠
𝑛𝑒𝑡,𝑛,𝑙

)
,

we can readily obtain the stochastic service curve for the end-
to-end service process of VEC system from Eqs. (24-25).

C. Statistical latency bound of VEC systems

Built upon the stochastic envelope of the traffic arrival and
stochastic service curve of the service process, this subsection
derives the statistical latency bound of the VEC system in an
end-to-end manner. Let 𝑊𝑛𝑒𝑡 (𝑡) denote the end-to-end latency
of the tasks processed at the VEC server, and 𝑑 denote the
latency bound of 𝑊𝑛𝑒𝑡 (𝑡). If 𝑊𝑛𝑒𝑡 (𝑡) > 𝑑, it implies that the
cumulative tasks successfully received by the VEC server over
the time interval of [0, 𝑡 − 𝑑], 𝐴𝑒→𝑖𝑛𝑒𝑠 , is larger than that of
the departure process over the time interval of [0, 𝑡], 𝐷𝑒𝑠 (𝑡).
Thus, it holds that

𝑃 (𝑊𝑛𝑒𝑡 (𝑡) > 𝑑) = 𝑃
(
𝐴𝑒→𝑖𝑛𝑒𝑠 (𝑡 − 𝑑) > 𝐷𝑒𝑠 (𝑡)

)
. (38)

We assume VEC systems operate in a non-saturated
state, which is a common assumption in most SNC studies
[34] [36]. For a specific value of 𝜎, the end-to-end ser-
vice process, 𝑆𝑛𝑒𝑡 (𝑡), satisfies the condition of 𝐷𝑒𝑠 (𝑡) ≥
min𝜏∈[0,𝑡 ]

{
𝐴𝑒→𝑖𝑛𝑒𝑠 (𝜏) + [𝑆𝑛𝑒𝑡 (𝜏, 𝑡) − 𝜎]+

}
, where [𝑥]+ =

max {𝑥, 0}. Then, the stochastic latency bound can be ex-
pressed as:
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𝑃 (𝑊𝑛𝑒𝑡 (𝑡) > 𝑑) ≤ 𝜀 (𝜎)𝑠+

𝑃

(
𝐴𝑒→𝑖𝑛𝑒𝑠 (𝑡 − 𝑑) > min

𝜏∈[0,𝑡 ]

{
𝐴𝑒→𝑖𝑛𝑒𝑠 (𝜏) + [𝑆𝑛𝑒𝑡 (𝜏, 𝑡) − 𝜎]+

})
.

(39)
It is worth noting that the first item of the

right side of Eq. (39) represents the probability
that 𝑆𝑛𝑒𝑡 (𝜏, 𝑡) does not satisfy the constraint of
𝐷𝑒𝑠 (𝑡) ≥ min𝜏∈[0,𝑡 ]

{
𝐴𝑒→𝑖𝑛𝑒𝑠 (𝜏) + [𝑆𝑛𝑒𝑡 (𝜏, 𝑡) − 𝜎]+

}
,

while the second item is the probability that the end-to-end
latency is smaller than the pre-defined latency bound 𝑑.

Finally, by exploiting the stochastic envelope of 𝐴𝑒→𝑖𝑛𝑒𝑠 (𝜏)
with the parameters of

(
𝜌𝑒→𝑖𝑛
𝑒𝑠,𝑛,𝑘

, 𝜎𝑒→𝑖𝑛
𝑒𝑠,𝑛,𝑘

)
, and stochastic service

curve of 𝑆𝑛𝑒𝑡 (𝜏) , with the parameters of
(
𝜌𝑖𝑡−>𝑒𝑠
𝑛𝑒𝑡,𝑛,𝑙

, 𝛾𝑖𝑡−>𝑒𝑠
𝑛𝑒𝑡,𝑛,𝑙

)
,

the stochastic latency bound is calculated by,

𝑃 (𝑊𝑛𝑒𝑡 (𝑡) > 𝑑)

≤ 𝜀 (𝜎)𝑠 +
𝑡−𝑑∑︁
𝜏=0

𝐸

[
𝑒𝜃{𝐴𝑒→𝑖𝑛

𝑒𝑠 (𝜏,𝑡−𝑑)−𝑆𝑛𝑒𝑡 (𝜏,𝑡 )}
]

𝑒−𝜃𝜎

= 𝜀 (𝜎)𝑠 +
𝑡−𝑑∑︁
𝜏=0

𝑒
𝜃

[
𝜌𝑒→𝑖𝑛
𝑒𝑠,𝑛,𝑘

(𝑡−𝑑−𝜏 )+𝜎𝑒→𝑖𝑛
𝑒𝑠,𝑛,𝑘

]
𝑒−𝜃𝜎𝑒

−𝜃
[
𝜌𝑖𝑡−>𝑒𝑠
𝑛𝑒𝑡,𝑛,𝑙

(𝑡−𝑑−𝜏 )+𝛾𝑖𝑡−>𝑒𝑠
𝑛𝑒𝑡,𝑛,𝑙

]
= 𝜀 (𝜎)𝑠 +

𝑒
−𝜃

[
𝜌𝑖𝑡−>𝑒𝑠
𝑛𝑒𝑡,𝑛,𝑙

−𝜎
]

𝜃

(
𝜌𝑖𝑡−>𝑒𝑠
𝑛𝑒𝑡,𝑛,𝑙

− 𝜌𝑒→𝑖𝑛
𝑒𝑠,𝑛,𝑘

) .
(40)

V. MODEL VALIDATION

In this section, we first present the parameter configuration
for the performance evaluation. Next, we validate the accuracy
of the proposed analytical model under diverse system config-
urations. Finally, we employ the proposed analytical model as
a useful tool to shed light on improving resource allocation
strategies in VEC systems.

A. Parameter configurations

To evaluate the effectiveness of the proposed analytical
model, a VEC simulator was built based on an open-source
Objective Modular Network Testbed in C++ (Omnet++) [37].
We consider a two-lane two-way road scenario with the size of
1000m*8m, where a Base Station (BS) resides in the middle
of the road and has a coverage range of 2 km. 𝑁𝑣 = {4 − 44}
vehicles are randomly scattered over the road. The speeds of
the vehicles range from 15 km/h to 120 km/h. The channel
bandwidth of BS is set to be 5 MHz. The transmission power
is set to be {10, 100, 1000} mWatts and the noise level is -100
dBm. For computation tasks, we consider object recognition
in [38], where the data size ranges from 2M to 12M. The
processing rates of ODM, VEC servers and onboard servers
are 80 Mbps, 100 Mbps and 320 Mbps, respectively [39].
The transmission rates of V2V/V2I wireless channels are
calculated from Eq. (4). The task arrival rates are set from 0 to
48 with an interval of 10% of the ODM service rate. Multiple
violation error settings 𝜖 =

{
10−1 − 10−7} are adopted in the

simulation experiments to reflect different reliability require-
ments. The buffer sizes of the VEC components are assigned
from the set of {4, 8, 16, 32, 64, 128}. The task offloading
probabilities are set from 0 to 1 with an interval of 0.1.
Keeping in line with [8], we adopt a 95% confidence criterion
to determine whether the VEC system reaches the steady state
before any data collection. The data is collected and averaged
for each simulation configuration through 10 simulation runs,
each of which generates 109 computation tasks.

B. Model validation

In this subsection, the performance of the proposed model
is evaluated with respect to the stochastic latency bound and
packet loss probability by varying task arrival rates, service
capabilities, task burstiness, vehicle speeds, violation error
requirements and task offloading probabilities.

1) Prediction accuracy of the task loss probability by
varying the task arrival rates: Fig. 4 presents the results of
the task loss probability derived from the proposed analytical
model plotted against those obtained from the simulation
experiments with different task arrival rates. The horizontal
axis of Fig. 4 represents the traffic arrival rate, 𝜆𝑛,𝑘 , and
the vertical axis denotes the task loss probability of VEC
systems. It can be seen that the task loss probability obtained
by the analytical model holds a reasonable degree of prediction
accuracy, ranging from 93-99%. Meanwhile, when the VEC
components operate in a steady state, where the average rate
of task arrivals is less than the service capacity, the task
loss probability increases with the task arrival rates. Once the
VEC components become overloaded, the task loss probability
approaches a limit value, which means that newly arriving
tasks will be dropped and the QoS of service provisioning
will be significantly affected.

2) Prediction accuracy of the statistical latency bound by
varying the violation error requirements: Fig. 5 presents the
statistical latency bounds obtained by the analytical model and
those from the simulation experiments as the violation error
requirements vary from 10−7 to 10−1. In Fig. 5, the horizontal
axis indicates the violation error requirements, while the ver-
tical axis illustrates the statistical latency bound. From Fig. 5,
we can observe that the end-to-end latency bounds obtained by
the analytical model exhibit a reasonable degree of matching
with the simulation experiment results, with prediction errors
ranging from 8-17%. Compared to the SNC-enabled system
performance analytical models reported in [40] [41], which
suffer from 15-30% prediction errors, the 8-17% error range is
superior. It is worth noting that the prediction error originates
from the approximation operations employed in the model
derivation, such as the MMPP approximation in Subsection
IV.A and the MGF calculation in Eq. (35). Without these
approximations, obtaining a closed-form upper latency bound
would be intractable.

3) Prediction accuracy of the proposed analytical model
by varying the task burstiness: This subsection aims to
evaluate the prediction accuracy of the proposed model by
varying the burstiness of the task arrivals. Specifically, for a
given task arrival process, e.g., 𝑀𝑀𝑃𝑃𝑡𝐺,𝑛,𝑘 , the burstiness
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Fig. 4: Packet loss probabilities predicted by the analytical model and obtained from the simulation experiments with 𝜑1,𝑛,𝑘 =
0.25, 𝜑2,𝑛,𝑘 = 0.35, 𝜆𝑛,𝑘 = {0− 48}, 𝐿 = 2, 𝑝 = 100, 𝑁𝑐𝑛 = 8, 𝑁𝑎 = 4, 𝜇𝑑,𝑛={20,40}, 𝜇𝑣𝑝,𝑛 = 50, 𝜇𝑒𝑠 = 160, 𝑉 = 15, 𝜂 = 0.2,
𝜗 = 0.35, 𝜉 = 0.45, 𝐾𝑑,𝑛 = 4, 𝐾𝑣𝑝,𝑛 = 16, 𝐾𝑒𝑠 = 8.
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Fig. 5: Stochastic latency bounds predicted by the analytical model and obtained from the simulation experiments with 𝜑1,𝑛,𝑘 =
0.25, 𝜑2,𝑛,𝑘 = 0.35, 𝜆𝑛,𝑘 = 24, 𝑁𝑐𝑛 = 8, 𝑁𝑎 = 4, 𝜇𝑑,𝑛={20,40}, 𝜇𝑣𝑝,𝑛 = 50, 𝜇𝑒𝑠 = 160, 𝑉 = 15, 𝜂 = 0.2, 𝜗 = 0.35, 𝜉 = 0.45,
𝐾𝑑,𝑛 = 4, 𝐾𝑣𝑝,𝑛 = 16, 𝐾𝑒𝑠 = 8.

of 𝑀𝑀𝑃𝑃𝑡𝐺,𝑛,𝑘 is measured by the Squared Coefficient of
Variation, calculated by 𝐶2

𝑛,𝑘
= 1 + 2𝜆1𝑛,𝑘𝜑1𝑛,𝑘

(𝜑1𝑛,𝑘+𝜑2𝑛,𝑘)2 . In the simu-

lation experiment, we change task generation burstiness while
keeping the average rate constant by adjusting the parameters
of 𝑄𝑖𝑛

𝑑,𝑛
and Λ𝑖𝑛

𝑑,𝑛
. This setting aims to study the relationship

between traffic burstiness and the upper latency bound without
being influenced by task arrival rates. The simulation and
analytical results are shown in Table. II, demonstrating that
the proposed analytical model provides an accurate prediction
of the statistical latency bounds with simulation experiments
under different burstiness levels of task arrivals.

4) Prediction accuracy of the proposed analytical model
by task offloading probabilities: Efficient offloading decision-
making plays a critical role for VEC systems to support

TABLE II: Stochastic latency bound by varying the task
burstiness

𝑑 (second)

𝐶2
𝑆

𝜆̄ 𝜆1 𝜑1 𝜑2 Sim Ana

2 32 32.5 0.0031 0.2 0.79235245 0.719621139
5 32 34.0 0.0125 0.2 0.81321485 0.723643471

10 32 36.5 0.0281 0.2 0.88412245 0.781949987
20 32 41.5 0.0594 0.2 0.90886842 0.781994308
50 32 56.5 0.1531 0.2 1.54842486 1.310132606

100 32 81.5 0.3094 0.2 1.67556854 1.402337206
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Fig. 6: Stochastic latency bounds predicted by the analyt-
ical model and obtained from the simulation experiments
by varying task offloading probabilities with 𝜑1,𝑛,𝑘 = 0.8,
𝜑2,𝑛,𝑘 = 0.3, 𝜆𝑛,𝑘 = 24, 𝑁𝑐𝑛 = 2, 𝑁𝑎 = 3, 𝜇𝑑,𝑛=25,
𝜇𝑣𝑝,𝑛 = 50, 𝜇𝑒𝑠 = 64, 𝑉 = 15, 𝐾𝑑,𝑛 = 16, 𝐾𝑣𝑝,𝑛 = 32,
𝐾𝑒𝑠 = 128.

delay-sensitive and mission-critical vehicular applications. In
this subsection, we evaluate the performance of the proposed
model with respect to stochastic latency bound by varying the
offloading probabilities (𝜂, 𝜗, 𝜉). Herein, we set the values of
𝜗 from 0 to 0.9 with an interval of 0.1 and 𝜂 from the set of
[0.1, 0.3, 0.5]. 𝜉 is obtained from 𝜉 = 1−𝜗−𝜂. Fig. 6 displays
both the simulation and analytical results, from which we can
see that the proposed analytical model provides an accurate
prediction of the worst-case latency bound with different task
offloading probabilities in VEC systems. Furthermore, Fig. 6
shows that the stochastic latency bound consistently decreases
with the increase of the probabilities that tasks are executed
at the edge server. This is because, due to factors such as
energy consumption, deployment environment, and equipment
costs, the VEC server usually has more powerful computation
capabilities compared to vehicle servers. This strategy means
that if the V2I links remain stable, increasing the number
of tasks being offloaded to VEC servers could reduce the
processing latency in VEC systems.

5) Prediction accuracy of the proposed analytical model by
vehicle speeds: This section aims to evaluate the prediction
accuracy of the proposed analytical model and simulation ex-
periments with respect to the stochastic latency bound and task
loss probability by varying the vehicle speeds. The simulation
results are depicted in Fig. 7, which shows that the proposed
analytical model provides a high degree of prediction accuracy
with prediction errors ranging from 7.3% with 𝑉 = 15
km/h to 14.7% with 𝑉 = 120 km/h. From Fig. 7, we can
observe that the higher vehicle speed pushes up the stochastic
latency bounds of the VEC task offloading. This performance
degradation stems from the deteriorated channel quality and
the reduced V2V/V2I transmission rates when vehicles run
at high speed. Contrastingly, as vehicular speed increases,
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Fig. 7: Stochastic latency bounds and Task loss probabil-
ity predicted by the analytical model and obtained from
the simulation experiments by varying vehicle speeds with
𝜑1,𝑛,𝑘 = 0.25, 𝜑2,𝑛,𝑘 = 0.35, 𝜆𝑛,𝑘 = 12, 𝑁𝑐𝑛 = 6, 𝑁𝑎 = 4,
𝜇𝑑,𝑛=80, 𝜇𝑣𝑝,𝑛 = 50, 𝜇𝑒𝑠 = 160, 𝐾𝑑,𝑛 = 16, 𝐾𝑣𝑝,𝑛 = 32,
𝐾𝑒𝑠 = 8.

VEC systems benefit from a marginal decrease in task loss
probability. This is because the reduced V2V/V2I transmission
rates when vehicles run at high speed, would reduce the task
arrival rates of both edge servers and neighbouring vehicles,
which alleviates their task computational load and results in
a slight decrement in task loss probability. Therefore, Fig.
7 reveals that although the higher speed exacerbates the
stochastic latency bound due to poorer channel quality, the
higher mobility speed may simultaneously bring a marginal
benefit of the lower task loss probability. This dual effect
underscores the complex interplay between vehicle mobility
and system performance of task offloading, which requests a
more comprehensive approach to orchestrate the computation
and communication resources of VEC systems.

6) Prediction accuracy of the proposed analytical model
by varying the task size and transmission power: Table. III
demonstrates the stochastic latency bounds derived from the
proposed model alongside results from simulation experiments
by varying both the task size, 𝐿, and transmission power, 𝑝.
Specifically, the task size ranges from 2M to 12M and the
transmission powers are set to be 𝑝 = 10, 100, 1000mW. Table.
III demonstrates that analytical results match well with those
of the simulation experiments with a prediction error ranges
from 7.06% with 𝐿 = 2M and 𝑝 = 10mW to 15.6% with
𝐿 = 12M and 𝑝 = 1000mW. Meanwhile, with the increase
of the task size from 2M to 12M, the end-to-end latency
bound is pushed up from 0.4157s to 4.4321s, over ten times
of performance degradation. This performance degradation
stems from the overloaded VEC system operation. This is
because the larger task size requires more communication and
computation resources for task transmission and processing,
which makes the VEC system more overcrowded and leads
to higher transmission and processing latencies. Furthermore,
Table. III reveals that when the transmission power reaches
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TABLE III: Stochastic latency bound with different task sizes
and transmission power

𝑝 = 10𝑚𝑊 𝑝 = 100𝑚𝑊 𝑝 = 1000𝑚𝑊

𝐿 Sim Ana Sim Ana Sim Ana

2 0.4157 0.3883 0.3585 0.3381 0.3504 0.3286
4 0.9899 0.9038 0.8314 0.769 0.8148 0.7553
6 1.7161 1.5359 1.3329 1.1849 1.3226 1.1731
8 2.5513 2.2527 1.8617 1.6345 1.8273 1.5988

10 3.478 3.0433 2.4094 2.101 2.3696 2.0615
12 4.4321 3.8426 2.9443 2.5586 2.8789 2.4903

100 mW, further increasing the transmission power has a
marginal impact on the end-to-end latency bound in VEC
systems. Specifically, as the transmission power increases
from 100 mW to 1000 mW, VEC systems only achieve
2.31% performance improvement of end-to-end latency bound
reduction. This is because wireless channel transmission is
determined by multiple factors, e.g., bandwidth allocation,
transmission power, distances among vehicles and edge server,
path loss, antenna gain and noise level as shown in Eq. (1),
therefore, solely increasing the contribution of one factor,
e.g., transmission power, in V2V/V2I transmissions does not
yield substantial reductions of end-to-end latency bound for
VEC systems, which requires more comprehensive resource
allocation strategies to improve VEC system performance.

C. Performance Analysis

The aim of this subsection is to exploit the proposed model
as a useful tool to investigate the resource allocation strategy
for VEC systems.

1) Impact of the number of vehicles participating in the
task offloading on the stochastic upper latency bound: Vehicle
cooperation is a critical aspect of VEC systems for supporting
vehicular applications. Although more vehicles involved in
task offloading would bring more computation resources, it
also results in a higher task arrival rate and computation
burden for VEC servers. This subsection targets to investi-
gate the impact of the scalability of vehicle cooperation on
the service performance of VEC systems. Fig. 8 plots the
stochastic upper latency against the number of vehicles, 𝑁𝑣 ,
involved in vehicular cooperation under different violation
error requirements. When 𝑁𝑣 is growing from 4 to 16, the
stochastic latency bound increases as the VEC system becomes
denser. This performance degradation results from the higher
number of tasks generated by vehicular applications as more
vehicles participate in task offloading, causing VEC nodes to
become overloaded, and finally yielding lower performance
for VEC task processing. However, when 𝑁𝑣 surpasses 16, the
stochastic latency bound stabilises. This is because VEC nodes
are overloaded and newly arriving tasks would be dropped,
leading to higher task loss probability. As illustrated in the
right side vertical axes of Fig. 8, the task loss probability
increases from 23.76 to 42.36%. In this case, the latency bound
does not consistently increase with the number of vehicles

4 12 20 28 36 44

Number of Vehicles

0

0.5

1

1.5

S
to

c
h

a
s
ti
c
 L

a
te

n
c
y
 B

o
u

n
d

 (
S

e
c
o

n
d

s
)

0

0.5

1

T
a

s
k
 L

o
s
s
 P

ro
b

a
b

ili
ty

 = 10
-1

 = 10
-3

 = 10
-5

Pb

Fig. 8: Impact of the number of vehicles participating in the
task offloading on the stochastic latency bound with 𝜑1,𝑛,𝑘 =
0.6, 𝜑2,𝑛,𝑘 = 0.25, 𝜆𝑛,𝑘 = 16, 𝑁𝑐𝑛 = 4− 44, 𝑁𝑎 = 4, 𝜇𝑑,𝑛=30,
𝜇𝑣𝑝,𝑛 = 50, 𝜇𝑒𝑠 = 80, 𝑉 = 15, 𝜂 = 0.2, 𝜗 = 0.5, 𝜉 = 0.3,
𝐾𝑑,𝑛 = 8, 𝐾𝑣𝑝,𝑛 = 16, 𝐾𝑒𝑠 = 64.

involved in task offloading and it is preferable to have fewer
vehicles participating in task offloading when VEC nodes are
overwhelmed.

2) Impact of computation resource of VEC server on the
stochastic upper latency bound: The computational capabil-
ities of the VEC server are paramount for VEC systems to
meet the stringent latency demands of vehicular applications.
In this subsection, the proposed analytical model is exploited
to investigate the relationship between the VEC computation
resources and the stochastic latency bound. As observed in Fig.
9, the stochastic upper latency bound decreases inversely pro-
portional to the service rates of the VEC server. Specifically,
when 𝜇𝑒𝑠 < 32, the stochastic latency bound gradually de-
creases with the increase in the service rates. This phenomenon
occurs because the effective service allocated to the tasks
successfully received by the VEC server is insufficient for
processing the newly arrived tasks. Although a slight increase
in service capability would alleviate the overloaded situation of
the VEC server, the newly arrived tasks still need to wait for a
long time in the queue before receiving computation services.
When the effective service rate surpasses the arrival rate (with
𝜇𝑒𝑠 = 32), there’s a notable decrease in the latency experienced
by tasks in the queue. Furthermore, when 𝜇𝑒𝑠 > 128, the
stochastic latency bound does not decrease rapidly, indicating
that the VEC nodes are underloaded and further increasing
the service rates does not significantly improve latency per-
formance. In addition, we can observe that for a fixed service
rate of the VEC server, the latency bound increases with the
number of applications hosted at each vehicle. For example,
with 𝜇𝑒𝑠=128, the latency bound increases by 87.32% as
the number of vehicular applications increases from 4 to
16. This is because the tasks offloaded to the VEC server
are a proportion of the tasks generated by multiple vehicles.
Therefore, increasing the number of vehicular applications per
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Fig. 9: Impact of the VEC service capabilities on the stochastic
latency bound with 𝜑1,𝑛,𝑘 = 0.7, 𝜑2,𝑛,𝑘 = 0.35, 𝜆𝑛,𝑘 = 24,
𝑁𝑐𝑛 = 6, 𝑁𝑎 = {4, 16}, 𝜇𝑑,𝑛=40, 𝜇𝑣𝑝,𝑛 = 50, 𝜇𝑒𝑠 = {21 − 29},
𝑉 = 15, 𝜂 = 0.3, 𝜗 = 0.25, 𝜉 = 0.45, 𝐾𝑑,𝑛 = 16, 𝐾𝑣𝑝,𝑛 = 16,
𝐾𝑒𝑠 = 32.

vehicle ultimately increases the overall rates of task arrivals
at the VEC server, which potentially leads to deteriorated
processing performance at the VEC server.

VI. CONCLUSION AND FUTURE DIRECTIONS

Analytical models can be used as an effective method
to study the performance limits of VEC systems. Existing
work on the performance analysis of VEC systems primarily
focused on deriving average performance metrics. To gain a
deeper understanding of the worst-case performance of VEC
systems, we presented a new analytical model in this work
to quantitatively investigate the stochastic latency bound of
intelligent VEC systems. Specifically, we formulated a new
Markov chain to analyse the impact of finite buffer size on
VEC system performance and derived the task loss probability
to enable the proposed model to analyse the performance of
VEC with limited buffer configurations. To enable cooperation
among vehicles, a new leftover service curve was developed
to calculate the available resources provided to tasks of the
interesting application where multiple competing applications
exist. Furthermore, to analyse the overall service capability
of VEC systems, the end-to-end latency bound was obtained
built upon the stochastic traffic arrival and dynamic service
processing in VEC systems. By capturing the key features
of VEC systems, such as bursty task generation, dynamic
service provisioning, serious resource competition, and limited
buffer configurations, the proposed analytical model has a
high potential to offer tremendous value for VEC systems
by pinpointing performance bottlenecks and quantitatively
optimising overall system operations.

For future research, we plan to investigate the worst-
case performance of VEC systems with the interference-rich
communication scenarios, such as Non-Orthogonal Multiple
Access (NOMA). Designing accurate analytical models with

interference-rich cellular networks to investigate the worst-
case end-to-end performance of VEC systems is intractable.
The main challenge lies in how to mathematically capture
interference-varying channels in the processes of the Markov-
chain establishment, stochastic service curve development and
MMPP-based steady-state performance analysis. Furthermore,
we will work on developing novel analytical models to reliably
analyse the worst-case performance of VEC systems under po-
tential hardware failures, such as incompatible/failed firmware
upgrades or failures due to cyber-security attacks. Although
the proposed analytical model could potentially capture the
impacts of potential hardware failures during VEC perfor-
mance analysis by customising system parameters based on
the failure consequences, it is still intractable for the proposed
analytical model to analyse VEC system performance with
cybersecurity-related failures, such as Distributed DoS (DDoS)
attacks. This stems from that the network traffic features are
usually unknown when VEC systems are under DDoS attacks,
where a large amount of attack traffic pours into the VEC
infrastructure. This makes it difficult to build accurate traffic
models and conduct performance analysis. Therefore, more
research endeavours are required to address how to predict
traffic features and develop accurate analytical models for
VEC systems under potential cybersecurity attacks.
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