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Abstract

Active vibration control (AVC) using inertial mass actuators has been shown to have great potential to mitigate vibrations and to allow the construction of increasingly slender structures leading to significant material savings. Until now, experimental applications have mainly involved the use of SISO (single-input single-output) rather than MIMO (multiple-input multiple-output) strategies. Recently, the authors have proposed a MIMO vibration control methodology based on the velocity-output-feedback concept that considers the dynamics of the inertial actuators and other important issues in human-induced vibrations. This paper details the experimental implementation carried out on an indoor in-service walkway. The experimental programme undertaken involved frequency walking tests, walking tests, heel-drop tests and continuous whole-day in-service monitoring. These measurements enabled the assessment of the vibration control performance, which has been shown to be excellent.

I. INTRODUCTION

Improvements in design methods are leading to lighter and slender pedestrian that usually satisfy ultimate limit state criteria but have the potential of attracting complaints coming from excessive human-induced vibrations. Active vibration control (AVC) via inertial mass actuators has been shown to significantly reduce the level of response, allowing structures to satisfy vibration serviceability limits. Up to now, applications mainly involve the use of SISO (single-input single-output) strategies based on collocated control (i.e., the pair sensor/actuator are placed physically at the same point) rather than MIMO (multiple-inputs multiple-outputs) strategies. This is due to the fact that SISO control strategies are easier to design and, unconditional stability and good vibration reduction performance can be achieved under the absence of actuator and sensor dynamics [1]. Although the inclusion of actuator and sensor dynamics makes the stability conditional and degrades the vibration reduction performance, there exist SISO control strategies that mitigate these problems (see for example [2], [3]).

In the case of floor structures, most of the vibration modes are usually locally spatially distributed with closely spaced natural frequencies. This means that there is no single location that can be used to control all the significant modes. Under these circumstances, MIMO control can achieve a better tradeoff between energy consumption and vibration reduction performance, as it was shown in [4], where an optimal placement of actuators and sensors for MIMO control of floor vibrations was presented. The algorithm consists of minimising a performance index (PI) in order to find simultaneously an optimal location of a predefined number of actuator/sensor (A/S) pairs and the feedback gains of direct velocity feedback (DVF) control. The main conclusion of this work is that a MIMO control is more appropriate than SISO and a multi-SISO control. In addition, the algorithm proposed in [4] considers the force/stroke saturation of actuators and a high frequency model of the floor structure, showing that a MIMO control is robust to this saturation and spillover effects.

Recently, the authors have proposed a MIMO vibration control methodology for human-induced vibration based on the velocity-output-feedback concept [5]. This strategy is based on the idea presented in [4] but includes important issues that are important for a successful implementation, such as the dynamics of the inertial actuators, including force and stroke saturation, and the lossy integrators needed to obtain the velocity from the accelerometers. The inclusion of these dynamics is a key point since they significantly affect the stability of the overall system.

This paper details the experimental implementation carried out on an indoor walkway sited at the recently constructed award winning Forum building at the University of Exeter (Exeter, UK). The experimental programme undertaken involved frequency responses tests, walking tests, heel-drop tests and continuous whole-day in-service monitoring. These measurements enabled the assessment of vibration control performance, which has been shown to be excellent. The cumulative distribution function of the response factor has been used to assess the performance of the control system for the whole-day monitoring. Additionally, the vibration dose value (VDV) and the maximum transient vibration value (MTVV) have been computed for comparison.
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This work is organised as follows. Section 2 summarises the control scheme used and the design methodology. Section 3 provides the description of the test structure and Section 4 describes the experimental implementation of the design methodology on this structure. The main conclusions of the paper are given in Section 5.

II. CONTROL STRATEGY

A. Control scheme

The general scheme shown in Fig. 1 used to define an optimal DVF MIMO control from the proposed optimisation design process. The dynamics included in Fig. 1 are grouped into the following blocks:

\[ \begin{align*}
\dot{x}_s &= A_s x_s + B_{s1} u_s + B_{s2} y_s \\
y_s &= C_s x_s.
\end{align*} \]

If model (1) is defined in modal coordinates, the state-space matrices are as follows [7]:

\[ \begin{align*}
A_s &= \begin{bmatrix} 0 & I \\ -\Omega^2 & -2Z\Omega \end{bmatrix}, & B_{s1} &= \begin{bmatrix} 0 \\ \Phi_u \end{bmatrix}, \\
B_{s2} &= \begin{bmatrix} 0 \\ \Phi_w \end{bmatrix}, & C_s &= \begin{bmatrix} \Phi_y & 0 \end{bmatrix},
\end{align*} \]

where \( \Omega \) is a \( n \times n \) diagonal matrix formed by the natural frequencies \( (\omega_1, \cdots, \omega_n) \), \( Z \) is a \( n \times n \) diagonal matrix formed by the damping ratios \( (\zeta_1, \cdots, \zeta_n) \) and \( \Phi_u, \Phi_y \) and \( \Phi_w \) are matrices with dimensions \( n \times p, q \times n \) and \( n \times r \), respectively. Each \( k^{th} \) column of \( \Phi_u \) and \( \Phi_w \) and each row of \( \Phi_y \) is formed by the \( k^{th} \) modal shape values at the positions of the actuators \( (\Phi_u) \), perturbations \( (\Phi_w) \) and sensors \( (\Phi_y) \).

The high-pass filters utilised in this work are second-order Butterworth high-pass filters with cut-off frequency equal to \( \omega_l \). The chosen value of \( \omega_l \) is the result of the tradeoff between the resonance frequency of actuator, since small values of \( \omega_l \) increase the risk of stroke saturation, and the first vibration mode of the structure, since higher values of \( \omega_l \) reduce the damping imparted by a DVF controller. The state-space model of each high-pass filter is as follows:

\[ \begin{align*}
\dot{x}_l &= A_{l_f} x_l + B_{l_f} y_s \\
y_l &= C_{l_f} x_l + D_{l_f} y_s,
\end{align*} \]

being the matrices \( A_{l_f} = diag (A_{1_l}, \cdots, A_{j_l}) \), \( B_{l_f} = diag (B_{1_l}, \cdots, B_{j_l}) \), \( C_{l_f} = diag (C_{1_l}, \cdots, C_{j_l}) \) and \( D_{l_f} = diag (\omega_{l_1}^4, \cdots, \omega_{l_j}^4) \) block diagonal, where \( A_{l_f}, B_{l_f} \) and \( C_{l_f} \) are defined as follows [8]:

\[\begin{align*}
A_{l_f} &= \begin{bmatrix} 0 & 1 \\ -\omega_l^2 & -2\sqrt{2}\omega_l \end{bmatrix}, & B_{l_f} &= \begin{bmatrix} 0 \\ 1 \end{bmatrix}, & C_{l_f} &= \begin{bmatrix} -\omega_l^4 & -2\sqrt{2}\omega_l^3 \end{bmatrix}.\]
\]
3) The control gain matrix and the required low-pass filters: required to guarantee the finite gain property of the control loop at high frequencies, avoiding spillover problems [9]. The control gain matrix (\(K\)) in a general form is defined as:

\[
K = \begin{bmatrix}
K_{11} & K_{12} & \cdots & K_{1q} \\
K_{21} & K_{22} & \cdots & K_{2q} \\
\vdots & \vdots & \ddots & \vdots \\
K_{p1} & K_{p2} & \cdots & K_{pq}
\end{bmatrix},
\]

in which \(K_{pq}\) is the control gain applied at control input \(p\) due to control output \(q\).

The low-pass filters to avoid spillover problems [9] are defined as follows:

\[
\dot{x}_{LP} = A_{LP}x_{LP} + B_{LP}y_I
\]

\[
y_{LP} = C_{LP}x_{LP},
\]

being the matrices \(A_{LP} = \text{diag}(A_{LP}, \ldots, A_{LP})\), \(B_{LP} = \text{diag}(B_{LP}, \ldots, B_{LP})\) and \(C_{LP} = \text{diag}(C_{LP}, \ldots, C_{LP})\) block diagonal, where \(A_{LP}, B_{LP}\) and \(C_{LP}\) are as follows [8]:

\[
A_{LP} = \begin{bmatrix}
0 & 1 \\
-\omega_{LP}^2 & -2\sqrt{2}\omega_{LP}
\end{bmatrix},
B_{LP} = \begin{bmatrix}
0 \\
1
\end{bmatrix},
C_{LP} = \begin{bmatrix}
\omega_{LP}^2 & 0
\end{bmatrix}.
\]

The value of \(\omega_{LP}\), which is the cut-off frequency, must be sufficiently high when compared with the controlled vibration mode with the maximum resonance frequency.

4) The saturation nonlinearity: models the actuator force limitation, which is limited by the maximum power amplifier input. This maximum value can be decreased to reduce the risk of stroke saturation but also reducing the actuator performance. The outputs of the saturation block, which are the command voltage inputs of the \(p\) actuators, are denoted by \(\hat{u}_A\).

5) The inertial-mass actuators: considered are inertial actuators that generate forces through acceleration of an inertial mass to the structure on which it is placed. The linear behaviour of the actuator can be closely described as a third-order dynamic model [10]. Thus, the state space model of the \(p\) actuators is as follows:

\[
x_A = A_Ax_A + B_Au_A
\]

\[
y_A = C_Ax_A,
\]

being the matrices \(A_A = \text{diag}(A_A, \ldots, A_A)\), \(B_A = \text{diag}(B_A, \ldots, B_A)\) and \(C_A = \text{diag}(C_A, \ldots, C_A)\) block diagonal, where \(A_A, B_A\) and \(C_A\) are as follows [10]:

\[
A_A = \begin{bmatrix}
0 & 0 & \varepsilon \omega_A \\
1 & 0 & \varepsilon \omega_A + 2\zeta_A \omega_A \varepsilon \\
0 & 1 & \varepsilon + 2\zeta_A \omega_A
\end{bmatrix},
B_A = \begin{bmatrix}
0 \\
0 \\
g_A
\end{bmatrix},
C_A = \begin{bmatrix}
0 & 0 & 1
\end{bmatrix},
\]

where the actuator is defined by \(g_A > 0\), its damping ratio \(\zeta_A\) and natural frequency \(\omega_A\). The value of \(\varepsilon\) models the low-pass properties of the actuator. The actuator in this work is an APS Dynamics Model 400 electrodynamic shaker that has been identified obtaining the following parameters: \(\omega_A = 13.2\ \text{rad/s} (2.1\ \text{Hz}), \zeta_A = 0.5, g_A = 12000\) and \(\varepsilon = 47.1\).

Thus, the state equation of the closed-loop system is obtained from Fig. 1 and Eqs. (1)-(9), and results in

\[
\begin{bmatrix}
x_I \\
x_L \\
x_A \\
x_{LP}
\end{bmatrix} = \begin{bmatrix}
A_I & 0 & 0 & -B_SC_A \\
B_IC_P & A_{LP} & 0 & 0 \\
B_{LP}D_I & B_{LP}C_I & A_{LP} & 0 \\
0 & 0 & B_A & K_C_A & A_A
\end{bmatrix} \begin{bmatrix}
x_I \\
x_L \\
x_A \\
x_{LP}
\end{bmatrix} + \begin{bmatrix}
B_I \\
0 \\
0 \\
0
\end{bmatrix} w_s.
\]

The eigenvalues of the \(2(n + 2q + p) \times 2(n + 2q + p)\) state-space matrix are considered into the restrictions defined in the design. These eigenvalues (i.e., the poles of the closed-loop system) are denoted by \(\zeta_{CLT} \pm j\omega_{CLT} \sqrt{1 - \frac{\tau^2}{\zeta_{CLT}}},\) where \(\tau \in [1, \ldots, 2(n + 2q + p)]\) and \(j\) is the imaginary unit.
B. Human vibration perception

The vibration that can be perceived by a human depends on the direction of incidence to the human body, the frequency content of the vibration (for a given amplitude) and the duration of sustained vibration, among other factors. Thus, frequency weighting functions are applied in order to account for the different acceptability of vibrations for different directions and body positions [11]. These have been included in current floor design guidelines such as the SCI guidance [12]. According to ISO 2631 [11], for z-axis vibration and standing and seating, the frequency weighting function ($W_k$) is a filter with the frequency response shown in Fig. 2. Moreover, sustained vibrations are penalised in the control design, giving more importance to transient vibration of long-duration than those of short-duration. This is taken into account by multiplying the system response by an exponential time weighting (i.e., $e^{\alpha t}$), where $\alpha > 0$ adds a constraint in the relative stability of the controlled system. Note that sustained states are penalised more heavily as $\alpha$ is increased. Therefore, the human vibration perception is considered in the controller design by weighting the state vector of the structure $x_s = [x_{s1}, \cdots, x_{sn}]$ (see (1)) as follows:

$$x_{sw} = (e^{\alpha t}x_{s}(t)) * g_{FW}(t), \ l \in [1, \cdots, 2n],$$

where (*) denotes the convolution process and $g_{FW}(t)$ is the impulse response function of a system with the frequency response function (FRF) shown in Fig. 2. Note that the time and frequency weighted vector $x_{sw}$ is only used to calculate the PI used to derive the optimal A/S locations and the gain matrix. In other words, the weighting functions are not included in the closed-loop system of Fig. 1.

C. Controller design

The design process is based on the minimisation of a PI related to the dissipation energy of the whole structure due to the AVC action for a given excitation. The PI, which is calculated by using the time and frequency weighted structure states of (11), is defined as follows:

$$J(K, \Lambda) = \frac{1}{2} \int_0^{t_f} x_{sw}^T (K, \Lambda)Qx_{sw} (K, \Lambda)dt,$$

where the matrix $Q$ is a $2n \times 2n$ positive definite matrix and is taken as [4]

$$Q = \begin{bmatrix}
\omega_1^2 \phi_{1,\text{max}} & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \omega_n^2 \phi_{n,\text{max}} & 0 & \cdots & 0 \\
0 & \cdots & 0 & \phi_{1,\text{max}} & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 0 & \cdots & \phi_{n,\text{max}} \\
\end{bmatrix},$$

in which $\phi_{k,\text{max}}$ is the maximum value of the $k^{th}$ modal shape $\phi_k$. Note that the displacement states are weighted by the natural frequencies, thus making the displacement states comparable to the velocity states. The variable $\Lambda$ contains the locations of a set of $p$ actuators and $q$ sensors. Finally, the value of $t_f$ is the simulation time to obtain the PI, which must be large enough to achieve the steady state of $J(K, \Lambda)$ (i.e., the weighted vector $x_{sw} \approx 0$).

The proposed design methodology is divided into the following steps:
Step 1: Select a set of structure nodes where the $p$ actuators and $q$ sensors can be placed to define each possible combination for actuator and sensors. The set of these possible values for $\Lambda$ is denoted by $\Lambda_{pq}$.

Step 2: Define the following restrictions to minimise the $PI J = (K, \Lambda)$: i) $\Lambda \in \Lambda_{pq}$, ii) $0 \leq \alpha \leq \min_k (\xi_k \omega_k)$, where the upper limit of $\alpha$ guarantees that the system simulation converges to zero, and iii) the closed-loop system defined in Eq. (10) is stable (i.e., the possible values for $K$ are thus defined) and iv) the damping corresponding to the lower closed-loop poles of the actuator dynamics has to be greater than a minimum value denoted as $\xi_{arbest}$, which is a minimum closed-loop damping to reduce the risk of stroke saturation.

Step 3: Define the system perturbation to assess the controller performance. Note that the design of optimal controllers for unknown disturbances is not trivial since prescribed disturbances are needed within the design process. The solution adopted in this work, similar to that used in [4], is to approximate the influence of zero initial conditions and a spatially distributed, but temporally impulsive, disturbance force by an appropriate initial condition and zero disturbance force. This is achieved by introducing a non-zero initial condition to the velocity states of the structure. Thus, the system perturbation is defined as $x_i(0) = [x_1 = 0, \ldots, x_n = 0, x_{n+1} = \dot{x}_1(0), \ldots, x_{2n} = \dot{x}_n(0)]$, where each value of $\dot{x}_i(0)$ is obtained as follows:

$$\dot{x}_i(0) = F_0 \phi_{k,\max},$$  \hspace{1cm} (14)

where $F_0$ represents the impulse loading applied to a particular vibration mode. Note that the impulsive force is applied to the point of maximum amplitude of each vibration mode, creating thus an extreme scenario for the initial disturbance. It is expected that the control system will perform successfully under other loading conditions.

Step 4: Find the values of $\Lambda$ and $K$ that minimise $J(K, \Lambda)$ of Eq. (12). Operationally, the Step 4 is divided into the following substeps:

Step 4.1: The values of $J$ are obtained for each $\Lambda \in \Lambda_{pq}$ as follows:

$$J_\Lambda = \min_K J(K, \Lambda),$$ \hspace{1cm} (15)

where each $J_\Lambda$ is calculated by using the MATLAB function $\text{fminsearch}$, which minimises the function defined by the simulation of the control scheme of Fig. 1 with the initial conditions defined by Eq. (14), and the restrictions (ii), (iii) and (iv) of Step 2.

Step 4.2: The final values of $K$ and $\Lambda$ are those corresponding to the minimum value of $J_\Lambda$, which is denoted as $J_{\text{OP}}$ and is defined as follows:

$$J_{\text{OP}} = \min_\Lambda J_\Lambda.$$ \hspace{1cm} (16)

### III. Structure Description

The test structure, which is a walkway sited in the University of Exeter Forum Building (Fig. 3), is approximately 15 m long and 2.7 m wide, as shown in Fig. 4. It was decided that a test grid of 39 test points (TP) would be used (13 x 3 rows) to carry out an experimental modal analysis (EMA) to obtain the structure model (1)-(2). The excitation was provided by an APS Dynamics model 113 shaker, which was placed sequentially at TPs 4 and 7. The acceleration response was monitored to carry out an experimental modal analysis (EMA) to obtain the structure model (1)-(2). The excitation was provided by an APS Dynamics model 113 shaker, which was placed sequentially at TPs 4 and 7. The acceleration response was monitored to carry out an experimental modal analysis (EMA) to obtain the structure model (1)-(2). The excitation was provided by an APS Dynamics model 113 shaker, which was placed sequentially at TPs 4 and 7. The acceleration response was monitored to carry out an experimental modal analysis (EMA) to obtain the structure model (1)-(2). The excitation was provided by an APS Dynamics model 113 shaker, which was placed sequentially at TPs 4 and 7. The acceleration response was monitored to carry out an experimental modal analysis (EMA) to obtain the structure model (1)-(2).

The properties of the first four modes obtained are presented in Table I and the mode shapes are shown in Fig. 5. The good accuracy of the model can be observed in Fig 6, which shows a comparison between the experimental point acceleration FRF at TP 7 and its regenerated counterpart based on the estimated modal properties. From Table I, it can be observed that the first vibration mode might be excited by the third harmonic of walking excitation (pacing frequency of 2.1 Hz).

<table>
<thead>
<tr>
<th>Mode Number (bending or torsional)</th>
<th>Natural Frequency (Hz)</th>
<th>Damping Ratio (%)</th>
<th>Modal Mass (Tonnes)</th>
<th>$\Phi_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (bending)</td>
<td>6.3</td>
<td>1.0</td>
<td>13</td>
<td>$66.5 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>2 (torsional)</td>
<td>10.5</td>
<td>0.9</td>
<td>10</td>
<td>$98.5 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>3 (bending)</td>
<td>14.6</td>
<td>2.1</td>
<td>39</td>
<td>$25.6 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>4 (bending)</td>
<td>20.5</td>
<td>2.5</td>
<td>12</td>
<td>$84.8 \cdot 10^{-6}$</td>
</tr>
</tbody>
</table>
Fig. 3. Forum walkway (University of Exeter).

Fig. 4. Test grid for the EMA.

Fig. 5. Mode shapes of the first four vibration modes.
Fig. 6. FRF of the Forum walkway at TP 7. (--) Experimental results and (—) model.

(a) Magnitude in dB referenced to (m/s²)/N.

(b) Phase.
IV. VIBRATION CONTROL PERFORMANCE

The control strategy presented in Section II has been designed to cancel vibrations on the structure described in Section III. Two A/S pairs have been used for this purpose. The designed methodology presented in subsection IIC is now followed. Thus, the following designed parameters have been considered:

- The structural nodes considered in Step 1 are the 39 TPs used to identify the structure dynamics (Fig. 4).
- The restrictions for Steps 2 and 3 used to set the optimisation problem are: $\alpha = 0.25$, $F_0 = 2670$ N (which is the normalised maximum force of an idealised heel-drop excitation).
- The configuration of the control scheme to find the gain matrix $K$ consists of setting (see Fig. 1): (i) the actuator saturation voltage which was chosen to be 2 V (this is the maximum allowable value to avoid force saturation of the actuator) and (ii) the cut-off frequency for the high and low-pass filter which were chosen as 2 and 30 Hz, respectively. The high-pass filter at low frequencies reduces the sensitivity of the actuator to stroke saturation and the low-pass filter at high frequencies avoids instabilities due to high-frequency components.

The optimization process described in Step 4 is then run. The minimum value of the PI is $J_{OP} = 5.695 \times 10^{-2}$ for the A/S pairs placed at TPs 7 and 8 with $K_{11} = 755$ and $K_{22} = 741$. For this particular structure, $K_{12}$ was -2, which influence on the control scheme is very small, and then it can be neglected in the practical implementation.

A. Frequency response tests

The AVC system was assessed firstly by carrying out FRF-based tests. The actuators were placed at TPs 7 and 8, an excitation shaker was placed at TP 7 and several accelerometers were distributed along the structure. Fig. 7 shows the experimental FRFs with and without control between TP 4, 7 and 10 and TP 7. The maximum reduction achieved was almost 30 dB for the first vibration mode and 17 dB for the second one. Apart from the less sensitive to excitation, the maximum values of the FRF magnitude has decreased in such a way that is much more difficult to excite the structure by pedestrian excitations. It is important to observe that the controlled structure is not sensitive to excitation close to the natural frequency of the actuator. That is, the controlled system is insensitive to stroke saturation.

B. Time history tests

The structure vibration level was measured by carrying out single pedestrian tests of walking at 2.1 Hz in such a way that the first vibration mode of the structure was excited by the third harmonic of walking. The tests consist of walking from one side to the other and back again. The pacing frequency was controlled using a metronome set to 126 beats per minute. Fig. 8 shows an example of $W_k$ weighted response acceleration time histories (including the 1-s running RMS acceleration) for an uncontrolled and controlled test. The maximum transient vibration value (MTVV) calculated from the maximum value of running RMS acceleration is used to compared results. MTVV value was reduced by approximately 85 % for the controlled test. The response factor (R-factor is usually used) to assess the vibration serviceability of structures. This
R-factor is obtained by dividing the MTVV by 0.005 \( \text{m/s}^2 \). Then R-factor for the uncontrolled test was 20.4 and 3.2 for the controlled test.

![Graphs showing Acceleration vs. Time](image)

(a) Uncontrolled. 

(b) Controlled. 

\[ \text{Peak} = 0.170, \text{R-factor} = 20.424 \text{ m/s}^2 \]

\[ \text{Peak} = 0.048, \text{R-factor} = 3.200 \text{ m/s}^2 \]

**Fig. 8. Experimental results. Walking at 2.1 Hz (126 bpm).**

The performance was also tested by using heel-drop excitations, which is an impulsive excitation useful in evaluation of floor structures. A heel-drop excitation is the force created by a person standing on their toes and suddenly dropping to their heels to hit the floor. Fig. 9 shows an example of performance. It can be observed that 17 signal cycles are needed to reduce the acceleration level under 0.05 \( \text{m/s}^2 \); however, only 2 signal cycles are needed for the controlled case.

**C. Whole day monitoring**

Continuous whole-day monitoring tests were also carried out to assess the vibration reduction under real in-service loading. The acceleration was measured from 10:00 am to 17:00 pm during two working days, one day without and one with the AVC system working (see Fig. 10). The R-factor and the VDV are used to quantify the vibration reduction. The cumulative distribution of the R-factor is shown in Fig. 11 for TPs 4, 7 and 10 for the controlled and uncontrolled case. The proportion of time that the acceleration was over an R-factor of 4 was 20% without control, whereas the inclusion of the control decreases this value to an impressive 0.2%.

For walking activities are, by their nature, not continuous, i.e., they are intermittent. Thus, for intermittent vibrations, the cumulative VDV is generally accepted to be a reliable quantity in determining perceptive tolerance levels [12]. Fig. 12 shows the cumulative distribution of the VDV for the same TPs and with and without control. Considering 7 hours of continuous monitoring, the VDV is reduced from 0.467 to 0.159 \( \text{m/s}^{1.75} \) and for 16 hours, the VDV is reduced from 1.270 to only 0.432 \( \text{m/s}^{1.75} \).

**V. CONCLUSIONS**

This work has presented the experimental implementation of a MIMO AVC on an in-service structure. The AVC methodology has been recently proposed by the authors and has considered the most important issues that have to be taken into account in a successful implementation. This point has been demonstrated by undertaking an experimental programme...
involving frequency responses tests, walking tests, heel-drop tests and continuous whole-day in-service monitoring. All the tests carried out have demonstrated the AVC capacity of reducing vibration. As an example, the cumulative R-factor for a whole-day monitoring was computed. The portion of time that an R-factor of 4 was exceeded was approximately 20%. This value was reduced to an impressive 0.2% when the AVC system was working.
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Fig. 10. Experimental results. Group random walking.

Fig. 11. Experimental results. R-factor monitoring.

Uncontrolled: VDV7hr = 0.467, VDV16hr = 1.270
Controlled: VDV7hr = 0.159, VDV16hr = 0.432

Fig. 12. Experimental results. VDV monitoring.