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Participatory sensing is a promising sensing paradigm that enables collection, processing, dissemination
and analysis of the phenomena of interest by ordinary citizens through their handheld sensing devices. Par-
ticipatory sensing has huge potential in many applications, such as smart transportation and air quality
monitoring. However, participants may submit low quality, misleading, inaccurate, or even malicious data
if a participatory sensing campaign is not launched effectively. Therefore, it has become a significant issue
to establish an efficient participatory sensing campaign for improving the data quality. This paper proposes
a novel five-tier framework of participatory sensing and addresses several technical challenges in this pro-
posed framework including: 1) optimized deployment of data collection points (DC-points); and 2) efficient
recruitment strategy of participants. Toward this end, the deployment of DC-points is formulated as an op-
timization problem with maximum utilization of sensor and then a Wise-Dynamic DC-points Deployment
(WD3) algorithm is designed for high quality sensing. Furthermore, to guarantee the reliable sensing data
collection and communication, a trajectory-based strategy for participant recruitment is proposed to enable
campaign organizers to identify well-suited participants for data sensing based on a joint consideration of
temporal availability, trust and energy. Extensive experiments and performance analysis of the proposed
framework and associated algorithms are conducted. The results demonstrate that the proposed algorithm
can achieve a good sensing coverage with a smaller number of DC-points and the participants that is termed
as social sensors, are easily selected to evaluate the feasibility and extensibility of the proposed recruitment
strategies.
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1. INTRODUCTION
Participatory sensing is an emerging and promising sensing paradigm that relies on
the voluntary cooperation of users equipped with embedded or integrated sensors. This
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new data collection method offers excellent opportunities to address large-scale society
problems [Weinschrott et al. 2010; Kanhere 2011]. Participatory sensing relies on the
participation of end users with mobile computing devices (e.g., smartphones) to create
interactive sensor networks that enable data gathering, analysis, and sharing [Ah-
madi et al. 2010]. Participatory sensing applications have recently been developed and
spanned in diverse domains ranging from pure information sharing [Gaonkar et al.
2008] to participatory environmental monitoring [Kotovirta et al. 2012], such as ur-
ban air and noise pollution [Zheng et al. 2013; Rana et al. 2010], to social network
applications [Dong et al. 2008] as well as route and behavior planning [Reddy et al.
2010b; Eisenman et al. 2007].

Fig. 1 illustrates the architecture of a typical participatory sensing application. The
sensing data can be collected by the phones of volunteers or participants recruited by
participatory sensing campaign organizers. Then, these collected data are reported to
a central server for processing using wireless data communications. After the data are
processed and analysed on the server, the sensing results are presented in various
forms, such as graphical representations or maps. Simultaneously, the results may be
displayed locally on the participants’ mobile phones or accessed by the organizers of
participatory sensing campaign.
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Fig. 1. Architectural Overview of a Typical Participatory Sensing Application

The major difference between participatory sensing and traditional sensing lies in
the fact that each participant is regarded as a “social sensor”, sensing the surrounding
environment to upload data. Thanks to participants’ powerful ability for analysis and
judgement, the Participatory Sensing Systems (PSSs) request the participants to sense
the surrounding information dynamically. Therefore, it works timely and widely to re-
duce the burden on the system and enlarge the geographical coverage. However, par-
ticipants as the data collection carriers are demanded to sense anytime and anywhere,
which impede the wide use of participatory sensing. Furthermore, the participants are
interested or related in the sensing campaign, and the number of participants is not
large-scale, that just allow participatory sensing to be applied in a small range and
variety diversity of projects.

Considering a real scenario of PM 2.5 real-time monitoring in Beijing City. In reality,
there are insufficient air quality measurement stations in a city due to the expensive
cost of building and maintaining such a station. For example, 35 air quality measure-
ment stations are currently established in Beijing city. Since these stations are station-
ary base stations with the traditional network coverage mechanism, they cost lots of
money and manpower. Generally, an air quality measurement station needs a certain
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size of land, huge amount of money (about 200,000 USD for construction and 30,000
USD per year for maintenance[Zheng et al. 2013]), human resources to regularly take
care of it, and 24 hours per day power consumption. Thus, this fact greatly limits the
number of measurement stations. However, we expect to obtain the measured values
of air quality in PSSs through the mobile sensing devices held by crowd and further
aggregate these values for intelligent services supply. In particular, the price of a hand-
held PM 2.5 sensing device powered by lithium battery (10 W) is 500 USD. At the worst
case, the employers (e.g., environmental protection agency) buy devices for users who
are willing to sense the air quality voluntarily/incentively. Roughly, 14,210 users can
be recruited with the same cost consumed by the traditional sensing system every year
for their participatory sensing campaign. From the sustainability point of view, the PS
paradigm is better than the traditional sensing paradigm in terms of both cost and
energy.

However, facilitating participatory sensing from a potential to a reality remains two
major challenges. When a participatory sensing campaign is launched, the optimized
deployment of DC-points should be handled with the aim of maximizing network cover-
age and minimizing sensing cost. Because participatory sensing is organized virtually,
recruiting the particular participants for the campaign not only relies on participants’
availability in the Point of Interest (POI), but also can be enhanced by incorporating
participants’ trust and energy of their sensing devices.

Motivated by the above statements and research challenges on participatory sens-
ing, this paper makes the following major contributions:

— An original five-tier participatory sensing framework in PSSs is proposed. In this
new framework, an optimized deployment scheme of the data collection points is
investigated firstly in the deployment layer with consideration of maximum network
coverage and energy-efficiency. Secondly, the social sensors are dynamically selected
in the recruitment layer. Finally, the social sensors voluntarily/incentively sense their
surrounding environment in the sensing layer.

— Based on the analysis of static and dynamic deployment schemes in the proposed
framework, a Wise-Dynamic DC-points Deployment (WD3) algorithm that incorpo-
rates the advantages of both schemes, is proposed. This algorithm with the consid-
erations of the impact from the hot spot regions, is presented to deploy the data
collection points for high quality sensing.

— In order to guarantee a high quality sensing by selecting the appropriate partici-
pants, a trajectory-based recruitment strategy of participants which considers the
availability, trust and energy of users is proposed. In particular, the future trajectory
of users are predicted by using Dynamic Tensor Analysis (DTA) algorithm. A basic
selection strategy of participants is firstly devised in terms of availability. Further, a
refined selection strategy of participants is discussed based on joint consideration of
trust and energy of users.

— We present a case study of noise monitoring at a university campus to evaluate the
feasibility and effectiveness of the proposed recruitment strategy. The experimental
results show that the proposed WD3 algorithm can lead to the use of few DC-points
that are able to cover the most part of the monitoring area in the deployment layer.
Furthermore, the feasibility and effectiveness of our selection strategies of social sen-
sors are evaluated in the recruitment layer.

The rest of this paper is organized as follows. Section 2 overviews the related work
on DC-points deployment and participants recruitment in PSSs. The proposed frame-
work and the problem statement of participatory sensing are presented in Section 3.
Section 4 presents a Wise-Dynamic DC-points Deployment (WD3) algorithm to effi-
ciently deploy the DC-points for high quality sensing. Section 5 is devoted to handling
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the recruitment strategy of participants based on their trajectory. Experimental re-
sults are shown in Section 6. Finally, Section 7 concludes this paper.

2. RELATED WORK
This section discusses the related research focusing on the deployment of DC-points
and the issues of participants recruitment in PSSs, respectively.

2.1. DC-Points Deployment
In participatory sensing, the issue of deploying data collection points deployment has
not been addressed in prior work. Most existing studies on participatory sensing have
assumed that the data collection points are initially given without any optimizations,
such as sensing coverage maximization and deployment cost. Generally, an optimal
scheme aims to achieve sensing coverage as large as possible by deploying the number
of collection points as small as possible. From this point of view, this research issue
is related to the sensing coverage problem in sensor networks [Li et al. 2013; Wang
2011]. In sensor networks, the coverage problem reflects how well a sensor filled is
monitored and it is one of the most important performance metrics to measure sensor
networks. The existing approaches on coverage problem in sensor networks mainly
focus on energy conservation and lifetime optimization due to limited resources of
sensor networks. The approach proposed in [Osmani et al. 2009] aims to maximize
coverage while minimizing sensor movement. Their results demonstrate that the pro-
posed method does achieve good coverage with the less movement for adjusting the
deployment but it does require a complex algorithm running in the sensor nodes.
[Wang et al. 2006] presented three separate deployment protocols to support a high
level of coverage with minimal movement in a short time. However, the scalability of
the protocols suffers some problems. [Ammari and Das 2012] proposed configuration
protocols to solve the problem of k-coverage in wireless sensor networks and proved
that their protocols select a minimum number of sensors to achieve full k-coverage
of a field while guaranteeing connectivity between them. Recently, the artificial in-
telligence algorithms are widely used for sensor deployment issue. By using artificial
bee colony algorithm, [Mini et al. 2014] identifies optimal deployment locations of the
given sensor nodes with a pre-specified sensing range, and schedules them for a max-
imum network lifetime with the required coverage level. [Liao et al. 2015] targets at
achieving full coverage of the monitoring area and prolonging network lifetime, an ant
colony optimization algorithm based sensor deployment scheme is proposed. Instead
of selecting and placing static devices to maximize coverage, our work differs in that
the participants recruitment process is carried out after determining the “visual” data
collection points. Besides, DC-points deployment in our paper does not need to take the
energy factor into account at this stage. Importantly, our proposed deployment scheme
can obtain the maximized sensing coverage with the considerations of hot spots and
obstacles.

2.2. Participants Recruitment
The process of identifying suitable participants is usually performed with associated
considerations, such as availability, reputation, expertise, and trust. In most PSSs,
availability of participants in terms of geographic and temporal coverage of the sens-
ing area is critical. For example, in an air quality sensing campaign of a university
campus, it is desirable to recruit participants who regularly pass through the sens-
ing region and cover as much of the area as possible. [Reddy et al. 2010a] pioneered
the study on a recruitment framework for participatory sensing systems which aims at
identifying suitable participants based on parameters such as geographical and tempo-
ral availability of participant. Incorporating the distributed computing, [Tuncay et al.
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2012] proposed a distributed recruitment framework of participants for opportunistic
sensing. The recruitment component exploits the suitability of user behaviours, and
based on the mobility history information, recruits only the nodes that are likely to be
in the sensing area when the sensing activity is taking place. The reputation-based,
expertise-based as well as trust-based recruitment schemas are also widely studied in
PSSs. Recently, a trust-based participants recruitment framework for PSSs is proposed
in [Amintoosi and Kanhere 2013b]. Their framework leverages multi-hop friendship
relations to identify and select suitable and trustworthy participants among friends
or friends of friends, and finds the most trustable paths to them. Further, they pro-
posed an application-agnostic reputation framework for social PSSs by considering
both the quality of contribution and the trustworthiness level of participant within the
social network [Amintoosi and Kanhere 2013a]. In addition, [Wang et al. 2013] solved
a problem of two conflicted objectives “anonymity” and “trust” in PSSs. To this end, a
privacy-preserving provenance model, a data trust assessment scheme and an anony-
mous reputation management protocol are investigated. Our previous work [Hao et al.
2014] presents a framework of participatory sensing and then develops a trajectory-
based recruitment strategy of social sensors in order to enable service providers to
identify well suited participants for data sensing based on temporal availability, trust,
and energy. [Luo et al. 2014] designs an incentive mechanism based on all-pay auctions
for selecting the social sensors in participatory sensing, this proposed approach accom-
modates incomplete information with information asymmetry, risk-averse agents and
stochastic population. In [Karaliopoulos et al. 2015], the researchers formulate the se-
lection of users as a minimum cost set cover problem with a submodular objective func-
tion and put forward a practical greedy heuristic algorithm for the solving the users
selection problem. Different from the existing participants recruitment methods, the
strategy proposed in this paper is based on tensor which can represent and process the
multi-dimensional data efficiently. Specifically, the novelty of our recruitment strategy
takes the mobility, trust, and energy of mobile users into account together in order to
grantee the reliable sensing data.

3. FRAMEWORK FOR PARTICIPATORY SENSING SYSTEMS
This section firstly presents a novel framework of PSSs and exhibits two key challenges
about DC-points deployment as well as social sensors recruitment. Then, a problem of
participatory sensing campaign launching is provided.

3.1. The Proposed Five-tier Framework
Fig. 2 presents a new five-tier framework for PSSs proposed in this paper. The frame-
work is composed of five layers (namely, data collection points deployment layer, par-
ticipants recruitment layer, data sensing layer, data transmission layer, and data pro-
cessing layer) in which different functionalities are enabled. We elaborate the functions
and responsibilities of each layer by a bottom-up view approach.

(1) Data Collection Points Deployment Layer: This layer determines an optimized
deployment scheme of the data collection points in a given monitoring area. Intu-
itively, an optimized deployment scheme of the data collection points implies an
efficient and accurate participatory sensing campaign. Generally, the deployment
scheme based on maximum sensing coverage is taken into account.

(2) Participants Recruitment Layer: Considering the limited budget and dynami-
cal behaviors of users, a dynamic recruitment strategy of social sensors need to be
proposed in this layer. The main factors that affects recruitment of social sensors
are as follows: 1) the availability of users in pre-deployed data collection points;
2) trust value of users; 3) the remaining power of their mobile phones. To recruit
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Fig. 2. Five-tier Participatory Sensing Framework.

the targeted users as the social sensors, some necessary incentivations, such as
awarding gifts and coupon are adopted.

(3) Sensing Layer: This layer is devoted to sensing the surrounding environment
using sensors that are embedded in the mobile phones, smart watches, Google
glasses, etc. Once users move to or approach the pre-deployed data collection
points, the incentive mechanisms will be initiated to request them for sensing the
surrounding environmental context.

(4) Data Transmission Layer: To provide reliable data transmission services, data
transmission layer manages the transmission of obtained sensing data to the data
center for further processing by the Internet. Before accessing the Internet, mobile
users may send the sensing data via either WLANs or Cellular networks. From the
energy-saving point of view, there exists an important issue about heterogeneous
wireless networks selection.

(5) Data Processing Layer: Servers analyze and process the received sensing data
including data aggregation, redundant data filtering, as well as data mining and
so on [Jara et al. 2010]. By processing the obtained sensing data, some relevant
services can be provided, such as early warning of traffic jam and climate forecast.

As can be seen from Fig. 2, there exists a reciprocal relationship between the pro-
cessing layer and the social sensors recruitment layer. The processing layer not only
aggregates and analyzes the collected sensing data but also estimates the trust and
energy during their multiple participatory sensing interactions. It will directly affect
the recruitment strategy in the recruitment layer.

3.2. Key Challenges and Problem Statement
The essence of participatory sensing is data collection and interpretation. Participa-
tion requirements allow a campaign organizer (data analyst) to recruit and encour-
age participants that have a certain level of experience or are available in a certain
time-spatial space. The key challenges of the PS campaign are to determine the opti-
mized deployment of data collections points (DC-points) and design efficient recruit-
ment strategy in which each participant can be dynamically selected and assigned to
a set of DC-points where data should be collected. In this section, we formally describe
this problem incorporated with the aforementioned two challenges as follows.
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(Participatory Sensing Campaign Launching) Given a R×R area and a group
of participants with their mobile traces, the entire PS campaign determination is com-
posed of the following two technical aspects:

(1) Detecting the data collection points (DC-points) which can maximize the network
coverage of the given area in the deployment layer.

(2) For a campaign C(G,T ), where G as the set of grids including the DC-points, and
T represents the set of time of data sensing and collection determined by the cam-
paign requirements. Thus, the recruitment problem in the recruitment layer is to
dynamically select each participant u ∈ U (U is the set of users) to any DC-point
located in G, such that DC-point in a grid g is closer to the location of u than to
that of any other participant in U .

Then, those recruited participants will carry out C(G,T ) at required time and location
for campaign organizers. Clearly, the proposed research problems fall into the deploy-
ment layer and recruitment layer as shown in Fig. 2. Sections 4 and 5 will discuss how
to deploy the data collection points as well as how to recruit the participants based on
their trajectory in PSSs.

4. A WISE-DYNAMIC DC-POINTS DEPLOYMENT SCHEME
Aiming to detect the optimized DC-points deployment scheme in the given R×R area,
we firstly analyse the static and dynamic deployment schemes: 1) Hexagon-based
GAF-Like DC-points static deployment algorithm; and 2) Virtual Force based DC-
points dynamic deployment algorithm. Based on the detailed analysis and discussion
on the above static and dynamic deployment algorithms, a wise dynamic DC-points
deployment scheme and its corresponding algorithm are presented. The DC-points de-
ployment can be formulated as an optimization problem of utilization of sensor. The
objective is to maximize the utilization of sensor η. In other words, maximizing η is
equivalent to maximizing the sensing coverage A and minimizing the number of DC-
pointsD for saving the cost of participatory sensing campaign. Formally, this optimiza-
tion problem is mathematically described as follows,

max η =
A

D ∗ πr2i

s.t. A = R2
∩
{

D∪
i=1

ai}.

where ri and ai indicate the sensing radius and coverage of sensor si, respectively.

4.1. Static Deployment
For the static deployment of DC-points, a Hexagon-based GAF-like algorithm [Xu et al.
2001] was utilized to obtain a seamless coverage deployment solution for the given
monitoring area. This approach, as shown in Fig. 3(a), ensures that all the points in
this area are fully covered at the cost of more sensors to be used. In a 400 × 400
m2 monitoring area as illustrated in our experiment, 33 hexagon cells are required to
cover the whole area as shown in Fig. 3(b).

The hexagon-based GAF-like algorithm guarantees 100 % network coverage if at
least 33 sensors operate in the active mode in each round, one for each cell. Obviously,
the sensor utilization, η, of this deployment solution can be calculated as

η =
4002

33 ∗ π502
= 0.617 (1)
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Fig. 3. Static Deployment of DC-points

4.2. Dynamic Deployment
Since the number of participants is not considerably large in real-life participatory
sensing campaign, a dynamic deployment of DC-points is urgently needed and used to
minimize the number of DC-points and improve the sensor utilization, η.

The dynamic deployment algorithm consists of two technical steps: 1) computing
virtual force interacted with DC-points and 2) adjusting the positions of DC-points
according to the resultant force calculated by all virtual force interacted on them.

4.2.1. Virtual Force Computation. The basic idea of virtual force algorithm (VFA) [Zou
and Chakrabarty 2004] is that the sensor field of wireless sensor network can be re-
garded as a potential field and each sensor behaves as a “source of force” for all other
sensors. This force can be either positive (attractive) or negative (repulsive).

Definition 4.1. (Virtual Force of a Sensor) Let
−→
F i be a resultant virtual force

determined by the vector sum of all the forces acting on the sensor si, it is formulated
as follows,

−→
F i =

k∑
j=1,j ̸=i

−→
F ij +

−→
F iR +

−→
F iA (2)

where
−→
F ij refers to the virtual force between si and sj ;

−→
F iR indicates the virtual re-

pulsive force between sensors and obstacles, such as buildings; and
−→
F iA denotes the

virtual attractive force between sensors and coverage areas. Fig. 4 depicts a stress
analysis diagram of sensor s1 with Hot Spot Region and Obstacle. For a real-life sens-
ing environment, Hot Spot Regions and Obstacles are usually exist in the sensing
environment. Since we pay more attention to the Hot Spot regions rather than obsta-
cles, thus more participants are hopefully recruited for further sensing in Hot Spot
regions while fewer participants are recruited for sensing nearby obstacles. Clearly,
the resultant virtual force of s1 is calculated with

−→
F 1 =

∑4
j=1,j ̸=i

−→
F 1j +

−→
F 1R +

−→
F 1A.

Let dth be the threshold on the distance between sensor nodes, and r be the sensing
radius. Then,

−→
F ij is calculated by using the following equation,
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−→
F ij =


(ωA(dij − dth), αij) if dij > dth
0 if dij = dth
(ωR

1
dij
, αij + π) if dij < dth

(3)

where dij is the Euclidean distance between si and sj , ωA and ωR denote the constant
coefficients of virtual attractive force and virtual repulsive force, and αij is the orien-
tation (angle) of vector from si to sj .

Since the computational approaches [Zou and Chakrabarty 2004] of
−→
F iR and

−→
F iA

are similar to that of
−→
F ij , this paper will not unfold elaboration of their computation.

1
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Fig. 4. The Stress Analysis Diagram of Sensor s1

4.2.2. Performance Analysis. To better understand the working process and advan-
tages of VFA, the simulation experiments are conducted in the same monitoring area
400×400m2 including 28 sensors. Fig. 5(a) shows an initial random deployment in the
monitoring area. Then, this initial deployment is optimized by using VFA and a final
deployment of these sensors is obtained as shown in Fig. 5(b). Apparently, the sensing
coverage in Fig. 5(b) is almost filling in the most region of the area. As can be seen
from Fig. 5(c), the coverage ratio is changing from 75 % at the beginning stage to 97 %
due to multiple VFA iterated operations.

Likewise, the utilization of sensor η of this dynamic deployment solution can be
calculated as

η =
4002 ∗ 0.97
28 ∗ π502

= 0.706 (4)

Obviously, the sensor utilization, η, in the dynamic deployment solution is larger
than that of the static one, and the number of sensors is also reduced. Both of them
are playing an important role in participatory sensing campaign, hence, the dynamic
deployment solution is preferred.

4.3. WD3 Algorithm
In real-life participatory sensing, we need to consider the Hot Spot Regions for high
quality sensing campaigns. This section presents an enhanced dynamic deployment
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Fig. 5. Dynamic Deployment of DC-points

algorithm, namely Wise-Dynamic DC-points Deployment (WD3) algorithm, which in-
tegrates the benefits of the existing Hexagon-based GAF-like static deployment algo-
rithm and VFA. Therefore, WD3 algorithm has the following unique features:

— WD3 algorithm inherits the advantages of Hexagon-based GAF-like static deploy-
ment algorithm, thus, it can realize the better seamless sensing coverage.

— WD3 algorithm inherits the advantages of FVA algorithm, thus, it also considers
the practical requirements for Hot Spot Regions and obstacle.

— Based on the above inherited advantages, WD3 algorithm has a relative high sensor
utilization.

4.3.1. Algorithm Description. The proposed WD3 algorithm, as shown in Algorithm 1,
works as follows: The algorithm aims to obtain an optimized deployment scheme with
relatively high sensor utilization, η, within the monitoring area including Hot Spot
Regions H, and Sensor S as the input data. First, Hexagon-based GAF-like static de-
ployment algorithm is applied to each region hi for achieving the maximum seamless
coverage ci of H. Additionally, the centroid (x, y) and radius r′ of the coverage ci are
calculated. Then, WD3 evaluates the probability of coverage cxy of each point (x, y)
dominated by each sensor si. If cxy is greater than a given threshold, then the point
(x, y) is covered by si. Otherwise, the Hot Spot Region Coverage ci is viewed as a new
“virtual sensor”, then WD3 employs VFA to adjust the positions of these sensors in
order to cover the given area as much as possible.

4.3.2. Performance Analysis of WD3 Algorithm. To evaluate the performance of the pro-
posed WD3 algorithm, the Hot Spot Regions are taken into account in the same mon-
itoring area. An initial random deployment in the area without Hot Spot Regions, as
shown in Fig. 6(a), is optimized using WD3 algorithm. Fig. 6(b) depicts an optimized
deployment of DC-points with 30 sensors and 96 % coverage ratio.

Therefore, the sensor utilization, η, of this WD3 deployment scheme can be calcu-
lated as

η =
4002 ∗ 0.96
30 ∗ π502

= 0.652 (5)

It is clear that, the proposed WD3 deployment algorithm outperforms the Hexagon-
based GAF-like algorithm in terms of utilization of sensor. Moreover, the proposed
algorithm considers the practical requirements for Hot Spot Regions in PSSs and can
achieve the seamless coverage better than VFA algorithm.
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ALGORITHM 1: WD3: A Wise-Dynamic DC-points Deployment Algorithm
Data: Monitoring Area (width× height), Hot Spot Regions H = {h1, · · · , hn}, Sensors

S = {s1, s2, · · · , sk}
Result: An Optimized Deployment of DC-points
begin

for hi ∈ H do
Cover the region hi by Hexagon GAF-like Algorithm;
Find the Centroid (x, y) and radius r′ of the Coverage ci;

end
Set loop = 0
Set Max = MAX
for loop < Max do

for any point (x, y) ∈MonitoringArea, x ∈ [1, width], y ∈ [1, height] do
for si ∈ S do

cxy ← (si, (x, y))
end
if coverage requirements are met then

Break from the Loop;
end

end
/* Regard Hot Spot Region Coverage ci as a "Virtual " sensor */
for si ∈ S do
−→
F ij ← (r, ωA, ωR, dth, dij)
−→
F iC ← (r, r′, ωA, diC)
−→
F iR ← (ωnegR, dth, diR)
−→
F i =

∑k
j=1,j ̸=i

−→
F ij +

−→
F iR +

−→
F iC , j ∈ [1, k], j ̸= i

end
for si ∈ s1, s2, · · · , sk do
−→
F i virtually moves si to its next position

end
Set loop = loop+ 1

end
end
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Fig. 6. The Deployment of DC-points based on WD3 Algorithm
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5. A TRAJECTORY-BASED RECRUITMENT STRATEGY OF PARTICIPANTS
This section presents a trajectory-based recruitment strategy of participants. By pre-
dicting the trajectory data of participants, it can help us to select the appropriate par-
ticipants for joining the participatory sensing campaign. At first, an overview of the
selection strategy is provided. With this strategy, the trajectory data tensorization,
collection, training, and prediction are then elaborated in detail, respectively.

5.1. Overview of the Strategy
The proposed recruitment strategy of participants works within a given monitoring
area with M grids and N users. As shown in Fig. 7, the recruitment strategy of partic-
ipants contains the following five steps:

Step 1. Trajectory Data Tensorization: The trajectory data of users associated
with users, time and location is represented by a tensor χ ∈ ℜIt×Ig×Iu .
Step 2. Sampling Data Collection: The trajectory data is collected within i days.
The trajectory data in the ith day is a tensor χi. Therefore, the collected data is
represented by a time-series tensor χT = {χ1, χ2, · · · , χi}.
Step 3. Training: The time-series tensor χT is trained by using Dynamic Tensor
Analysis (DTA) approach [Sun et al. 2006]. Then, an approximate tensor χ̃ is ob-
tained.
Step 4. Tensor-based Prediction: Based on the obtained approximate tensor,
the user’s future moving patterns/expected arrived locations are predicted.
Step 5. Social Sensors Selection: At each time, we dynamically select the opti-
mal social sensors who can satisfy the availability, trust and energy constraints.
According to the historical trajectory, we infer the availability of each social sensor
appearing in the targeted grid by the approximate tensor. During the interaction
of participatory sensing, the trust and energy of each social sensor are taken into
account timely for adjusting the selection results. Then, the selected social sensors
are stimulated to participate in a given sensing campaign.

Core

Tensor

Core

Tensor

Core

Tensor

Approximate

Tensor

Update when new

 tensor comes

Step 1: Trajectory

Data Tensorization

Step 2: Sampling Data Collection

Step 3: Training

Step 4: Tensor-based

Prediction Model

Step 5: Social

Sensor Selection

Fig. 7. The overview of our recruitment strategy of social sensors

With this overview of our proposed recruitment strategy of participants, the follow-
ing sections present the detailed strategy with tensor based DTA algorithm. A tensor,
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as a type of high dimension matrix which governs the correlations among these di-
mensions is widely used in many applications [Kolda and Bader 2009]. In PSSs, the
trajectory data of a certain period is regarded as a type of high-dimensional tensor
which is associated with users, time, and location. These dimensions constructed as a
tensor are important for representation, processing and storage of PSSs. Hence, this
strategy can help us to discover the potential semantic relationships from those data
and provide intelligent services for the participatory sensing campaign.

5.2. Trajectory Data Tensorization and Collection
In a given monitoring area, there are N users who are doing their daily activities.
In order to tensorize the trajectory data of these N users, we first partition this area
with M grids, and then collect the daily GPS trajectory data with k time intervals. As
depicted in the Figure 8 on a two dimensional plane, we can sequentially connect these
GPS points into a curve based on their GPS log. Each point corresponds a latitude and
longitude which can falls into a certain grid.

Fig. 8. GPS Log and GPS Trajectory for One User

Due to the multiple users participation in the PSSs, the trajectory data generating
from PSSs is apparently mainly composed of three dimensions: users, time, locations
(Note that the longitude and altitude of a certain location corresponds to a certain pre-
partitioned grid). Element of the daily trajectory data can be described as a 4-tuple
a =< T,G,U, V > where T is time, G refers to the grid where the user is staying,
U denotes a certain user, and V is the element’s value. This 4-tuple corresponds to a
3-order tensor as follows:

χ ∈ ℜIt×Ig×Iu , (6)

where ℜ is defined on the real number domain. It, Ig, and Iu refer to time, location
grids, and users. It× Ig× Iu denotes the Cartesisan product of each individual domain.
The value of each element x(tk, gm, un) in the 3-order tensor represents the likeness of
user un is staying at grid gm at time tk which is obtained by GPS-enabled devices. For
example, if user u3’s location falls into grid g2 at time t1, then x(t1, g2, u3) = 1.

In other words, a user can only belong to one grid at a certain time. Hence, the
constructed tensor as shown in Fig. 9(b) including the daily trajectory data is very
sparse.

Before the trajectory data training, we construct the time-series tensor χT =
{χ1, χ2, · · · , χi} by collecting the daily trajectory data of users during i days.

5.3. Trajectory Data Training
Dynamic Tensor Analysis (DTA) is an efficient algorithm for dynamically revealing the
hidden correlations among the dimensions (e.g., time, users, and locations in PSSs) of
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(a) Monitoring Area with Grids
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Fig. 9. Trajectory Data Tensorization.

the tensor. Therefore, we adopt DTA algorithm to analyze the time-series tensor χT

and mine the potential trajectory patterns of users in PSSs.
An initial tensor can be matricized in several modes which are determined by their

order. For example, the tensor χ ∈ ℜIt×Ig×Iu has three unfolding matrices, XIt×IgIu
(1) ,

X
Ig×ItIu
(2) and XIu×ItIg

(3) . Each unfolding matrix X(d) of corresponding mode d can be de-
composed into a projection matrix U(d) and an energy matrix S(d) via Singular Value
Decomposition (SVD) [Sun et al. 2008]. Then, a covariance matrix C(d) can be calcu-
lated by

C(d) = U(d)S(d)U
T
(d). (7)

The DTA algorithm processes each mode of the tensor continuously. Importantly,
C(d) is updated as follows,

C(d) ← λC(d) +X(d)X
T
(d), (8)

where λ ∈ [0, 1] is a forgetting factor regarded as the predictable information aggre-
gator of time-series data. In other words, the recent timestamps are more important
than those far in the past.

The updated covariance matrix C(d) is further decomposed into a matrix U ′
(d) and

an energy matrix S′
(d). To reduce noisy data, we select top r(d) eigenvectors among

matrix C(d) and induce a new corresponding projection matrix U(d) which is used for
the calculation of core tensor. In addition, it is also stored to calculate C(d) of the next
time-series tensor.

Using the above method, we can obtain all three mode projection matrices U(1), U(2)

and U(3). The Core tensor ε is obtained by,

ε = χ× UT
(1) × U

T
(2) × U

T
(3), (9)

This core tensor ε has a special block-diagonal structure whose elements indicate the
level of interactions between time, users and locations.

The aforementioned method for calculating the core is just a training process fo-
cused on one time stamp. Clearly, the core ε in the time-series tensor χT is updating
dynamically. The calculation of the core is equivalent to learning the historical tensors.

Then, an approximate tensor, χ̃, eventually used in tensor-based prediction model is
obtained according to the above core ε, as follows,

χ̃ = ε× U ′
(1) × U

′
(2) × U

′
(3). (10)
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Fig. 10. The process of offline tensor analysis

Based on the above theoretical analysis of the conventional DTA algorithm, Algo-
rithm 2 presents an efficient DTA-based model for training time-series tensor that is
constructed from the trajectory data in PSSs.

ALGORITHM 2: DTA-based Time-series Tensor χT Training

Data: Time-series Tensor χT , old projection matrices U(d), energy matrices S(d), output ranks
r(d), (d ∈ [1, 2, 3]), forget factor λ

Result: Approximate Tensor χ̃
begin

Set i = 1
for i ≤ DAYS do

For each χi ∈ χT

Unfolding χi as three matrices X(d)

for d = 1 to 3 do
For each X(d) do SVD operation
(U(d), S(d))← SV D(X(d))

C(d) = U(d)S(d)U
T
(d)

Set U(d) be the top r(d) eigenvectors of C(d)

C(d) ← λC(d) +X(d)X
T
(d)

end
/* core tensor ε is updating day by day. */

ε = χ× UT
(1) × UT

(2) × UT
(3)

i = i+ 1
end
χ̃ = ε× U ′

(1) × U ′
(2) × U ′

(3)

end

To better illustrate the advantages of the proposed algorithm, we compared the DTA
algorithm with offline tensor analysis algorithm in terms of time and space complexity.

Offline tensor analysis differs from the DTA approach. It is a high dimensional ten-
sor analysis approach which is derived from principle component analysis (PCA) algo-
rithm. For example, for a given 3-order time-series tensor {χ1, χ2, · · · , χi}. The working
process of offline tensor analysis is shown in Fig. 10.
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(1) Firstly, we make the Decomposition for each matrix unfolding and calculate the
middle variable Zi for each tensor χi. Zi = χi×U (1)T ×· · · , U (d−1)T ×· · · , U (d+1)T ×
· · · , U (M)T . Clearly, if the size of time-series tensor is n, the time complexity equals
Θ(Mn3).

(2) Then, we update the covariance matrix C(d), s.t C(d) = C(d)+Z(d)Z
T
(d). Obviously, the

singular value matrix can be easily obtained from C(d). Then, we select the top r(d)
value and set U (d) as the corrsponding singular value vector. The time complexity
of this process is Θ(n3).

(3) Finally, the core tensors of all tensors are calculated, i.e., εi = χi × U (1)T ×
· · · , U (d−1)T × · · · , U (d+1)T × · · · , U (M)T . And its time complexity equals Θ(Mn3).

Suppose there are k M -order original tensors defined on n dimensions. The time and
space complexity of offline tensor analysis and DTA algorithms are compared in Table.
I.

Table I. Comparison of time and space complexity

Algorithm \ Complexity Time Complexity Space Complexity
Offline Tensor Analysis Θ(kM2n3) Θ(kMn3)

Dynamic Tensor Analysis Θ(kMn3) Θ(nM )

According to the comparison results of time and space complexity, it is clearly to find
that DTA algorithm can efficiently reduce the store capacity of data. In addition, the
space complexity of DTA algorithm is greatly less than offline tensor analysis. This
unique feature of DTA algorithm is playing important role in big data era. Note that,
the time complexity of DTA algorithm is less than the offline tensor analysis algorithm,
and the former one fully takes into account the dynamic updating of data. While offline
tensor analysis is lack of flexibility, and not efficiently meets the service requirements
of participatory sensing.

5.4. Trajectory Prediction and Social Sensors Selection
The approximate tensor χ̃ ∈ ℜIt×Ig×Iu is actually an information aggregator of the
results learned from the previous time-series tensors. Each element value in χ̃ denotes
the likeness of a certain user who appears in a certain grid at a certain time. Therefore,
the future trajectory can be predicted by the approximate tensor.

Since there are some users to be selected for the settled time and the grid, we propose
a select-strategy to pick up the better volunteers. At each time, we can dynamically
select the optimal social sensors who can satisfy the availability, trust and energy
constraints. For example, the availability can be predicted by the approximate tensor.
We rank the likeness value of the users in the descending order, and choose the top-k
users who may be the potential social sensors. Based on this idea, the following two
strategies: 1) basic selection strategy; 2) refined selection strategy are devised as shown
in Fig. 11.

5.4.1. Basic selection strategy. As a basic selection strategy, the availability is a critical
factor to be considered. The selection process of the top-K social sensors based on this
strategy is formulated as follows,

U(tk, gm,K) := arg
K

max
uai

∈un

x̃(tk, gm, un) (11)

For a targeted grid gm at time tk, the availability based selection strategy of social
sensors is dependent on the likeness rank of the users appearing in the targeted area
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at that time, i.e,

x̃(tk, gm, ua1) > x̃(tk, gm, ua2) > x̃(tk, gm, ua3)... (12)

Apparently, users ua1 , ua2 and ua3 are selected as the top-3 social sensors in this case.

5.4.2. Refined selection strategy. To improve the sensing data reliability, the energy and
trust factors are jointly taken into account, then a refined selection strategy is devised.
On one hand, if a social sensor candidate u in the top-k social sensors list has already
participated and been selected in the sensing campaign more frequently (for example,
h times of participation), it implies that u has a high trust value Trust(u) = f(h), here
f(.) is a trust function associated with participation times. Then, we extract the social
sensors whose trust value are greater than a given threshold δ. On the other hand,
the service providers wish the possible social sensors have the enough energy/power
Energy(u) remained in their mobile devices. The energy consumption for each partici-
pant during the sensing follows an exponential decay trend [Miettinen and Nurminen
2010] E(t) = E(0)e−2t, where E(t) indicates the residual energy at time t, E(0) is an
initial energy in their mobile devices. Thus, each social sensor should report back the
remaining energy information and sensing data, and similarly another given threshold
θ is adopted for further refining in order to guarantee the continuous and reliable data
sensing and communication. The refined selection strategy is formulated as follows,

U ′(tk, gm,K) := arg
K

max
uai

∈un

x̃(tk, gm, un)

s.t.

{
Trust(ui) ≥ δ
Energy(ui) ≥ θ

where uai
(i ∈ [1, k]) belongs to the top-K social sensors list and the parameters δ, θ are

determined by service providers.
In fact, putting the constraints in the refined selection strategy U ′(tk, gm,K) is

equivalent to re-ranking the selected social sensors using basic selection strategy
U(tk, gm,K) according to a critical evaluation metric ψ(un) that is associated with two
affecting factors Trust and Energy, i.e,

ψ(un) = βTrust(un) + (1− β)Energy(un) (13)

where β ∈ [0, 1] is a weight parameter for balancing those two factors. In other words,
the selected top-k social sensors will be re-ranked in terms of ψ(un).

Users Recruitment Users Recruitment Users

Basic Recruitment Strategy

Refined Recruitment Strategy

Top-k Top-k

Availability Trust

Energy

Fig. 11. Two Selection Strategies of Social Sensors
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6. CASE STUDY
In this section, we present two typical cases of participatory sensing at the campuses of
Huazhong University of Science and Technology (HUST) and Northwestern Polytech-
nical University (NWPU) in China, respectively. The reasons why we choose the HUST
and NWPU as the places for participatory sensing are as follows: 1) the road networks
in these two campuses are shaped with many grids; 2) the number of participants are
enough for an efficient participatory sensing campaign; 3) the mobility patterns are
relative stable during the sampling period. First of all, an optimized deployment of
DC-points is conducted with the proposed WD3 algorithm. Then, a basic recruitment
strategy is evaluated from the aspects of feasibility and effectiveness.

6.1. Setup of Participatory Sensing Campaign
6.1.1. Setup of HUST campus. For a given monitoring area, we firstly partition it into

20 grids. Without loss of generality, we set 2 grids, say g4 and g19 as the Hot Spot
Regions in our participatory sensing campaign. In the PS data set, we have collected
the GPS location and noise information every 2 minutes between 8:00-8:40 AM from
a number of volunteers at the university from September to November, 2013. Thus,
these collected daily trajectory data can be constructed as a 3-order tensor which in-
cludes users, grids, and time dimensions. The detailed steps can be found at our open
website1.

6.1.2. Setup of NWPU campus. Similar with the setup of HUST campus, we also par-
tition the given monitoring area into 25 (i.e.,5 × 5) grids. There are 23 students from
different departments participating in our experiment. We have collected the GPS lo-
cation and noise information every 15 seconds between 7:00AM-11:00 PM from these
volunteers for one week. Thus, these collected daily trajectory data can be also con-
structed as a 3-order tensor which includes users, grids, and time dimensions.

6.2. Results and Discussions
In our participatory sensing campaign, Fig. 12 shows that the DC-points are deployed
in five grids g4, g7, g13, g19 and g20 of the HUST campus by using WD3 algorithm.
Importantly, these five girds can maximize the utilization of sensor. Likewise, the ob-
tained grids in NWPU campus can maximize the utilization of sensor. The results for
two campuses are presented as follows, respectively.

6.2.1. Results of HUST Campus. After data collection, the time-series tensor χT of tra-
jectory data is trained by DTA algorithm. For the purpose of illustration and visu-
alization, we choose the trajectory data gathered by 5 typical volunteers between 2
Nov and 8 Nov 2013 as shown in Fig. 13(a). Table II shows the expected participants
to be recruited at four different times in five grids including pre-deployed DC-points.
Clearly, the campaign organizer will recruit users u1, u4 as the potential social sensors
in grid g4 at time t7. The likeliness value reflects the possibility of users who are to
be recruited. However, user u5 in orange will not be considered in this participatory
campaign due to his low likeliness. For example, user u4 should be first considered as
a social sensor in grid g4 at time t6 because of the higher likeliness value compared to
that of u1.

As mentioned previously, trust as one of the considerations in the refined selection
strategy, is an important personalized factor [Amintoosi and Kanhere 2013b]. Thus,
we pay attention to the reachable grids of an individual user as shown in Fig. 13(b).
Obviously, u1 is more likely available in grid g13 which includes pre-deployed DC-points

1http://epic.hust.edu.cn/ps
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Fig. 12. The Deployment of DC-points in HUST campus
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Fig. 13. Visualization of Trajectory and Its Distribution for a Certain User

Table II. Expected Participants to be Recruited using Basic
Selection Strategy in Various PS Campaigns

Campaign Participants
C < grid, time > user (likeliness)
C < g4, t6 > u4 (0.963), u1 (0.152),u3 (0.017)
C < g4, t7 > u4 (1.036), u1 (0.901), u5 (0.036)
C < g7, t5 > u1 (0.977), u2 (0.001)
C < g13, t10 > u1 (1.052), u3 (-0.102)
C < g13, t11 > u1 (0.938)
C < g19, t10 > u5 (1.131), u2 (-0.230)
C < g19, t11 > u5 (0.958)
C < g19, t14 > u5 (0.230), u1 (0.210)
C < g20, t15 > u5 (1.118)

from time t9 to t11. If we choose u1 as the social sensor at that period, more interactions
are benefit to enhancing the trust value that may assist the further selection next time.
We also analyze the statistics on trust and energy of potential social sensors u1 and u4
in Table III. For example, u1 has been recruited in campaign C< g7, t5 >, therefore, his
trust value is increased from 0.5 to 0.6. As the time elapses, his residual energy is also
reduced from 0.65 to 0.6.
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Table III. Statistics on Trust and Energy of Expected Participants to be Recruited using Refined Selection Strategy
in Various PS Campaigns

Campaign Participants
user (likeliness) user(trust) user(energy)

C < g7, t5 > u1 (0.977) Trust(u1)=0.5 Energy(u1)=0.65
C < g4, t6 > u4 (0.963) Trust(u4)=0.3 Energy(u4)=0.8
C < g4, t7 > u4 (1.036), u1 (0.901) Trust(u1)=0.6, Trust(u4)=0.4 Energy(u1)=0.6, Energy(u4)=0.76

Table IV. Expected Participants to be Recruited using Refined Selection Strategy with Different β in
Various PS Campaigns

Campaign Participants ( ψ(un) = βTrust(un) + (1− β)Energy(un) )
β=1 β=0 β=0.5

C < g7, t5 > ψ(u1) =0.5 ψ(u1) =0.65 ψ(u1) =0.575
C < g4, t6 > ψ(u4) =0.3 ψ(u4) =0.8 ψ(u4) =0.55
C < g4, t7 > ψ(u1) =0.6, ψ(u4) =0.4 ψ(u1) =0.6, ψ(u4) =0.76 ψ(u1) =0.6, ψ(u4) =0.58

Table IV presents the recruitment results of social sensors using refined selection
strategy with different β in various PS campaigns. As can be seen from Table IV,
the expected participants are re-ranked with the various considerations: 1) β=1, trust
factor is only considered, 2) β=0, energy factor is only considered, and 3) β=0.5, both
factors are taken into account upon the basic selection strategy.

6.2.2. Results of NWPU Campus. Similar with the above analysis, the time-series tensor
T of trajectory data is trained by DTA algorithm once the data are collected. Table
V shows the expected participants to be recruited for multiple participatory sensing
campaigns. Due to the limited space of this paper, the sensing time are compressed
into some time slots, such as t2631 − t2638 indicates a time slot from t2631 to t2638. Note

Table V. Expected Participants to be Recruited us-
ing Basic Selection Strategy in Various PS Cam-
paigns

Campaign Participants
C < grid, time > user (likeliness)

C < g7, t271 − t278 > u1, u6,u14
C < g7, t317 − t336 > u1, u8, u7
C < g7, t2631 − t2638 > u6, u3 , u20
C < g7, t2729 − t2736 > u6, u10 , u14
C < g7, t3053 − t3573 > u6, u9 , u22
C < g17, t252 − t257 > u1
C < g17, t1882 − t1893 > u2, u4,u16

that, the participatory sensing campaign during the time slots from t271 to t278 and
t317 to t336, user u1 is definitely selected as a social sensor. Similarly, user u6 as a social
sensor can execute the participatory sensing at three time slots t2631−t2638, t2729−t2736
as well as t3053−t3573 in grid g7. Besides, for a series of continuous participatory sensing
campaigns C < g17, t252− t257 > and C < g17, t1882− t1893 >, different users are selected
as the social sensors.

Based on the above results, it is obvious to conclude that our proposed efficient
trajectory-based social sensor selection strategy has a good scalability and extensi-
bility. That is to say, our selection strategy can also cope with the participatory sensing
campaign case inclduing many users at different grids within a long-term sensing pe-
riod.
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7. CONCLUSIONS
To realize a sustainable sensing, this paper investigates a novel approach for launch-
ing an efficient participatory sensing campaign. We first present a five-tier framework
of PSSs and illustrate two main challenges of DC-points deployment and social sen-
sors recruitment and their importance in PSSs. A wise-dynamic DC-points deployment
(WD3) scheme and its corresponding algorithm are proposed in the deployment layer
and applied for a purposeful recruitment of social sensors in the recruitment layer.
Further, a trajectory-based recruitment strategy of social sensors is devised for par-
ticipatory sensing. Specifically, the collected trajectory data of users within a period
are constructed as a 3-order time-series tensor. Then, DTA algorithm is adopted to
train this time-series tensor and predict the future trajectory that supports the ba-
sic selection strategy based on availability. In addition, a refined selection strategy
of social sensors is proposed with the joint consideration of trust and energy of par-
ticipants. Finally, the proposed selection strategies are evaluated via a practical case
study conducted at two university campuses. The proposed framework and associated
techniques are expected for achieving intelligent services in PSSs by the virtue of the
participatory power of the selected well-suited participants.

REFERENCES
Hossein Ahmadi, Nam Pham, Raghu K. Ganti, Tarek F. Abdelzaher, Suman Nath, and Jiawei Han. 2010.

Privacy-aware Regression Modeling of Participatory Sensing Data. In Proceedings of the 8th ACM Con-
ference on Embedded Networked Sensor Systems. ACM, Zurich, Switzerland, 99–112.

Haleh Amintoosi and Salil S Kanhere. 2013a. A reputation Framework for Social Participatory Sensing
Systems. Mobile Networks and Applications (2013), 1–13.

Haleh Amintoosi and Salil S. Kanhere. 2013b. A Trust-based Recruitment Framework for Multi-hop Social
Participatory Sensing. In Proceedings of the 9th IEEE International Conference on Distributed Comput-
ing in Sensor Systems. IEEE, Cambridge, MA, USA, 266–273.

Habib M Ammari and Sajal K Das. 2012. Centralized and Clustered k-coverage Protocols for Wireless Sensor
Networks. IEEE Trans. Comput. 61, 1 (2012), 118–133.

Yi F Dong, S Kanhere, Chun Tung Chou, and Nirupama Bulusu. 2008. Automatic Collection of Fuel Prices
from a Network of Mobile Cameras. In Proceedings of the 4th IEEE International Conference on Dis-
tributed Computing in Sensor Systems (DCOSS ’08). Springer-Verlag, Berlin, Heidelberg, 140–156.

Shane B Eisenman, Emiliano Miluzzo, Nicholas D Lane, Ronald A Peterson, Gahng-Seop Ahn, and An-
drew T Campbell. 2007. The BikeNet Mobile Sensing System for Cyclist Experience Mapping. In Pro-
ceedings of the 5th International Conference on Embedded Networked Sensor Systems (SenSys ’07).
ACM, New York, NY, USA, 87–101.

Shravan Gaonkar, Jack Li, Romit Roy Choudhury, Landon Cox, and Al Schmidt. 2008. Micro-Blog: Shar-
ing and Querying Content Through Mobile Phones and Social Participation. In Proceedings of the 6th
International Conference on Mobile Systems, Applications, and Services. ACM, New York, NY, USA,
174–186.

Fei Hao, Mingjie Jiao, Geyong Min, and Laurence T Yang. 2014. A trajectory-based recruitment strategy of
social sensors for participatory sensing. Communications Magazine, IEEE 52, 12 (2014), 41–47.

Antonio J Jara, Miguel A Zamora, and Antonio FG Skarmeta. 2010. An Architecture Based on Internet
of Things to Support Mobility and Security in Medical Environments. In Proceedings of the 7th IEEE
Conference on Consumer Communications and Networking Conference. IEEE, Piscataway, NJ, USA,
1060–1064.

Salil S Kanhere. 2011. Participatory sensing: Crowdsourcing Data from Mobile Smartphones in Urban
Spaces. In Proceeding of the 12th International Conference on Mobile Data Management. IEEE, 3–6.

Merkouris Karaliopoulos, Orestis Telelis, and Iordanis Koutsopoulos. 2015. User Recruitment for Mobile
Crowdsensing over Opportunistic Networks. (2015).

Tamara G Kolda and Brett W Bader. 2009. Tensor Decompositions and Applications. SIAM review 51, 3
(2009), 455–500.

Ville Kotovirta, Timo Toivanen, Renne Tergujeff, and Markku Huttunen. 2012. Participatory Sensing in
Environmental Monitoring – Experiences. Proceedings of International Conference on Innovative Mobile
and Internet Services in Ubiquitous Computing (2012), 155–162.

ACM Journal Name, Vol. V, No. N, Article A, Publication date: January YYYY.



A:22 F. Hao et al.

Lei Li, Baoxian Zhang, and Jun Zheng. 2013. A study on One-dimensional k-coverage Problem in Wireless
Sensor Networks. Wireless Communications and Mobile Computing 13 (2013), 1–11.

Wen-Hwa Liao, Ssu-Chi Kuai, and Mon-Shin Lin. 2015. An Energy-Efficient Sensor Deployment Scheme for
Wireless Sensor Networks Using Ant Colony Optimization Algorithm. Wireless Personal Communica-
tions (2015), 1–19.

Tie Luo, Hwee-Pink Tan, and Lirong Xia. 2014. Profit-maximizing incentive for participatory sensing. In
INFOCOM, 2014 Proceedings IEEE. IEEE, 127–135.

Antti P Miettinen and Jukka K Nurminen. 2010. Energy Efficiency of Mobile Clients in Cloud Computing.
In Proceedings of the 2nd USENIX conference on Hot topics in cloud computing. USENIX Association,
4–4.

S Mini, Siba K Udgata, and Samrat L Sabat. 2014. Sensor deployment and scheduling for target coverage
problem in wireless sensor networks. Sensors Journal, IEEE 14, 3 (2014), 636–644.

Amjad Osmani, Mehdi Dehghan, H Pourakbar, and Payam Emdadi. 2009. Fuzzy-Based Movement-Assisted
Sensor Deployment Method in Wireless Sensor Networks. In Proceedings of the 2009 First International
Conference on Computational Intelligence, Communication Systems and Networks (CICSYN ’09). IEEE
Computer Society, Washington, DC, USA, 90–95.

Rajib Kumar Rana, Chun Tung Chou, Salil S. Kanhere, Nirupama Bulusu, and Wen Hu. 2010. Ear-phone:
An End-to-end Participatory Urban Noise Mapping System. In Proceedings of the 9th ACM/IEEE In-
ternational Conference on Information Processing in Sensor Networks (IPSN ’10). ACM, New York, NY,
USA, 105–116.

Sasank Reddy, Deborah Estrin, and Mani Srivastava. 2010a. Recruitment Framework for Participatory
Sensing Data Collections. In Proceedings of the 8th International Conference on Pervasive Computing
(Pervasive’10). Springer-Verlag, Berlin, Heidelberg, 138–155.

Sasank Reddy, Katie Shilton, Gleb Denisov, Christian Cenizal, Deborah Estrin, and Mani Srivastava. 2010b.
Biketastic: Sensing and Mapping for Better Biking. In Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems (CHI ’10). ACM, New York, NY, USA, 1817–1820.

Jimeng Sun, Dacheng Tao, and Christos Faloutsos. 2006. Beyond Streams and Graphs: Dynamic Tensor
Analysis. In Proceedings of the 12th ACM SIGKDD International Conference on Knowledge Discovery
and Data Mining (KDD ’06). ACM, New York, NY, USA, 374–383.

Jimeng Sun, Dacheng Tao, Spiros Papadimitriou, Philip S. Yu, and Christos Faloutsos. 2008. Incremental
Tensor Analysis: Theory and Applications. ACM Transactions on Knowledge Discovery from Data 2, 3
(2008), 11:1–11:37.

Guliz Seray Tuncay, Giacomo Benincasa, and Ahmed Helmy. 2012. Autonomous and Distributed Recruit-
ment and Data Collection Framework for Opportunistic Sensing. In Proceedings of the 18th Annual
International Conference on Mobile Computing and Networking (Mobicom ’12). ACM, New York, NY,
USA, 407–410.

Bang Wang. 2011. Coverage Problems in Sensor Networks: A Survey. ACM Computing Surveys (CSUR) 43,
4 (Oct. 2011), 32:1–32:53.

Guiling Wang, Guohong Cao, and Thomas F. La Porta. 2006. Movement-Assisted Sensor Deployment. IEEE
Transactions on Mobile Computing 5, 6 (June 2006), 640–652.

Xinlei Oscar Wang, Wei Cheng, Prasant Mohapatra, and Tarek F. Abdelzaher. 2013. ARTSense: Anonymous
Reputation and Trust in Participatory Sensing. In Proceeding of the 32nd Annual IEEE International
Conference on Computer Communications. IEEE, 2517–2525.

Harald Weinschrott, Frank Durr, and Kurt Rothermel. 2010. StreamShaper: Coordination Algorithms for
Participatory Mobile Urban Sensing. In Proceeding of the 7th International Conference on Mobile Adhoc
and Sensor Systems. IEEE, Chicago, USA, 195–204.

Ya Xu, John Heidemann, and Deborah Estrin. 2001. Geography-informed Energy Conservation for Ad Hoc
Routing. In Proceedings of the 7th Annual International Conference on Mobile Computing and Network-
ing (MobiCom ’01). ACM, 70–84.

Yu Zheng, Furui Liu, and Hsun-Ping Hsieh. 2013. U-Air: When Urban Air Quality Inference Meets Big
Data. In Proceedings of the 19th ACM SIGKDD International Conference on Knowledge Discovery and
Data Mining (KDD ’13). ACM, New York, NY, USA, 1436–1444.

Yi Zou and Krishnendu Chakrabarty. 2004. Sensor Deployment and Target Localization in Distributed Sen-
sor Networks. ACM Transactions on Embedded Computing Systems (TECS) 3, 1 (2004), 61–91.

ACM Journal Name, Vol. V, No. N, Article A, Publication date: January YYYY.


