Grain-size dependent demagnetizing factors in permanent magnets
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I. INTRODUCTION

Renewable energy technologies heavily rely on permanent magnets. Permanent magnets are used in direct drive wind power generators and in the motors and generators of hybrid vehicles. Modern high performance permanent magnets are based on Nd$_2$Fe$_{14}$B. In many applications, the magnets are used at temperatures well above room temperature. For example, the operating temperature in hybrid vehicle applications is around 450 K. In order to maintain the required coercive field at this temperature, neodymium (Nd) is partially replaced by heavy rare earth elements, such as dysprosium (Dy). In the quest for reduction of critical elements, including heavy rare earth elements, methods for improving the coercive field of Nd$_2$Fe$_{14}$B magnets without Dy addition are sought. One of the strategies for high coercivity Dy-free magnets is the reduction of grain size. In order to produce aligned fine-grained, high coercivity magnets press-less sintering or hot-pressing of melt-spun ribbons with (Nd,Cu) infiltration have been introduced.

It is a well-known experimental fact that the coercive field of permanent magnets decreases with increasing grain size. The grain size dependence of coercivity is explained by a size dependent demagnetizing factor. In Dy free Nd$_2$Fe$_{14}$B magnets, the size dependent demagnetizing factor ranges from 0.2 for a grain size of 55 nm to 1.22 for a grain size of 8300 nm. The comparison of experimental data with micromagnetic simulations suggests that the grain size dependence of the coercive field in hard magnets is due to the non-uniform magnetostatic field in polyhedral grains.

\[ H_c(T) = \alpha H_A(T) - N_{\text{eff}}(T) - H_b(T) \] (1)

The coercive field of permanent magnets decreases with increasing grain size. The grain size dependence of coercivity is explained by a size dependent demagnetizing factor. In Dy free Nd$_2$Fe$_{14}$B magnets, the size dependent demagnetizing factor ranges from 0.2 for a grain size of 55 nm to 1.22 for a grain size of 8300 nm. The comparison of experimental data with micromagnetic simulations suggests that the grain size dependence of the coercive field in hard magnets is due to the non-uniform magnetostatic field in polyhedral grains. © 2014 AIP Publishing LLC.
reversed domains will be initiated near surface defects, which may be regions with low or zero magneto-crystalline anisotropy. Smaller grains have lower probability for surface defects. This argument was used to interpret the grain size dependence of the coercive field in sintered Nd$_2$Fe$_{14}$B magnets. With the same reasoning, the size dependence of the coercive field of sintered magnets with a size ranging from 3.5 μm to 7.5 μm. Weizhong and co-workers introduced the model $H_c = cD^{-d}$, where $c$ and $d$ are also fitting parameters found using the experimental data, were introduced to describe the grain size dependence of coercivity. Such a power law was used to describe the coercive field of sintered magnets with $D$ ranging from 3.5 μm to 7.5 μm. They showed that the magneto-static interaction fields of the model magnets to explain the grain size dependence of coercivity in anisotropic Nd-Fe-B sintered magnets. In particular, they showed that the magneto-static interaction fields of reversed surface grains increase with increasing grain size.

In this work, we focus on magnetization reversal of a single grain. We show that the logarithmic decay of the coercive field with grain size can be understood by the local self-demagnetizing field of a single grain. This field is non-uniform and initiates the nucleation of reversed domains near the edge of the grain. Thus, the local magnetostatic field dominates over the macroscopic shape effect.

II. METHODOLOGY

We use three-dimensional finite element simulations to compare micromagnetic theory with experiments. We include melt-spin magnets, (Nd,Cu) infiltrated magnets, and sintered magnets in our study, covering a wide range of grain sizes (55 nm–8300 nm). (Nd,Cu) infiltrated magnets have an intermediate grain size and the grains are almost perfectly isolated by a grain boundary phase. The composition, average grain size, coercive field, and $\alpha$ and $N_{\text{eff}}$ parameters at room temperature of the Dy-free magnets used in our study are given in Table I. The grain sizes were measured with Scanning Electron Microscopy (SEM) or Transmission Electron Microscopy (TEM) using the line intercept method. The lines to estimate the average grain size were drawn perpendicular to the direction of the magnetic measurement. The measured mean grain diameter is smaller than the actual grain size because lines do not necessarily

<table>
<thead>
<tr>
<th>Composition (at. %)</th>
<th>$D$ (nm)</th>
<th>$\mu H_c$ (T)</th>
<th>$\alpha$</th>
<th>$N_{\text{eff}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nd$<em>{13.9}$Fe$</em>{75.5}$Co$<em>{4.5}$B$</em>{5.5}$Ga$_{0.6}$</td>
<td>55</td>
<td>2.66</td>
<td>0.40</td>
<td>0.20</td>
</tr>
<tr>
<td>Nd$<em>{14.6}$Fe$</em>{76.9}$Co$<em>{1.8}$B$</em>{6.1}$Al$<em>{0.5}$Cu$</em>{0.1}$</td>
<td>8326</td>
<td>1.40</td>
<td>0.45</td>
<td>1.22</td>
</tr>
</tbody>
</table>
intersect at the center of the grain, therefore, we correct the grain size with a compensation formula.\textsuperscript{18,19}

*Sample 1* is a melt-spun ribbon with NdCu infiltration. The NdCu alloy with eutectic composition was infiltrated in the rapidly quenched ribbon at 580 °C for 60 min. The weight ratio of NdCu was 40%. *Sample 2* is an as-melt-spun ribbon with high Nd, B concentration. The wheel speed was 20 m/s. *Sample 3* is an isotropic sintered magnet produced from a rapidly quenched ribbon at 650 °C and a pressure of 400 MPa. The NdCu alloy with eutectic composition was infiltrated at 580 °C for 180 min. The weight ratio of NdCu was 40%. *Sample 4* was produced from hot pressing of melt-spun ribbons at 650 °C and a pressure of 400 MPa. Die-upsetting was carried out with a strain rate of 1 s\textsuperscript{-1} at 780 °C. Furthermore, the NdCu alloy with eutectic composition was infiltrated into the hot deformed magnet at 580 °C for 180 min. The weight ratio of NdCu was 20%. *Sample 5* was produced from hot pressing of melt-spun ribbons at 650 °C at a pressure of 400 MPa. Die-upsetting was carried out with a slow strain rate of 0.01 s\textsuperscript{-1} at 780 °C. Furthermore, the NdCu alloy with eutectic composition was infiltrated into the hot deformed magnet at 580 °C for 180 min. The weight ratio of NdCu was 40%. *Sample 6* is a commercial Dy-free sintered magnet. Samples 1–3 are isotropic magnets and samples 4–6 are aligned magnets.

Using an energy minimization method,\textsuperscript{16} we computed the coercive field as a function of particle size for three different shapes: the sphere, the dodecahedron, and the cube, which are all perfect particles without any defects. The intrinsic material properties are kept uniform within each particle. We take the following intrinsic magnetic properties for Nd\textsubscript{2}Fe\textsubscript{14}B: magnetocrystalline anisotropy constant $K_1 = 4.9 \text{ MJ/m}^3$, spontaneous magnetization $\mu_0 M_s = 1.61 \text{ T}$, and exchange constant $A = 8 \text{ pJ/m}$. The Bloch wall width, $\delta_B = \pi/\sqrt{A/K_1}$, is 4 nm and the exchange length, $L_{ex} = \sqrt{A/(\mu_0 M_s)}$, is 1.97 nm. We use a geometrically scaled tetrahedral mesh which is refined towards the edges of the magnet. Following Rave and coworkers,\textsuperscript{11} the mesh size along the edges was set to $L_{ex}/2$.

The micromagnetic results will be compared with a simple analytic model that applies the Stoner-Wohlfarth theory locally in the region, where magnetization reversal is initiated.\textsuperscript{14} We evaluate the demagnetization field of a uniformly magnetized cube with edge length $D$ using the equation given by Akoun and Yonnet.\textsuperscript{20} We give these equations in the Appendix.

**III. RESULTS AND DISCUSSION**

Figure 1 shows a plot of the normalized coercive field $H_c/M_s$ versus $H_A/M_s$ evaluated at different temperatures. The data can be fitted to a straight line. According to Eq. (1), the slope gives the microstructural parameter $\alpha$ and the intercept with the $y$ axis gives the effective demagnetization factor $N_{eff}$. The temperature dependent values for $H_A$ and $M_s$ were taken from Grössinger and co-workers\textsuperscript{21} and Hock,\textsuperscript{22} respectively. The lines in Figure 1 are almost parallel to each other which indicates that the $\alpha$ values of the magnets are similar. The sequence of lines from top to bottom starts with the melt-spun ribbons followed by the infiltrated hot-deformed magnets and the Dy free sintered magnet at the bottom. This reflects the increase in the $N_{eff}$ with increasing grain size. The microstructural parameters calculated by fitting the experimental data are listed in Table I.

Figure 2 compares the computed coercive field for a Nd\textsubscript{2}Fe\textsubscript{14}B sphere and a Nd\textsubscript{2}Fe\textsubscript{14}B cube. For the sphere, the micromagnetics results follow the theoretical nucleation field for uniform rotation at small diameters ($D < D_c$) and for the curling mode at larger diameters ($D > D_c$). The critical diameter $D_c$ is 10.198 $L_{ex}$. It is interesting to note that the coercive field of a sphere reaches a finite value $H_c = 2K_1/(\mu_0 M_s) - (1/3)M_s$ for $D > L_{ex}$. In contrast, the computed coercive field of cubes decreases with increasing grain size for all $D > L_{ex}$. The deviation from the theoretical prediction has to be attributed to the non-uniform demagnetizing field.

Figure 3 shows the grain size dependence of the coercive field computed for the cube and the dodecahedron. In addition, the plot contains the experimental data of the magnets in Table I together with various other coercivity values for sintered magnets taken from literature.\textsuperscript{5,6,25} The $\alpha$ values of the sintered magnets are expected to be comparable to those of hot-deformed NdCu infiltrated magnets. The dashed
line in Figure 3 is a logarithmic fit to all experimental values. This result confirms the logarithmic decay of the coercive field with grain size, which is shown here for a wide range spanning several orders of magnitude. Similarly, the computed values for $H_c(D)$ decay logarithmically (dotted lines in Figure 3). The switching field of the cube is lower than that of the dodecahedron. This reflects the difference in the demagnetizing field near the edges. At the same distance from the edge, the demagnetizing field in the cube is higher than the demagnetizing field in the dodecahedron. The computed values for the coercive field are larger than the experimental values by more than a factor of two. This difference may be attributed to local defects in the magneto-crystalline anisotropy or soft ferromagnetic grain boundary phases not taken into account in the micromagnetic simulations. Furthermore, thermal fluctuations, which are not taken into account in these micromagnetic simulations, contribute to the offset between the calculated and experimental coercivities. Thermal fluctuations may help the system to overcome a finite energy barrier within the measurement time. The reduction of $H_c$ by thermal fluctuations can be estimated by computing the size of the energy barrier to reversal as a function of the applied field in order to estimate the field required to reduce the energy barrier to a height of $25 \, k_B T$. This method was successfully applied to compute thermally induced vortex nucleations in permalloy elements and the temperature dependence of coercivity in magnetic recording media. In permanent magnetic grains, the reduction in $H_c$ owing to thermal jumps over energy barriers is typically estimated at about 20%. 

Next, we analyze the results using the following equation, which was suggested by Kronmüller and Fähnle: 

$$H_c = \alpha^* \frac{2K_1}{\mu_0 M_s} - n \ln \left( \frac{D}{\delta_B} \right) M_s,$$  

(2)

where $\alpha^*$ is an effective microstructural parameter. Kronmüller and Fähnle showed that the nucleation field of free NdFeB particles follows the logarithmic law (Eq. (2)). They also reported that the effective demagnetization factor $N_{eff} = n \ln(D/\delta_B)$ from micromagnetics simulations agrees well with experimental results. The finding by Kronmüller and Fähnle clearly shows that the grain size dependence in nucleation-controlled permanent magnets is a magnetostatic effect, which leads to a logarithmic decay of coercivity with grain size. The logarithmic law (Eq. (2)) has to be distinguished from the coercivity resulting from statistical pinning theory, which would lead to a coercivity proportional to $\sqrt{\ln D}$. We believe that the magnets from which we obtained the experimental data for comparison in this paper are nucleation controlled. The $x$ values (Table I) are all greater than or equal to 0.4 which, according to Kronmüller and co-workers, strongly indicates that pinning plays no role in the coercivity mechanism. Therefore, we restrict our discussion to a single-grain defect-free magnet. Interestingly, this is sufficient to explain the experimentally-found logarithmic decay of coercivity. From the slope, $n$, of the curve $H_c/M_s$ versus $\ln(D/\delta_B)$, we can derive a size dependent demagnetizing factor 

$$N^* = n \ln \left( \frac{D}{\delta_B} \right).$$  

(3)

The demagnetizing factor increases with the grain size. The factor $n$ in Eq. (3) is related to the slope of the $H_c(\ln D)$ curve, which is given by $-n \delta_B$. The numerical results (see Figure 4) suggest that $n$ depends on the particle shape and the degree of alignment. The values of $n$ are 0.32, 0.27, and 0.14 for the aligned dodecahedron, the aligned cube, and the cube rotated by $8^\circ$ with respect to the external field, respectively. Using the room temperature values for the magnets in Table I, we obtain $n = 0.17$. Fitting all experimental values (our own data from Table I and the literature values) gives $n = 0.18$. In addition, Figure 4 gives the effective demagnetizing factor of the aligned magnets (samples 3–6) of Table I. The plot clearly shows that the effective 

![FIG. 3. Reversal field as function of grain size. Circles: Numerical results for the dodecahedron. Full Squares: Numerical results for the cube perfectly aligned. Open squares: Numerical results for the cube, field angle of $8^\circ$. Diamonds: Experimental data for magnets of Table I. Triangles: Experimental data by Ramesh and co-workers. Stars: Fine grained sintered magnets by Fukada and co-workers. Xs: Sintered magnets by Uestuener and co-workers.](Image)

![FIG. 4. Size dependent demagnetization factor, $N^*$, computed for a dodecahedron (circles) and the cube (full squares: perfectly aligned, open squares: $8^\circ$ field angle). Experimentally measured effective demagnetizing factor $N_{eff}$ for the aligned magnets (diamonds) and the isotropic magnets (triangles) of Table I. The arrows indicate the change of slope caused by the differences in shape and alignment of the particles.](Image)
demagnetizing factor derived using Eq. (1) increases logarithmically with the grain size. Figure 4 also shows that the demagnetizing factor decreases if the grain is misaligned. Nevertheless, the coercive field of the misaligned grain is smaller than that of the perfectly aligned sample. This indicates that the first term of Eq. (1) and the reduction of $x$ with field angle are dominating. We conclude that the experimentally found increase in the coercive field with larger field angle has to be attributed to surface defects. Such defects are not considered in this work where we restrict our numerical models on local demagnetizing effects of perfect particles.

In the following, we develop a simple model that explains the logarithmic decay of the coercive field with grain size and the slope of $H_c(L/D)$. In particular, we show that the demagnetizing field at the point where magnetization reversal starts is decisive for the grain size dependence of $H_c$.

For small cubes, the drop of the coercive field as the field angle is changed from 0 to 8° can be understood by the Stoner-Wohlfarth theory. For a small sphere which switches by uniform rotation, the switching field is

$$H_{sw} = fH_A,$$  \(4\)

$$f = \frac{\cos(\psi)^{2/3} + \sin(\psi)^{2/3}}{2},$$  \(5\)

where $\psi$ is the field angle. For $\psi = 8°$, the reduction factor $f$, is about 0.7. This partially explains the drop of $H_c$ between the perfectly aligned cube and the cube rotated by 8° for small grain sizes. However, the numerical simulation clearly show magnetization reversal by the nucleation and expansion of a reversed domain so that the Stoner-Wohlfarth theory is not directly applicable.

Following the arguments of Thielsch and co-workers, we look at the angle of the total internal field in the region where magnetization reversal starts. They showed that Eq. (4) can be applied locally, in order to estimate the coercive field, whereby $\psi$ is to be replaced by the angle of the total internal field, $\psi_t$, at the point where nucleation reversal starts. They found that in Nd$_2$Fe$_{14}$B particles with a rectangular prism shape, magnetization reversal starts at the center of an edge. Next, we apply the Stoner-Wohlfarth theory locally within the reversal volume near the edge of the cube.

We use an analytic expression for the demagnetizing field of a cube and evaluate the demagnetizing field at a distance $d = 1.2L_{ext}$ from the center of an edge. Figure 5 shows the components of $H_d$ parallel and perpendicular to the easy axis. With increasing size of the cube, the perpendicular component of the demagnetizing field increases. This in turn leads to an increase in the angle $\psi_t$. The external field is applied either parallel to the easy axis or at an angle of $\psi_{ext} = 8°$. The components of the external field, $H_{ext}$, are

$$H_{ext||} = -H_{ext} \cos(\psi_{ext}),$$  \(6\)

$$H_{ext\perp} = H_{ext} \sin(\psi_{ext}).$$  \(7\)

The components of the exchange field, $H_e$, in the reversal region are evaluated as

FIG. 5. Demagnetizing field of a uniformly magnetized cube evaluated at a distance of $d = 1.2L_{ext}$ from the edge. Solid line: Component perpendicular to the easy axis. Dashed line: Component parallel to the easy axis.

$$H_{x||} = 0,$$  \(8\)

$$H_{x\perp} = \frac{1}{\mu_0M_s} \frac{A}{d^2}.$$  \(9\)

The total internal field $H_t$ is the sum of the demagnetizing field, the applied external field, and the exchange field:

$$H_t = H_d + H_{ext} + H_e.$$  \(10\)

With the simple model, we compute the coercive field as follows: We successively increase $H_{ext}$. For each value of $H_{ext}$, we evaluate $H_t$ and compute $\psi_t$. We denote the value of $H_{ext}$ when

$$H_{ext} \geq H_{sw}(\psi_t),$$  \(11\)

the approximate coercive field $\tilde{H}_c$. Figure 6 shows that $\tilde{H}_c$ coincides with the micromagnetically computed coercive field. In order to obtain a quantitative match between the simple model and the micromagnetic result, we have to include the exchange field, Eqs. (8) and (9), in the simple model. This is different from the qualitative treatment by Thielsch and co-workers who only considered the external field and the demagnetizing field. In the simple model, the only input that changes with the grain size is the perpendicular component of the demagnetizing field. With increasing grain size, $H_{d\perp}$ increases. As a consequence, the angle of the total internal field with respect to the easy axis increases.

This is clearly seen in Figure 7, which shows $\psi_t$ evaluated at

$$H_{ext} = \tilde{H}_c$$

for different grain sizes. For the perfectly aligned case, the angles are between 4.5° and 16°. This range is shifted towards higher angles (14°–27°) for the cube with 8° misalignment. This difference explains the reduction of the slope of $H_c(L/D)$ in the case of a misalignment of 8°. At
small angles, the factor $f$, see Eq. (5), changes rapidly with $\psi$. For larger angles, $f(\psi)$ becomes flatter.  

The above model shows that the total field in the region where magnetization reversal starts determines the coercive field. In particular, the angle of the total internal field with respect to the easy axis in the nucleation region, $\psi_n$, is important. Due to their influence on the perpendicular component of the demagnetizing field, a change in grain size or grain shape will change this angle. Clearly, the alignment of the grains will influence $\psi_n$. Other microstructural effects that will have an influence at the local reversal conditions are the nature of the grain boundary phase and soft magnetic defects. Grain boundary phases may change the local exchange field and in turn alter $\psi_n$. Defects in the local magneto-crystalline anisotropy will change $H_A$ in the nucleation region and thus modify $H_{sw}$. In a real magnet, the interplay of various microstructural effects will determine the slope of $H_c(\ln D)$.

**IV. CONCLUSION**

We showed that the numerically computed coercive field as a function of grain size for a single Nd-Fe-B grain can be fitted perfectly to a logarithmic law, Eq. (2). In the simulations, we assumed the most simple model to explain this effect, a single isolated particle without defects. In our model, the logarithmic decay of the coercive field can be attributed neither to the density of surface defects nor to stochastic domain wall pinning. Therefore, we conclude that the logarithmic decay in polyhedral grains results from magnetostatic edge effects. Indeed, the equations for the demagnetizing field show a logarithmic singularity near the edge of a grain (see Appendix).

In summary, we confirmed the logarithmic decay of $H_c$ with grain size for a simple micromagnetic model and a wide range of Nd$_2$Fe$_{14}$B magnets. The results suggest that the logarithmic decay of coercive field with increasing grain size results from the logarithmic increase in the demagnetizing field near the edges of a grain. At this very location, the torque exerted by the local field onto the magnetization initiates the formation of a reversed domain. With increasing particle size, the torque that rotates the magnetization out of the anisotropy direction becomes larger and domain formation happens at lower external fields. The slope of $H_c(\ln D)$ depends on the microstructural features, including the grain shape, the degree of alignment, and most likely the nature of the grain boundary phases.
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**APPENDIX: DEMAGNETIZING FIELD OF A CUBE**

The components of the demagnetizing field of a uniformly magnetized particle of cuboidal shape and dimensions $2a$, $2b$, and $2c$ which are magnetized along the $z$ axis are

$$H_{d,\parallel}(x, y, z) = \frac{M_s}{4\pi} \sum_{j=1}^{\infty} \sum_{j=0}^{\infty} (-1)^{j+k} A(\xi_j, \eta_j, \zeta_k),$$

$$H_{d,\perp}(x, y, z) = \frac{M_s}{4\pi} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} (-1)^{j+k+1} L(\xi_j, \eta_j, \zeta_k),$$

where

$$\xi_j = x - (-1)^j a,$$

$$\eta_j = y - (-1)^j b,$$

$$\zeta_k = z - (-1)^k c,$$

and
\[ \rho(\xi, \eta, \zeta) = \left( \xi^2 + \eta^2 + \zeta^2 \right)^{1/2}, \]
\[ A(\xi, \eta, \zeta) = \arctan \left( \frac{\eta \xi}{\zeta^2} \right), \]
\[ L_0(\xi, \eta, \zeta) = \log(\eta + \rho). \]

Here, \( H_{d||} \) and \( H_{d\perp} \) are the components of the field parallel and perpendicular to the magnetization. The origin of the coordinate system is at the center of the cube. Fig. 5 gives the field close to the edge of a cube with edge length \( D = 2a = 2b = 2c \).
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