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ABSTRACT

Multi-objective evolutionary algorithms (MOEAs) based on decomposition are aggregation-based algorithms which transform a multi-objective optimization problem (MOP) into several single-objective subproblems. Being effective, efficient, and easy to implement, Particle Swarm Optimization (PSO) has become one of the most popular single-objective optimizers for continuous problems, and recently it has been successfully extended to the multi-objective domain. However, no investigation on the application of PSO within a multi-objective decomposition framework exists in the context of combinatorial optimization. This is precisely the focus of the paper. More specifically, we study the incorporation of Geometric Particle Swarm Optimization (GPSO), a discrete generalization of PSO that has proven successful on a number of single-objective combinatorial problems, into a decomposition approach. We conduct experiments on many-objective 1/0 knapsack problems i.e. problems with more than three objectives functions, substantially harder than multi-objective problems with fewer objectives. The results indicate that the proposed multi-objective GPSO based on decomposition is able to outperform two version of the well-known MOEA based on decomposition (MOEA/D) and the most recent version of the non-dominated sorting genetic algorithm (NSGA-III), which are state-of-the-art multi-objective evolutionary approaches based on decomposition.
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1. INTRODUCTION

Particle swarm optimization (PSO) [13] is a bio-inspired metaheuristic for continuous optimization problems, which has been applied very successfully to many engineering and scientific problems. This has motivated researchers to extend it to multi-objective optimization problems (MOPs). In the last decade, several multi-objective particle swarm optimizers (MOPSOs) have been developed (see [26] for a good survey on this topic). Most of these approaches use a set of best non-dominated solutions to steer the search, rather than a single global optimum as in the traditional PSO, along with an additional mechanism to maintain population diversity during the search. These approaches became very popular in the early days of MOPSOs.

The dominance resistance phenomenon [24], which is commonly observed in problems with more than 3 objectives (known as many-objective problems), hinders performances of MOPSOs using Pareto dominance relation by making selection ineffective. Researchers have then focused on developing alternative selection mechanisms to deal with this drawback, such as for example methods based on indicators [6, 15]. Recently, researchers working on MOEAs have adopted the idea of decomposing a MOP into several optimization subproblems. This approach has become one of the most useful strategies to deal with MOPs, especially for many-objective problems, see for instance [31, 9]. In this approach, a set of approximate solutions to the Pareto optimal front is achieved by minimizing each single-objective subproblem, rather than using Pareto optimality or alternative selection mechanisms. This trend has also led to a new generation of multi-objective particle swarm optimizers based on decomposition studied by several authors, see for example [23, 21, 33]. To date, these approaches have focused on continuous and unconstrained problems, leaving the discrete case as an open field to be explored. This is precisely the focus of the work reported herein.

Several extensions of PSO to discrete spaces have been
introduced to date, the majority of these operating on binary strings, see e.g. [14, 1, 18, 22]. Extensions of PSO to more complex combinatorial search spaces, such as permutations or TSP tours, are rarer but do exist, see e.g. [7]. The difficulty here lays in defining meaningful notions of motion, direction, and velocity in such spaces. Geometric particle swarm optimization (GPSO) [19] is a generalization of traditional particle swarm optimization to general metric spaces. These notions and the PSO algorithm dynamics are defined in this general abstract setting. Specific instantiations of GPSO can then be formally derived by using specific distances and associated solution representations in the general definition of GPSO. This approach has the advantage that PSO for specific representations can be derived in a principled way, rather than reinvented and adapted ad-hoc to each new representation. Representation-specific GPSO have been derived for binary strings [19], permutations and applied to solving Sudoku [20], and tree structures and used as an alternative search strategy for genetic programming [29]. The binary GPSO has been successfully adopted in several applications, e.g. [2, 3, 11, 28, 25].

In this paper, we introduce a new multi-objective particle swarm optimizer for combinatorial problems. The proposed approach extends the binary GPSO to work with MOPs adopting the decomposition approach. The study presented here indicates that the proposed approach is efficient and produces a good approximation to the Pareto front on multi-objective knapsack problems with a number of objectives ranging from two to ten. It is also found to be significantly better than the well-known multi-objective evolutionary algorithm based on decomposition (MOEA/D) [34] and than the most recent version of the non-dominated sorting genetic algorithm (NSGA-III) [9].

2. BASIC CONCEPTS

2.1 Preliminaries of Multi-objective Optimization

Assuming maximization, a general multi-objective optimization problem (MOP) can be stated as:

\[
\begin{align*}
\text{maximize: } & \mathbf{F}(\mathbf{x}) \\
\text{s.t. } & g_i(\mathbf{x}) \leq 0, \quad i = 1, \ldots, p \\
& h_j(\mathbf{x}) = 0, \quad j = 1, \ldots, q \\
& \mathbf{x} \in \mathcal{X}
\end{align*}
\]

where \( \mathbf{x} = (x_1, \ldots, x_n)^T \) is an \( n \) dimensional vector of decision variables. The vector \( \mathbf{F} = (f_1(\mathbf{x}), \ldots, f_M(\mathbf{x}))^T \) consists of \( M \) objective functions \( f_j \)'s to be maximized. \( g_i(\mathbf{x}) \leq 0 \) and \( h_j(\mathbf{x}) = 0 \) represent the \( p \) inequality constraints and the \( q \) equality constraints, respectively. The set of solutions that satisfy the constraints of problem (1) defines the feasible region \( \mathcal{X} \subset \mathbb{R}^n \). When problem (1) is continuous \( \mathcal{X} = \mathbb{R}^n \). In the case of pseudo-boolean combinatorial problems the search space is \( \mathcal{X} = \{0, 1\}^n \).

The following definitions introduce the concept of optimality in this paper (see [17]).

\textbf{Definition 1.} Let \( \mathbf{x}, \mathbf{y} \in \mathcal{X} \), we say that \( \mathbf{x} \) dominates \( \mathbf{y} \) (denoted by \( \mathbf{x} \succ \mathbf{y} \)) if and only if: 1) \( f_i(\mathbf{x}) \geq f_i(\mathbf{y}) \) for all \( i \in \{1, \ldots, M\} \) and 2) \( f_j(\mathbf{x}) > f_j(\mathbf{y}) \) for at least one \( j \in \{1, \ldots, M\} \).

\textbf{Definition 2.} Let \( \mathbf{x}^* \in \mathcal{X} \), we say that \( \mathbf{x}^* \) is a Pareto optimal solution, if there is no other solution \( \mathbf{y} \in \mathcal{X} \) such that \( \mathbf{y} \succ \mathbf{x}^* \).

\textbf{Definition 3.} The Pareto optimal set \( \mathcal{P} \) is defined by: \( \mathcal{P} = \{ \mathbf{x} \in \mathcal{X} : \mathbf{x} \text{ is a Pareto optimal solution} \} \) and its image \( \mathcal{P}F = \{ \mathbf{F}(\mathbf{x}) : \mathbf{x} \in \mathcal{P} \} \) is called Pareto front \( \mathcal{P}F \).

In multi-objective optimization problems, we are typically interested in finding a finite number of elements from the Pareto set, while maintaining a proper representation of the Pareto front.

2.2 Decomposition of a Multi-objective Optimization Problem

It is well-known [17] that a Pareto optimal solution to the problem (1) is an optimal solution of a scalar optimization problem in which the objective is an aggregation of all the objective functions \( f_j \)'s. Many scalar approaches have been proposed to aggregate the objectives of a MOP. Among them, the Tchebycheff approach [5] is one of the most used methods, and it is the one adopted in this study. Other scalarization approaches could also be easily used, see e.g., [10, 17].

\textbf{Tchebycheff approach.} This approach transforms the vector of function values \( \mathbf{F} \) into a scalar maximization problem which is of the form:

\[
\begin{align*}
\text{minimize: } & g^{\text{tch}}(\mathbf{x}|\mathbf{z}, \lambda) = \max_{1 \leq j \leq M} \{ \lambda_j | z_j - f_j(\mathbf{x}) | \} \\
\text{s.t. } & \mathbf{x} \in \mathcal{X}
\end{align*}
\]

where \( \mathcal{X} \) is the feasible region, \( \mathbf{z} = (z_1, \ldots, z_k)^T \) is the reference point such that \( z_j = \max_{\mathbf{x} \in \mathcal{X}} | f_j(\mathbf{x}) | \) for each \( i = 1, \ldots, M \), and \( \lambda = (\lambda_1, \ldots, \lambda_M)^T \) is a weight vector, i.e., \( \lambda_j \geq 0 \) for all \( j = 1, \ldots, M \) and \( \sum_{j=1}^M \lambda_j = 1 \).

For each Pareto optimal point \( \mathbf{x}^* \), there exists a weight vector \( \lambda \) such that \( \mathbf{x}^* \) is the optimum solution of equation (2) and each optimal solution of equation (2) is a Pareto optimal solution of equation (1). An appropriate representation of the Pareto front could be reached by solving different scalarizing problems. Such problems can be defined by a set of well-distributed weight vectors, which establish the search direction in the optimization process.

Therefore, a proper approximation to the Pareto front can be reached by minimizing a set of scalarizing functions defined by a well-distributed set of weights vectors. This is the main idea behind mathematical programming methods for multi-objective problems and current multi-objective evolutionary approaches based on decomposition, e.g. [34, 23, 16].

2.3 Geometric Particle Swarm Optimization

The generalization of the standard PSO algorithm for continuous spaces to general metric spaces is based on the following idea (see [19] for more details and the mathematical derivation). The only elements of the standard PSO algorithm that depend on the underlying representation are the velocity update and position update equations which require velocities and positions to be real vectors. The velocity update equation can be factored out and equivalently restated in terms of current and past positions of each particle. In absence of inertia, the new position of a particle can be written as a convex combination of its current position, its
personal best position, and the position of the global best (see figure 1).

As the notion of convex combination is well-defined in general metric spaces, the PSO algorithm can then be readily generalized to metric spaces. The generic Geometric PSO algorithm is illustrated in Algorithm 1. This differs from the standard PSO in that: (i) there is no explicit velocity update equation (but particles have velocities as they move); (ii) the equation of the position update is a (randomized) convex combination as outlined above, with weights \( \omega \), \( \phi_1 \), and \( \phi_2 \), which are are non-negative and add up to one; (iii) the new position undergoes mutation to partly compensate for the lack of inertia.

The specific PSO for the space of binary strings \(^1\) endowed with Hamming distance can be obtained by formally deriving an explicit definition of randomized convex combination for this space in terms of manipulation of the underlying representation. This operator then specifies operationally how to obtain an ‘offspring’ binary string which corresponds to the convex combination of ‘parent’ binary strings. In [19], this operator was shown to be a straightforward generalization of mask-based crossover for two parents to a three-parental recombination, in which the probability of inheriting a bit at each position from a parent string is given by its weight in the convex combination. The mutation employed in binary GPSO is standard bit-wise mutation.

3. MULTI-OBJECTIVE GPSO BASED ON DECOMPOSITION

Our proposed multi-objective GPSO based on decomposition (MO-GPSO/D) decomposes a MOP into several single-objective subproblems by using an aggregation function and a weight vector, as in MOEA/D [34]. However, the proposed approach does not follow the principles of MOEA/D. The main differences between MOEA/D and MO-GPSO/D are the recombination and replacement strategies.

Recombination strategy. MOEA/D defines a neighborhood in order to select random solutions to be recombined. For binary combinatorial problems, MOEA/D adopts traditional operators taken from genetic algorithms (specifically, one-point crossover, and bit-wise mutation), in order to generate candidate solutions, see [34]. This strategy works well in continuous problems. However, in the case of combinatorial problems (where the fitness landscape is unknown) the regulatory property of continuous MOPs (the idea behind of MOEA/D [34]) does not claim that an optimal solution of a subproblem with weight \( \lambda_1 \), is close to other optimal solution of other subproblem with weight \( \lambda_2 \), for \( ||\lambda_1 - \lambda_2|| < \epsilon \) (for an \( \epsilon \) small enough), i.e. neighboring subproblems. Therefore we hypothesize that MO-GPSO/D could work better than MOEA/D if the recombination of solutions is not restricted into a single neighborhood as in MOEA/D. MO-GPSO/D uses the geometric version of PSO to create new solutions by using the personal best (the best position of the particle to the ith subproblem) and the global best solution (solution found from all the swarm which achieves the best value for the ith subproblem along the search).

Replacement strategy. MOEA/D replaces all solutions in the neighborhood which are improved by the new candidate solution. This mechanism works well for MOPs having relatively easy Pareto sets [16]. However, for more complex problems (see for example [35]), this strategy becomes inefficient and sometimes impractical. In fact, this strategy can misplace diversity in the population specially in multi-modal problems or problems with rugged landscapes. This drawback was treated in [16] where a dynamic neighborhood selection and a maximum number replacements were implemented, arising in a new version of MOEA/D namely MOEA/D-DE. In MO-GPSO/D, the replacement of global best solutions is carried out in different way. We do not replace all the improved solutions with the new one. Instead of this, the new solution is in competition with the current best solutions and from them, the new set of global best solutions is defined. Therefore, we speculate that this mechanism could maintain more diversity in the population, which is especially important in multi-objective optimization, while at the same time, GPSO steers the search towards promising regions employing the best solutions found along the search.

The pseudocode of the proposed MO-GPSO/D is presented in Algorithm 2. To follow a decomposition of a MOP, a well-distributed set of weighted vectors \( \Lambda = \{ \lambda_1, \ldots, \lambda_N \} \) has to be defined before running the algorithm. The computation of the convex combination employs the weight vector \( \Lambda \) and the best and position of the global best. The specific PSO for the space of binary strings \(^1\) endowed with Hamming distance can be obtained by formally deriving an explicit definition of randomized convex combination for this space in terms of manipulation of the underlying representation. This operator then specifies operationally how to obtain an ‘offspring’ binary string which corresponds to the convex combination of ‘parent’ binary strings. In [19], this operator was shown to be a straightforward generalization of mask-based crossover for two parents to a three-parental recombination, in which the probability of inheriting a bit at each position from a parent string is given by its weight in the convex combination. The mutation employed in binary GPSO is standard bit-wise mutation.

![Figure 1: The convex combination operator moves the particle based on its current position, position of its personal best and position of the global best.](https://github.com/amoraglio/)

### Algorithm 1: Geometric PSO algorithm

```python
for each particle i do
    initialize position \( x_i \) at random in the search space
while stop criteria not met do
    for each particle i do
        set personal best \( x_i \) as best position found so far by the particle
        set global best \( \hat{g} \) as best position found so far by the whole swarm
    for each particle i do
        update position using a randomized convex combination:
        \[
        x_i = CX((x_i, \omega), (\hat{g}, \phi_1), (\hat{x}, \phi_2)) \tag{3}
        \]
        mutate \( x_i \)
```

---

\(^1\) A Python implementation of this algorithm is available at https://github.com/amoraglio/.

---
4. EXPERIMENTAL DESIGN

4.1 Multi-Objective 0/1 Knapsack Problem

In order to test the performance of the proposed MO-GPSO/D, the knapsack problem, one of the most studied NP-hard problems from combinatorial optimization, is adopted in a multi-objective optimization context.

Given a collection of $n$ items and a set of $M$ knapsacks, the multi-objective 0/1 knapsack problem (MO-KNP) seeks a subset of items subject to capacity constraints based on a weight function vector $w : [0, 1]^n \rightarrow \mathbb{N}^M$, while maximizing a profit function vector $p : [0, 1]^n \rightarrow \mathbb{N}^M$. Formally, it can be stated as:

$$\text{maximize: } \sum_{i=1}^{n} p_{ji} \cdot x_i \quad j \in \{1, \ldots, M\}$$
$$\text{s.t. } \sum_{i=1}^{n} w_{ji} \cdot x_i \leq c_j \quad j \in \{1, \ldots, M\}$$
$$x_i \in \{0, 1\} \quad i \in \{1, \ldots, n\}$$

where $p_{ji}$ is the profit of item $i$ on knapsack $j$, $w_{ji} \in \mathbb{N}$ is the weight of item $i$ on knapsack $j$, and $c_j \in \mathbb{N}$ is the capacity of knapsack $j$.

We consider the conventional instances proposed in [37, with random uncorrelated profit and weight integer values taken uniformly from $[10, 100]$. The capacity is set to half of the total weight of a knapsack for each objective function, i.e., $c_j = \frac{1}{2} \sum_{i=1}^{n} w_{ji}$ for $j = 1, \ldots, M$. As a result, about 50% of the items are expected to be in the Pareto optimal front.

4.2 Experimental Setup

We compare experimentally MO-GPSO/D with three state-of-the-art MOEAs based on decomposition: the original MOEA/D [34], its new variant MOEA/D-DE [16] adapted to binary spaces (as explained below) and NSGA-III [9].

The method MOEA/D-DE extends MOEA/D as follows: it uses dynamic selection of the neighborhood with a given probability $\delta$, and a fixed maximum number of replacements $n_r$ in the neighborhood. Furthermore, MOEA/D-DE uses Differential Evolution (DE) operator as reproduction mechanism, which is however defined for continuous spaces. To adapt this algorithm to binary string spaces, the DE operator is replaced with standard crossover and mutation operators for binary strings, as in the original version of TurboGA.
We adopted this variant in order to test the performances of MOEA/D with dynamic selection and the limit on the number of replacements. In the rest of the paper, we refer to this variant as MOEA/D*.

For fairness, the set of weight vectors for all the algorithms in the comparison was the same, and it was generated using the Simplex-lattice design [27], as follows. The settings of \( N \) (number of weights and population size) and \( \Lambda = \{ \lambda_1, \ldots, \lambda_N \} \) are controlled by a parameter \( H \). More precisely, \( \lambda_1, \ldots, \lambda_N \) are weight vectors whose component scalar weights \( \lambda_i^j \) (\( i = 1, \ldots, N \) and \( j = 1, \ldots, M \)) take values in \( \{ 0, \frac{1}{H}, \frac{2}{H}, \ldots, \frac{H}{H} \} \). Therefore, the number of all possible choice of vectors in \( \Lambda \) is given by \( N = \binom{M+1}{H+M-1} \), where \( M \) is the number of objective functions. Since, this number increases binomially with the number of objectives, this methodology becomes quickly impractical when we have more than a handful of objectives. A strategy to deal with high dimensional spaces is proposed in [9], known as the two-layered simplex-lattice design. This strategy uses the simplex-lattice design to generate an outside layer and an inside layer in the weights set. Fig. 2 illustrates the two-layered simplex-lattice design in \( \mathbb{R}^3 \) when using \( H_1 = 2 \) for the outside layer and \( H_2 = 1 \) for the inside layer. In this study, we compare the decomposition-based approaches by using the weights given by the two-layered simplex-lattice design for problems with more than 5 objectives, otherwise a single layer is employed. The complete configuration of \( H \) values for different dimensions of the two-layered simplex-lattice design is shown in Table 1.

In our comparison, MOEA/D, MOEA/D*, and NSGA-III use the same reproduction operators, one-point crossover and bit-wise mutation, as in the original version of MOEA/D [34]. MO-GPSO/D uses also bit-wise mutation as turbulence operator.

Table 1: Configuration for the two-layered simplex-lattice design

<table>
<thead>
<tr>
<th>( M ) (objectives)</th>
<th>Layer configuration</th>
<th>Number of weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1 ( H = 99 )</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>1 ( H = 19 )</td>
<td>210</td>
</tr>
<tr>
<td>5</td>
<td>1 ( H = 6 )</td>
<td>210</td>
</tr>
<tr>
<td>8</td>
<td>2 ( H_1 = 3, H_2 = 2 )</td>
<td>156</td>
</tr>
<tr>
<td>10</td>
<td>2 ( H_1 = 3, H_2 = 2 )</td>
<td>275</td>
</tr>
</tbody>
</table>

Figure 2: Illustration of the two-layered simplex-lattice design. The outside layer is stated by \( H_1 = 2 \) (generating six weights vectors), while the inside layer is set by \( H_2 = 1 \) (generating three weights vectors)

Table 2: Parameters for MO-GPSO/D, MOEA/D, MOEA/D*, and NSGA-III

<table>
<thead>
<tr>
<th>Parameter</th>
<th>MO-GPSO/D</th>
<th>MOEA/D</th>
<th>MOEA/D*</th>
<th>NSGA-III</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T )</td>
<td>( \delta )</td>
<td>( n_r )</td>
<td>( P_c )</td>
<td>( P_m )</td>
</tr>
<tr>
<td>( \delta )</td>
<td>( \delta )</td>
<td>( \delta )</td>
<td>0.9</td>
<td>2</td>
</tr>
<tr>
<td>( n_r )</td>
<td>( n_r )</td>
<td>( n_r )</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( P_c )</td>
<td>1/n</td>
<td>1/n</td>
<td>1/n</td>
<td>1/n</td>
</tr>
<tr>
<td>( P_m )</td>
<td>( \omega )</td>
<td>( \phi_1 )</td>
<td>( \phi_2 )</td>
<td></td>
</tr>
<tr>
<td>( \omega )</td>
<td>1/3</td>
<td>1/3</td>
<td>1/3</td>
<td>1/3</td>
</tr>
<tr>
<td>( \phi_1 )</td>
<td>( \phi_1 )</td>
<td>( \phi_1 )</td>
<td>( \phi_1 )</td>
<td>( \phi_1 )</td>
</tr>
<tr>
<td>( \phi_2 )</td>
<td>( \phi_2 )</td>
<td>( \phi_2 )</td>
<td>( \phi_2 )</td>
<td>( \phi_2 )</td>
</tr>
</tbody>
</table>

MOEA/D, see [34]. For the performances of MOEA/D with dynamic selection and the limit on the number of replacements. In the rest of the paper, we refer to this variant as MOEA/D*.

are set as suggested by their respective authors. \( T \) is the neighborhood size for MOEA/D and MOEA/D*, \( \delta \) and \( n_r \) are the probability of selecting a determined neighborhood and the maximum number of replacements in the neighborhood (for MOEA/D*). \( P_c \) and \( P_m \) are the crossover rate and mutation rate. \( \omega, \phi_1, \) and \( \phi_2 \) are the weights used in GPSO. Finally, the search for all the evolutionary approaches was restricted to perform 2,000 generations.

4.3 Performance Assessment

In this section, we outline the performance measures used in our comparison, and the method employed to define the reference set \( R \).

4.3.1 Performance measures

Set Two Coverage (\( \mathcal{C} \)). Set Two Coverage (\( \mathcal{C} \)) was proposed by Zitzler et al. [36], and it compares a set of non-dominated solutions \( A \) with respect to another set \( B \), using Pareto dominance. This performance measure is defined as:

\[
\mathcal{C}(A, B) = \frac{|\{b \in B | \exists a \in A : a \succeq b\}|}{|B|} \tag{5}
\]

If all points in \( A \) dominate or are equal to all points in \( B \), this implies that \( \mathcal{C}(A, B) = 1 \). Otherwise, if no point of \( A \) dominates some point in \( B \) then \( \mathcal{C}(A, B) = 0 \). When \( \mathcal{C}(A, B) = 1 \) and \( \mathcal{C}(B, A) = 0 \) then, we say that \( A \) is better than \( B \). Since the Pareto dominance relation is not symmetric (i.e. not always \( \mathcal{C}(A, B) = \mathcal{C}(B, A) \) is held), we need to calculate both \( \mathcal{C}(A, B) \) and \( \mathcal{C}(B, A) \).

Inverted Generational Distance (\( \mathcal{IGD} \)). The Inverted Generational Distance (\( \mathcal{IGD} \)) [8] indicates how far a given Pareto front approximation is from a reference set. Let \( R \) be a proper representation of the Pareto optimal front, the \( \mathcal{IGD} \) for a set of approximated solutions \( P \) is calculated as:

\[
\mathcal{IGD}(P) = \frac{1}{|R|} \sum_{v \in R} d(v, P) \tag{6}
\]

where \( d(v, P) \) is a minimum distance between \( v \) and any point in \( P \) and \( |R| \) is the cardinality of \( R \). The \( \mathcal{IGD} \) metric can measure both convergence and diversity when the reference set \( R \) is a proper representation of the true Pareto front. A value of zero in this performance measure, indicates that all the solutions obtained by the algorithm are on the true Pareto front, it is the best possible value.

4.3.2 Reference set definition

From problem in Equation (2) and replacing the objective function and constraints by the multi-objective 1/0 knap-
sack problem (Equation (4)), we have:

$$
\text{minimize: } \quad g_{\text{rel}}(x|\lambda, z) = \max_{1 \leq j \leq M} \{\lambda_j | z_j - f_j(x)\} \\
= \max_{1 \leq j \leq M} \left\{ \lambda_j \left| z_j - \left( \sum_{i=1}^{n} p_{ji} \cdot x_i \right) \right| \right\} \\
\text{s.t.} \quad \sum_{i=1}^{n} w_{ji} x_i \leq c_j, \quad j = 1, \ldots, M
$$

(7)

by introducing the relaxed formulation (i.e. allowing real numbers such that $0 \leq x_i \leq 1$), the above problem can be rewritten in its linear form as [12]:

$$
\text{minimize: } \quad \alpha \\
\text{s.t.} \quad \lambda_j \left( z_j - \sum_{i=1}^{n} p_{ji} x_i \right) \leq \alpha \sum_{i=1}^{n} w_{ji} x_i \leq c_j, \quad 0 \leq z_i \leq 1, \quad i = 1, \ldots, n \\
\text{for all } j = 1, \ldots, M
$$

(8)

where $z = (z_1, \ldots, z_M)^T$ is the reference point and $\lambda = (\lambda_1, \ldots, \lambda_M)^T$ is a weight vector satisfying $\sum_{j=1}^{M} \lambda_j = 1$ and $\lambda_j \geq 0$.

For each instance, we generated the reference set $R$ solving a large number of relaxed linear problems (Equation (8)) defined by different weight vectors. Since the reference set $R$ should contain a large enough number of points to ensure a good measurement of the $\mathcal{C}$ metric, we should generate a finite but well-distributed set of weight vectors. Simplex lattice method becomes impractical to define a specific number of weight vectors in high-dimensional spaces, therefore, we used the methodology presented in [32] and generated $200 \times M$ weight vectors (where $M$ denotes the number of objectives). All the solutions for different weight vectors of problem (8), give the points $F(x)$’s (in the objective space). Therefore, for a specific instance, the obtained points constitute the reference set $R$.\footnote{The weight vectors and reference set for each instance are available at http://computacion.cs.cinvestav.mx/~zapoteca/MO-KNP/}

For each instance, the reference point $z$ was found by individual optimization of each separate objective in the relaxed multi-objective 0/1 knapsack problem. Note that all feasible solutions of the multi-objective 0/1 knapsack problem, are also feasible solutions of the relaxed problem. Therefore, the optimum values of each objective on the relaxed problem is not worse than the optimum value of this objective on the original problem [12]\footnote{In order to solve the linear optimization problem, we use the Python SciPy library by employing the Simplex method.}.

5. DISCUSSION OF RESULTS

We compared experimentally our proposed MO-GPSO/D with MOEA/D, MOEA/D*, and NSGA-III on knapsack problems with 2, 3, 5, 8, and 10 objectives.

Figure 3 shows the results of the evaluation with the performance measure $\mathcal{C}$. In order to illustrate the general performance of the algorithms in comparison, simple box plots are shown. The thick line represents the median value, the upper and lower ends of the box are the upper and lower quartiles, and the ends of the vertical line are minimum and maximum values. We computed the $\mathcal{C}$ performance measure by comparing pairs of algorithms (i.e., $\mathcal{C}(A, B)$ and $\mathcal{C}(B, A)$). These values were obtained as average values of the comparisons of all independent runs of algorithm $A$ with all independent runs of algorithm $B$.

In these charts, we show the ratio of solutions produced by MO-GPSO/D that dominate the solutions produced by MOEA/D, MOEA/D*, and NSGA-III, respectively. This Figure must be read as $\mathcal{C}(A, B)$, where $A$ denotes the algorithm in row, and $B$ the algorithm in column. As we can see, the algorithms have a similar performance in the two-objective problem. The same behavior can be observed for problems with three objectives. However, when the number of objectives is increased, the ratio of solutions dominated by any algorithm decreases. It does not mean that the algorithms decrease their performance. When the values of $\mathcal{C}(A, B)$ and $\mathcal{C}(B, A)$ are almost the same, and they are small, it means that both algorithms are competitive in terms of Pareto relation (and this is the behavior of MOEAs with 5, 8, and 10 objectives). However, in terms of approximating the complete Pareto front, this metric could be misunderstood. It can be the case that algorithm $A$ and $B$ produce a small value for the $\mathcal{C}$ metric. However, solutions produced by algorithm $A$ can draw a suitable representation of the Pareto front while solutions produced by algorithm $B$ can be biased in a specific part of the Pareto front. In order to investigate precisely this behavior, we use the $\mathcal{J}^D$ performance measure which assesses the distance of solutions produced by an algorithm to the reference Pareto front.

In order to solve the linear optimization problem, we use the Python SciPy library by employing the Simplex method.
Table 3: Table of results achieved by MO-GPSO/D, MOEA/D, MOEA/D*, and NSGA-III for the MO-KNP with 2, 3, 5, 8, and 10 objectives in the IGD performance measure.

<table>
<thead>
<tr>
<th>M</th>
<th>MO-GPSO/D</th>
<th>MOEA/D</th>
<th>MOEA/D*</th>
<th>NSGA-III</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>52.0</td>
<td>9.4</td>
<td>11.2</td>
<td>17.3</td>
</tr>
<tr>
<td>(5.4)</td>
<td>(1.7)</td>
<td>(1.0)</td>
<td>(1.3)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>505.5</td>
<td>9.4</td>
<td>11.2</td>
<td>17.3</td>
</tr>
<tr>
<td>(3.6)</td>
<td>(1.7)</td>
<td>(1.0)</td>
<td>(1.3)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>505.5</td>
<td>9.4</td>
<td>11.2</td>
<td>17.3</td>
</tr>
<tr>
<td>(3.6)</td>
<td>(1.7)</td>
<td>(1.0)</td>
<td>(1.3)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>505.5</td>
<td>9.4</td>
<td>11.2</td>
<td>17.3</td>
</tr>
<tr>
<td>(3.6)</td>
<td>(1.7)</td>
<td>(1.0)</td>
<td>(1.3)</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>505.5</td>
<td>9.4</td>
<td>11.2</td>
<td>17.3</td>
</tr>
<tr>
<td>(3.6)</td>
<td>(1.7)</td>
<td>(1.0)</td>
<td>(1.3)</td>
<td></td>
</tr>
</tbody>
</table>

low it in brackets is the standard deviation. Best values for each problem instance are reported in bold. Underlined values correspond to algorithms that are not statistically outperformed by any other algorithm for the instance under consideration (using a Mann-Whitney-Wilcoxon test with a p-value of 0.05 with Bonferroni correction).

As we can see from Table 3, the performance of the MOEA/D, MOEA/D* and NSGA-III are very similar for instances with two objectives, while MO-GPSO/D is significantly better. The performance of MO-GPSO/D is (statistically significantly) better than all the other algorithms in the comparison, except on the problem with 8 objectives, on which MOEA/D* is better than MO-GPSO/D, but the differences between their performance is not statistically significant. This analysis suggests that the way we couple GPSO into a multi-objective decomposition framework is a good strategy for the type of problems under study. It is also remarkable that the performance of NSGA-III decreases as the number of objective increases. The main reason for this is that NSGA-III relies on a suitable construction of the hyperplane, which is essential for a correct fitness assignment to solutions. Such hyperplane is defined by finding the best solutions in the population that minimizes the achievement scalarization function (ASF) with the canonical basis (in $\mathbb{R}^3$). However, in discrete problems, optimal solutions to the ASF with the specific weight vector cannot be found (it could not be exist). This could generate a bad definition of such hyperplane and lead to a wrong ranking of solutions.

Finally, Figure 4 reports the complete convergence plots for the algorithms in the comparison. This plot also corroborates the good performance achieved by MO-GPSO/D in the test instances (specially in problems with 2, 3, and 5 objectives), as the plot of MO-GPSO/D is lower than the plots of the other algorithms.

6. CONCLUSIONS AND FUTURE WORK

We have proposed a new multi-objective particle swarm optimizer using the geometric particle swarm optimization algorithm within a multi-objective framework based on decomposition. The proposed approach was designed to deal with combinatorial MOPs with both low and high dimensionality (in terms of the number of objectives).

---

The proposed approach follows the decomposition approach in the sense that it optimizes a set of scalarizing functions but it does not follow other principles of MOEA/D, i.e. neighborhoods, dynamic selection or limit on maximum number replacements.

Experimental results indicate that our proposed approach (i.e. MO-GPSO/D) outperforms significantly three state-of-the-art MOEAs based on decomposition, namely MOEA/D, MOEA/D*, and NSGA-III, on the test problems adopted.

In future work, we will test MO-GPSO/D on more complex and on a greater variety of problems to identify strengths and weaknesses of this algorithm. We will also analyze the scalability of MO-GPSO/D with MOPs of large scale i.e., large number of bits. Finally, we will consider improvements to the proposed approach by introducing local search mechanisms during the search process.
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