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ABSTRACT

The loss of Arctic sea ice is already having profound environmental, societal, and ecological impacts locally. A highly uncertain area of scientific research, however, is whether such Arctic change has a tangible effect on weather and climate at lower latitudes. There is emerging evidence that the geographical location of sea ice loss is critically important in determining the large-scale atmospheric circulation response and associated midlatitude impacts. However, such regional dependencies have not been explored in a thorough and systematic manner. To make progress on this issue, this study analyzes ensemble simulations with an atmospheric general circulation model prescribed with sea ice loss separately in nine regions of the Arctic, to elucidate the distinct responses to regional sea ice loss. The results suggest that in some regions, sea ice loss triggers large-scale dynamical responses, whereas in other regions sea ice loss induces only local thermodynamical changes. Sea ice loss in the Barents–Kara Seas is unique in driving a weakening of the stratospheric polar vortex, followed in time by a tropospheric circulation response that resembles the North Atlantic Oscillation. For October–March, the largest spatial-scale responses are driven by sea ice loss in the Barents–Kara Seas and the Sea of Okhotsk; however, different regions assume greater importance in other seasons. The atmosphere responds very differently to regional sea ice losses than to pan-Arctic sea ice loss, and the response to pan-Arctic sea ice loss cannot be obtained by the linear addition of the responses to regional sea ice losses. The results imply that diversity in past studies of the simulated response to Arctic sea ice loss can be partly explained by the different spatial patterns of sea ice loss imposed.

1. Introduction

Satellites have routinely measured Arctic sea ice since the late 1970s. Since then, the sea ice cover has significantly reduced in all calendar months, with the largest trend in September—the month of the annual minimum (Simmonds 2015). The September sea ice extent has declined by 40% and its volume by an estimated 65% (IPCC 2013). Paleoclimate records suggest the sea ice cover is now lower than at any time in the previous 1450 yr (Kinnard et al. 2011). This decline in Arctic sea ice cover is already having profound societal and ecological impacts locally (e.g., Bhatt et al. 2014; Post et al. 2013). An emerging and highly uncertain area of scientific research, however, is whether such Arctic change has a tangible effect on weather and climate at lower latitudes. A recent spate of extreme weather events in the midlatitudes, occurring at a time of record low sea ice, has prompted debate about possible linkages between Arctic sea ice loss and midlatitude weather (e.g., Cohen et al. 2014; Vihma 2014; Walsh 2014; Overland et al. 2015; Barnes and Screen 2015). A number of recent papers have argued for a causal link, based on detailed analyses of atmospheric observations. However, in such a strongly coupled system, diagnosing cause and effect is a nearly intractable problem with observations alone. For this reason, recent work has turned to a “modeling attribution” approach and multiple modeling studies have implicated reduced Arctic sea ice cover as an important driver of Arctic and/or lower-latitude climate (Deser et al. 2010, 2015, 2016; Screen et al. 2013, 2014, 2015a,b; Peings and Magnusdottir 2014; Sun et al. 2015; Blackport and Kushner 2016; Cvijanovic and Caldeira 2015; Ayarzagüena and Screen 2016; and many others). While such model experiments have undoubtedly improved our understanding of the atmospheric response to Arctic sea ice loss, existing work has largely focused on the impacts of pan-Arctic sea ice loss (with some exceptions noted later). Yet, the geographical regions of sea ice anomalies vary from year to year, and the spatial pattern of future sea ice loss is highly uncertain. Thus, for both seasonal prediction and climate projections, it is important to better understand the atmospheric response to regional sea ice anomalies. Furthermore, in the literature there exists a wide diversity...
of model responses to Arctic sea ice loss. It is unclear the extent to which these discrepancies arise due to differences in a model’s forced response or differences in the sea ice forcing. Concerning the latter, different studies have imposed different spatial patterns of sea ice loss, which may in part explain the diversity of model responses identified.

Given the complexity of the climate system, sea ice anomalies in one geographical location would not be expected to lead to the same atmospheric response as sea ice anomalies in another region. Indeed, there is emerging evidence that the location of sea ice loss is critically important in determining the large-scale circulation response and associated midlatitude impacts. In atmospheric general circulation model (AGCM) experiments, Sun et al. (2015) found opposing responses of the zonal-mean westerlies in response to projected future sea ice loss in the Atlantic and Pacific sectors. Specifically, sea ice loss in the Atlantic sector caused a weakening of the upper-level westerly winds, whereas sea ice loss in the Pacific sector caused a strengthening. Pedersen et al. (2016) also found contrasting wintertime atmospheric circulation responses to sea ice loss in the Atlantic and Pacific sectors, and highlighted differing effects on the North Atlantic Oscillation (NAO). Sea ice loss in the Atlantic and Pacific sectors of the Arctic caused westward and eastward shifts of the Icelandic low, respectively. One implication of these results is that the relative rates of future sea ice loss in the Atlantic and Pacific sectors, which are poorly constrained in models, may be important for determining the character of the atmospheric response. More precisely, the spatial pattern of projected sea ice loss is highly uncertain and not just the relative rates of Atlantic and Pacific sector ice loss. This motivates a more detailed analysis of the sensitivity of the atmospheric response to the geographical location of sea ice loss, going beyond the Atlantic/Pacific classification, to consider the responses to sea ice loss in nine specific regions.

Certain “hot spot” regions have been proposed where sea ice loss is more effective at influencing the large-scale atmospheric circulation. For example, it has been suggested that sea ice anomalies in the Barents–Kara Seas (Honda et al. 2009; Petoukhov and Semenov 2010; Mori et al. 2014), North Atlantic (Magnusdottir et al. 2004; Deser et al. 2004), and the Sea of Okhotsk (Honda et al. 1996) can trigger large-scale atmospheric circulation anomalies with consequent effects on temperature and precipitation over midlatitudes. While such studies have simulated the response to sea ice anomalies in a specific region, it is difficult to make direct comparisons between disparate studies that have utilized different models and experimental designs. To make progress on this issue, this study presents results from experiments with a single model, with sea ice altered separately in all Arctic subregions in a systematic and consistent manner, to elucidate the distinct responses to regional sea ice loss.

Regional sea ice anomalies may provide seasonal prediction skill of winter climate over the extratropical Northern Hemisphere. Based on the correlation between sea ice variation in eight different Arctic regions and atmospheric reanalysis data, Koenigk et al. (2016) suggested that sea ice variations in the Barents Sea are most important for the sign of the winter NAO, but the amplitude was also influenced by sea ice variations in the Greenland and Labrador Seas. Central and western European winter temperatures were most strongly correlated with ice variability in the Greenland Sea. Ice variations in the Laptev–East Siberian Seas appeared to have the largest impact of blocking frequency in the Euro-Atlantic region. Scaife et al. (2014) attributed some of the predictive skill of the winter NAO in the Met Office seasonal forecasting system to initialization of November sea ice anomalies in the Kara Sea. Rinke et al. (2013) used a compositing approach to contrast years of low and high sea ice in different regions of the Arctic Ocean based on hindcasts with a high-resolution coupled atmosphere–ocean regional model. These authors concluded that sea ice anomalies in the Barents–Kara Seas and the Beaufort Sea influence the wintertime atmospheric circulation more strongly than those in the Laptev or East Siberian–Chukchi Seas. However, a weakness of their compositing approach is that confounding influences of simultaneous sea ice and sea surface temperature (SST) anomalies from other regions cannot be ruled out. Improved knowledge of the distinct responses to regional sea ice anomalies could therefore improve seasonal prediction.

2. Data and methods

a. Model simulations

Simulations were performed with the Met Office Unified Model (version 6.6.3), which constitutes the atmospheric component of the HadGEM2 (Martin et al. 2011) coupled climate model used in phase 5 of the Coupled Model Intercomparison Project (CMIP5). This model configuration has a horizontal resolution of 1.85° longitude × 1.25° latitude and 38 vertical levels. Eleven equilibrium experiments were performed: a control, nine perturbation experiments with regional sea ice anomalies, and a perturbation experiment with pan-Arctic sea ice anomalies (i.e., the sum of all regional experiments). A fixed, annually repeating seasonal cycle of sea ice concentration (SIC) and SST was prescribed in
each case. In the control experiment, the prescribed ocean surface boundary conditions were based on the annual cycle of climatological monthly mean (1979–2013) SIC and SST, taken from HadISST (Rayner et al. 2003). In each of the perturbation experiments, an anomaly of monthly SIC of two standard deviations (calculated over the period 1979–2013) was subtracted from the climatological (control) SIC value at each ice-covered grid box within a chosen regional domain. To allow for SST warming when SIC is reduced, an anomaly in monthly SST of two standard deviations was added to the climatological (control) SST value at all partially ice-covered grid boxes within the chosen regional domain. The monthly SST of non-ice-covered grid boxes within the regional domain was unaltered from the control experiment. The SIC and SST outside the chosen regional domain were also unaltered from the control experiment. A smoothing of 10° longitude and 5° latitude was applied to the anomaly fields prior to their addition to, or subtraction from, climatological values. The only effect of this smoothing is to lessen the (unrealistic) SIC and SST gradients at the edges of the regional domains. To avoid unphysical values, SIC is constrained to be between 0% and 100% and SST to not fall below the freezing point of seawater, −1.8°C. The control experiment was run for 163 yr and each perturbation experiment for 80 yr. The response to sea ice loss is estimated by subtracting the time mean from the control experiment from that in the perturbation experiments. Statistical significance is assessed using a _t_-means test, which compares the sample means to the variances within both samples. The null hypothesis of equal means (no response to sea ice loss) is rejected with 95% confidence when _p_ ≤ 0.05.

### b. Determination of regional domains

As a starting point, the Arctic Ocean and seasonally ice-covered subpolar seas were split into 13 regions based on topographical features (e.g., islands, straits) and conventional nomenclature. Then, monthly time series of sea ice area were calculated for each region and correlated with those for all other regions. Linear trends were removed prior to correlation. Regions for which the sea ice area time series were highly positively correlated (_r_ > 0.5) were combined. This process led to the Barents and Kara Seas, the East Siberian and Laptev Seas, the Canadian Archipelago and Baffin Bay, and the Beaufort and Chukchi Seas being combined, yielding nine distinct regions (Fig. 1), defined as

![Fig. 1. SIC anomalies (relative to the control run) in each of the regional perturbation experiments for (a) March, (b) June, (c) September, and (d) December. The green lines correspond to the 15% contour in the control experiment, and the black boxes show the regional domains. (e)–(h) As (a)–(d), but for SST.](image-url)
follows: Barents–Kara Seas (B-K; 65°–85°N, 10°–
100°E), East Siberian–Laptev Seas (ES-L; 68°–85°N, 100°–180°E), Beaufort–Chukchi Seas (B-C; 68°–85°N, 180°–240°E), Canadian Archipelago–Baffin Bay (Ar-B; 63°–80°N, 240°–315°E), Greenland Sea (Gre; 63°–85°N, 315°–360°E), Sea of Okhotsk (Okh; 40°–63°N, 135°–
165°E), Bering Sea (Ber; 55°–68°N, 165°–205°E), Hudson Bay (Hud; 50°–63°N, 260°–290°E), and Labrador Sea (Lab; 40°–63°N, 290°–315°E). Sea ice variability in these regions is largely independent from one another (Table 1). The highest covariances are found between the Beaufort–Chukchi Seas and East Siberian–Laptev Seas, and between the Sea of Okhotsk and Labrador Sea regions; however, in both cases the shared variance is no more than 20%, implying a large degree of regional independence.

3. Results

a. Sea ice and surface heat fluxes

The prescribed regional sea ice anomalies are shown in Fig. 1. The spatial patterns of the anomalies are constrained by design and limited to the chosen region. With in each region, the largest anomalies are found at the ice edge, reflecting the larger variability of sea ice cover along the ice edge compared to within the ice pack. The temporal pattern of the anomalies reflects the seasonal cycle of the mean sea ice cover and its variability. For example, over the East Siberian–Laptev Seas and the Beaufort–Chukchi Seas, the largest anomalies are in summer, whereas over the Sea of Okhotsk and Labrador Sea the anomalies are largest in winter.

Figure 2a shows the seasonal cycle of sea ice area loss in each regional experiment, more clearly showing that the seasonal timing of sea ice loss differs between the experiments. Ice loss in the Beaufort–Chukchi Seas and the East Siberian–Laptev Seas is largest in August–October and weakest in December–April. Over the Barents–Kara Seas, the Canadian Archipelago–Baffin Bay, and Hudson Bay, sea ice loss maximizes in June and in November–December with minima in September and March. Sea ice loss over the Sea of Okhotsk, the
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Bering Sea, and the Labrador Sea is largest in January–April and smallest (zero) in July–October, when these regions are seasonally ice free. Sea ice loss in the Greenland Sea is relatively small with only a weak seasonal cycle. The loss of sea ice cover results in modified ocean-to-atmosphere heat fluxes, the magnitude of which at any point depends, among other things, on the air–sea temperature difference and the timing of sea ice refreeze. The air–sea temperature difference is largest in winter and sea ice growth is timing of sea ice refreeze. The air–sea temperature difference and the magnitude of which at any point depends, among other things, on the area-averaged heat flux (Fig. 2b), irrespective of the seasonal cycle of sea ice loss.

The net forcing on the atmosphere arising from sea ice loss (Fig. 2c) depends on both the areal extent of sea ice loss (Fig. 2a) and the area-averaged heat flux (Fig. 2b). For lower-latitude regions (the Sea of Okhotsk, the Bering Sea, the Labrador Sea), the annual cycles of sea ice loss and the area-mean heat flux are roughly in phase, so the annual cycle of forcing also matches that of sea ice area loss (i.e., there is no time lag between the peak sea ice loss and the peak forcing to the atmosphere). Over the high-latitude regions, however, this is not the case. Over the East Siberian–Laptev Seas and the Beaufort–Chukchi Seas, the forcing on the atmosphere occurs predominately in the autumn months, despite sea ice area losses throughout the summer months. Over the Barents–Kara Seas, the Canadian Archipelago–Baffin Bay, and the Hudson Bay, the early summer peak in sea ice loss is not seen in the forcing to the atmosphere, which is largest in autumn and winter. Thus, the atmospheric response lags the loss of sea ice, as reported in previous studies (Screen et al. 2013; Deser et al. 2010, 2015). The remainder of this manuscript focuses on the Northern Hemisphere extratropical atmospheric response averaged over October–March, chosen to capture the month(s) of maximum net forcing in all regional experiments.

b. Temperature and precipitation

The October–March near-surface air temperature (TAS) response is shown in Fig. 3. Consistent with enhanced energy transfer from the ocean to the atmosphere, the lower atmosphere warms in the regions of sea ice loss, and this warming spreads to neighboring regions. The TAS responses are locally strong in regions of sea ice loss, but they are generally weak and with patchy statistical significance farther afield. The significant warming responses are largely confined to regions of sea ice loss in all experiments. A significant cooling is simulated over large parts of Eurasia in response to sea ice loss in the Canadian Archipelago–Baffin Bay region (Fig. 3d) and the Sea of Okhotsk (Fig. 3f). A band of cooling across the northern United States and southern Canada is found in response to sea ice loss in the East Siberian–Laptev Seas (Fig. 3b). Cooling is also simulated over North America in response to sea ice loss in the Barents–Kara Seas (Fig. 3a), the Canadian Archipelago–Baffin Bay (Fig. 3d), the Greenland Sea (Fig. 3e) and the Bering Sea (Fig. 3g), but it is only significant over a large area in response to sea ice loss in the Greenland Sea. Although the remote TAS responses are generally weak (and insignificant), it is noteworthy that they predominantly indicate cooling rather than warming. This result is in contrast to the general warming tendency simulated in response to Arctic-wide sea ice losses (see, e.g., Screen et al. 2015a,b), a point we will return to in the discussion section.

Do these October–March mean cooling tendencies translate into altered cold extremes? Figure 4 shows simulated changes in the frequency, intensity, and duration of winter (December–February) cold-air outbreaks (CAOs) over Northern Hemisphere extratropical land regions (shown in Fig. 4a), defined as in Ayarzagüena and Screen (2016). The frequency of CAOs is not significantly altered in any of the domains considered in response to sea ice loss in any region (Fig. 4b). Significant changes in CAO intensity are simulated in some regions and experiments, but there is no overall consistency in the sign of these changes (Fig. 4c). The strongest increases in CAO intensity (i.e., cooler) are found over Scandinavia (SCA) in response to sea ice loss over the East Siberian–Laptev Seas, the Canadian Archipelago–Baffin Bay, and the Greenland Sea. The strongest decreases in CAO intensity are found over the eastern United States (EUS) in response to sea ice loss in the Beaufort–Chukchi Seas and Hudson Bay; over the central United States (CUS) in response to sea ice loss in the Sea of Okhotsk; over Alaska and western Canada (AWC) in response to sea ice loss in the Canadian Archipelago–Baffin Bay; and over eastern Canada and Greenland (ECG) in response to sea ice loss in the Greenland Sea. CAO duration is decreased over the western United States (WUS) in response to sea ice loss in the East Siberian–Laptev Seas, the Canadian Archipelago–Baffin Bay, and the Bering Sea (Fig. 4d). Shorter CAOs are also simulated over central Europe (CEU), central Asia (CAS), and eastern Canada and Greenland (ECA) in response to sea ice loss in the East Siberian–Laptev Seas, the Canadian Archipelago–Baffin Bay, and the Greenland Sea, respectively. In short, despite an overall tendency for cooler October–March mean temperatures over northern continents in many of the experiments, there is
no general increase in the frequency, intensity, or duration of CAOs.

Precipitation increases in the vicinity of regions of sea ice loss (Fig. 5), linked to increased moisture availability and warming (moisture-holding capacity). Away from these regions, the precipitation responses are weak, of variable sign, and largely insignificant. The most coherent feature of the remote precipitation responses is a
drying over northwest Europe in response to sea ice loss in the Barents–Kara Seas (Fig. 5a).

c. Atmospheric circulation

The midtropospheric (500 hPa) geopotential height (Z500) response is shown in Fig. 6. Sea ice loss in the Barents–Kara Seas causes an increase in Z500 over the northern North Atlantic and a decrease in Z500 from the mid-Atlantic to eastern Europe at roughly 40°N (Fig. 6a). This response pattern projects strongly onto the negative phase of the NAO. Indeed, indices of the NAO and its hemispheric counterpart the northern annular mode (NAM) display a significant reduction in response to sea ice loss in the Barents–Kara Seas (Table 2). Sea ice loss in the other regions does not have a significant impact on the NAO or NAM indices. Sea ice loss in the East Siberian–Laptev Seas induces a localized increase in Z500 but no significant large-scale response (Fig. 6b). Sea ice loss in the Beaufort–Chukchi Seas invokes a height anomaly dipole over the North Atlantic, with elevated Z500 west of the United Kingdom and decreased Z500 over the Mediterranean and west of Morocco (Fig. 6c). This response pattern is shifted southward compared to the classical NAO pattern and hence does not project strongly onto the NAO. The loss of sea ice in the Canadian Archipelago–Baffin Bay causes elevated Z500 downstream to the north of the United Kingdom (Fig. 6d). Sea ice loss in the Greenland Sea induces a height anomaly dipole in the North Atlantic similar to that in response to sea ice loss in the Beaufort–Chukchi Seas, and also a dipole over the North Pacific (Fig. 6e). Sea ice loss in the Sea of Okhotsk triggers an anomalous wave train across the North Pacific and North America, and also elevated Z500 over Scandinavia and reduced Z500 over Asia (Fig. 6f). A weaker and slightly eastward-shifted pattern to that just described is simulated in response to sea ice loss in the Bering Sea (Fig. 6g). The response to sea ice loss in the Hudson Bay is largely insignificant (Fig. 6h). Sea ice loss in the Labrador Sea leads to reduced Z500 over the northwest and elevated Z500 over the southeast of North America (Fig. 6i).

Figure 7 shows the 700-hPa zonal wind (U700) response. The U700 weakens over northern Europe and strengthens over northern Africa in response to sea ice loss in the Barents–Kara Seas, indicating a southward shift of the latitude of maximum westerly winds (Fig. 7a). A southward shift of the westerlies over the United States is simulated in response to sea ice loss in the East Siberian–Laptev Seas (Fig. 7b) and likely contributes to the collocated cooling response in this experiment. A tripole pattern over the North Atlantic and Europe—with weakened U700 at the latitude of the climatological maximum westerlies and strengthened U700 to the north and south—is simulated in response to sea ice loss in the Beaufort–Chukchi Seas (Fig. 7c) and Greenland Sea (Fig. 7e). Ice loss in the Sea of Okhotsk and the Greenland Sea induces a weaker and southward-expanded westerly wind belt across the Pacific (Figs. 7c,f). Sea ice loss in the Sea of Okhotsk also causes northward-shifted winds over the Atlantic (Fig. 7f).
changes are found in response to sea ice loss in the Canadian Archipelago–Baffin Bay, the Bering Sea, the Hudson Bay, or the Labrador Sea.

The 300-hPa zonal wind (U300) response is shown in Fig. 8 and an intriguing feature is the broad consistency in the structure of the response over the North Atlantic and Europe resulting from sea ice loss in many disparate regions. A decrease in U300 at the latitude of the United Kingdom and an increase in U300 at the latitude of northern Africa is a common response to sea ice loss in all the regions considered, with the possible exception of the Labrador Sea. This dipole response is especially strong in

FIG. 5. As in Fig. 3, but for the precipitation response to sea ice loss.
response to the loss of sea ice in the Barents–Kara Seas (Fig. 8a), the Beaufort–Chukchi Seas (Fig. 8c), the Greenland Sea (Fig. 8e), and the Sea of Okhotsk (Fig. 8f). Over North America the responses are more varied, but in general they depict a weakening of U300 on the equatorward side of the climatological jet and a strengthening on the poleward flank or in the jet core. The strongest responses over North America occur in response to sea ice over the Sea of Okhotsk (Fig. 8f) and the Bering Sea (Fig. 8g). Sea ice losses in the Greenland Sea and four lower-latitude regions all favor an equatorward shift (strengthening on the
equatorward flank; weakening on the poleward flank) of the climatological jet over the North Pacific (Figs. 8e–i). The U300 responses over Asia are generally weak and inconsistent between experiments. Contrasting the U700 (Fig. 7) and U300 (Fig. 8) responses, it can be seen that their spatial patterns are broadly similar, but the U300 responses are larger in magnitude.

d. Tropospheric and stratospheric pathways

Tropospheric circulation responses to sea ice loss may be purely governed by tropospheric processes or involve a stratospheric pathway (Sun et al. 2015; Nakamura et al. 2016). One common measure of troposphere–stratosphere interaction is the time evolution of polar cap–averaged geopotential height (e.g., Peings and Magnusdottir 2014; Kim et al. 2014; Sun et al. 2015). Figure 9 shows the polar cap height (PCH) response in the months September–April in each of the regional experiments. The Barents–Kara Seas are the only location where sea ice loss induces a significant stratospheric PCH response (Fig. 9a), with PCH increased in February and March above 100 hPa. In these months PCH is also increased throughout the troposphere, reaching statistical significance below 700 hPa. In the preceding months, there is evidence of downward propagation of the positive PCH response that emerges in the stratosphere in the autumn months and precedes the late-winter tropospheric response. This familiar response pattern to sea ice loss in the Barents–Kara Seas (Kim et al. 2014) strongly suggests a warming and weakening of the stratospheric vortex, followed by a negative NAO/NAM response with a lag of around 2–3 months. It is worth noting that despite using a “low top” model (i.e., with a model lid at 10 hPa and relatively poor vertical resolution in the stratosphere) in this study, the results are broadly consistent with those from “high top” models (Kim et al. 2014; Sun et al. 2015). There is some suggestion of a similar signal in response to sea ice loss in the Beaufort–Chukchi Seas, but this is not statistically significant. In the Greenland Sea experiment, there is a significant decrease in PCH in the lower stratosphere in September, followed by a significant negative tropospheric response in October (Fig. 9e). In the other experiments, the PCH responses are not significant. Figure 9 suggests that the negative NAO response in response to sea ice loss in the Barents–Kara Seas involves a stratospheric pathway, whereas the wave train responses to sea ice loss in other regions (e.g., the Sea of Okhotsk) are primarily governed by tropospheric processes. Furthermore, the absence of NAO–NAM responses in the other experiments may reflect the inability of sea ice loss in these regions to trigger a significant stratospheric response. Sun et al. (2015) found that sea ice loss in the Atlantic sector weakened the stratospheric polar vortex, whereas sea ice loss in the Pacific sector strengthened the polar vortex. The results here suggest the Barents–Kara Seas region is especially important in the response to Atlantic sector sea ice loss.

A logical next question to ask is; Why is sea ice loss in the Barents–Kara Seas unique in driving a weakened stratospheric polar vortex? Previous work has suggested that sea ice loss in the Barents–Kara Seas enhances vertical wave activity propagation into the stratosphere, where wave breaking decelerates the stratospheric westerly winds (Kim et al. 2014). Furthermore, it has been proposed that such enhancement of vertical wave activity primarily arises due to an amplification of the zonal wavenumber 1 component (Kim et al. 2014). The concept of linear interference—how the forced response interacts with the climatological stationary waves—appears as a powerful paradigm to explain the effect of extratropical surface forcing (such as Arctic sea ice loss) on vertical wave activity (Garfinkel et al. 2010; Smith et al. 2010; Smith and Kushner 2012). If the forced response projects onto the climatological wave pattern, termed constructive interference, then there is an enhancement of vertical wave activity propagation. Conversely, if the forced response opposes the climatological wave pattern, termed destructive interference, then vertical wave activity propagation is suppressed. Figure 10 suggests that the concept of linear interference can help explain the weakened stratospheric vortex in response to sea ice loss in the Barents–Kara Seas and the absence of such a response in the other experiments. In the case of sea ice loss in the Barents–Kara Seas, the forced response of the zonal wave 1 component (here considering January–February, the month immediately prior to and month of onset of significant positive PCH; see Fig. 9a) interferes constructively with the climatological wave 1 (Fig. 10a).

### Table 2. Change in the October–March mean NAO and NAM indices, defined here as the \(Z_{500}\) averaged over latitudes 30°–50°N minus that averaged over latitudes 60°–80°N, for the zonal-mean (NAM) or averaged over the Atlantic (0°–60°W) sector (NAO). Changes significant at a 95% confidence level are shown in italics.

<table>
<thead>
<tr>
<th>Region</th>
<th>NAO</th>
<th>NAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>B-K</td>
<td>-14.8</td>
<td>-8.4</td>
</tr>
<tr>
<td>ES-L</td>
<td>-4.8</td>
<td>-2.1</td>
</tr>
<tr>
<td>B-C</td>
<td>0.6</td>
<td>-1.6</td>
</tr>
<tr>
<td>Ar-B</td>
<td>-6.0</td>
<td>-3.0</td>
</tr>
<tr>
<td>Gre</td>
<td>0.0</td>
<td>-0.2</td>
</tr>
<tr>
<td>Okh</td>
<td>3.7</td>
<td>1.5</td>
</tr>
<tr>
<td>Ber</td>
<td>3.9</td>
<td>0.8</td>
</tr>
<tr>
<td>Hud</td>
<td>1.9</td>
<td>-1.0</td>
</tr>
<tr>
<td>Lab</td>
<td>-0.5</td>
<td>2.1</td>
</tr>
</tbody>
</table>
The forced response also displays a characteristic westward tilt with altitude, which is a further indication of vertical wave propagation (Charney and Drazin 1961). The forced response to sea ice loss in the Beaufort-Chukchi Seas also interferes constructively with the climatological wave, which may help explain the positive (but insignificant) stratospheric PCH height response in this experiment. In the other experiments, the forced response is either out of phase with the climatological wave 1 (e.g., Figs. 10b,g) or interferes destructively (e.g., Fig. 10h). Furthermore, in some cases the tropospheric and stratospheric responses appear decoupled (e.g., Figs. 10d,f).

**Fig. 7.** As in Fig. 3, but for the U700 response. The black contours show the 10 m s$^{-1}$ isolines in the control simulation.
4. Discussion

a. Nonlinearity

An interesting question is to what extent the response to pan-Arctic sea ice loss can be described by a linear combination of the responses to regional sea ice losses. To assess this, we make use of an 80-member ensemble of simulations prescribed with the same magnitude sea ice forcing as the regional experiments but applied in all regions simultaneously. Figure 11 shows the net heat flux response estimated by summing all the individual responses to regional anomalies (termed the net
regional response), alongside the response to pan-Arctic sea ice loss (pan-Arctic response). By construction the sea ice area loss is almost identical between the pan-Arctic simulation and the sum of the regional simulations (Fig. 11a). The very slightly larger sea ice area losses in the pan-Arctic experiment compared to the sum of the regional experiments arise due to the smoothing at the edge of the regional domains in the latter (see section 2a). The heat flux changes (and hence, direct thermal forcing of the atmosphere) is highly similar comparing the pan-Arctic and net regional responses (Figs. 11b,c). The main difference is that the pan-Arctic experiment has smaller surface heat flux changes during the period November–January (but especially in November) compared to the sum of the regional responses.

The local (i.e., in regions of sea ice loss) TAS response to pan-Arctic sea ice loss (Fig. 12e) is well approximated by the net regional response (Fig. 12a). However, the remote TAS responses differ considerably. In the pan-Arctic response, warming extends farther south over the continents, whereas the net regional response shows very little continental warming. Instead, the net regional response shows pronounced cooling over Eurasia and North America, which is almost completely absent in the pan-Arctic response. The pan-Arctic and net regional Z500 responses differ markedly. The pan-Arctic response is characterized by elevated Z500 over high latitudes and decreased Z500 over the North Atlantic and North Pacific (Fig. 12f), reminiscent of the negative phase of the NAM. There is a circumpolar weakening of U700 and U300 on the poleward flank of their climatological maximum and a strengthening of U700 and U300 on the equatorward flank in the Atlantic and Pacific sectors (Figs. 12g,h). These features of the pan-Arctic response are highly consistent with the response to projected sea ice loss (Deser et al. 2010, 2015, 2016). In contrast, the net regional response of Z500 (Fig. 12b), U700 (Fig. 12c), and U300 (Fig. 12d) lack this zonally symmetric structure. Thus, it appears that while the local thermodynamical response can be considered a linear combination of the responses to regional sea ice loss, this does not apply for the large-scale atmospheric circulation response and its remote impacts, which are highly nonlinear. It has been previously proposed that the responses to Atlantic sector and Pacific sector sea ice loss may offset each other, leading to a weak response to pan-Arctic...
sea ice loss (Sun et al. 2015). Such an explanation is, however, inadequate to explain the differences shown here between the net regional response and the pan-Arctic response. If it were a simple case of the regional responses offsetting each other (in a linear way), then the net regional response would still be expected to match the pan-Arctic response. That this clearly is not the case suggests nonlinear interaction between the responses to regional sea ice losses.

It would seem reasonable to think of the response to pan-Arctic sea ice loss as being indicative of the effects of the multidecadal trend in sea ice (on these time scales, sea ice is expected to decline in all regions) and the responses to regional anomalies being indicative of the effects of shorter time-scale sea ice variability (on these time scales, sea ice anomalies vary considerably by region). Viewed in this way, the impacts of sea ice anomalies in any given year may be fundamentally different from those expected due to the longer-term decline. For example, while the long-term reduction in sea ice appears to decrease the chances of midlatitude cold winters (Fig. 12e), regional anomalies in any given year may increase the probability of such events (Fig. 3). Equally, while the long-term decline in sea ice appears to favor the negative phase of the NAM (Fig. 12f), regional anomalies appear to have little effect on this dominant mode of variability, with the exception of the Barents–Kara Seas (Fig. 6a).

The possible influence of Arctic sea ice loss on midlatitude cold winters has received a lot of attention (e.g., Honda et al. 2009; Mori et al. 2014; Screen et al. 2015a,b; Ayarzagüena and Screen 2016); thus, it is worthwhile reflecting further on the contrast revealed here between the temperature response to regional and pan-Arctic sea ice loss. One interpretation is that dynamical changes play a leading role in the responses to regional sea ice loss, but thermodynamical warming in the response to pan-Arctic sea ice loss swamps any dynamical cooling. Where cooling is simulated in the regional experiments, it can largely be understood as a response to dynamical (circulation) changes. For example, the net cooling over Europe (Fig. 12a) is associated with easterly wind anomalies (Fig. 12c), which enhance cold-air advection from the Eurasian continental interior. Net cooling over
North America (Fig. 12a) may be linked to an anomalous trough (Fig. 12b) drawing cold Arctic air into midlatitudes. While regional sea ice loss appears capable of inducing areas of dynamical cooling, the warming simulated in response to pan-Arctic sea ice loss is understood to be primarily a thermodynamical response, associated with southward advection of warmed polar air masses (Deser et al. 2010; Screen et al. 2015a,b). There likely exists a delicate interplay between dynamical and thermodynamical influences, as also proposed by Peings and Magnusdottir (2014) in the context of near-term (dynamical cooling) and far-term (thermodynamical warming) midlatitude winter temperature responses to projected (pan-Arctic) sea ice loss.

b. Hot spots

As part of the ongoing scientific debate on the global effects of Arctic sea ice loss, there has been discussion of possible hot spots of ice–atmosphere interaction: regions where sea ice anomalies are more effective at triggering a large-scale atmospheric response. As a simple metric of the spatial extent of the response, Table 3 provides the percentage of the Northern Hemisphere extratropical area where a significant response (of either sign and of any magnitude, averaged over October–March) is identified in each regional experiment. Across a range of variables (chosen to capture the large-scale atmospheric circulation), the most spatially extensive effects are found in response to sea ice loss in the Barents–Kara Seas and the Sea of Okhotsk. The extensive response to the former may be partly explained by the large net forcing in this experiment during October–March (Fig. 2c). However, this simple explanation is insufficient to explain the extensive response to sea ice loss in the Sea of Okhotsk, as the net October–March forcing in this experiment is not appreciably larger than in several of the other experiments. Nor can it explain the more spatially restricted responses to sea ice loss in other regions with comparable net forcing, for example, the Labrador Sea and the Bering Sea. Thus, the geographical location of sea ice loss appears important in determining the spatial scale of the response and not just the magnitude of the sea ice forcing.

Large-scale responses in different seasons are triggered by sea ice loss in different places (Table 4). The largest winter responses are driven by sea ice loss in the Sea of Okhotsk and the Labrador Sea. Sprinetime responses are largest due to sea ice loss in the Barents–Kara Seas and the Beaufort–Chukchi Seas, summertime responses due to sea ice loss in the Beaufort–Chukchi Seas and the Bering Sea, and the largest autumn responses driven by sea ice loss in the East Siberian–Laptev Sea and the Beaufort–Chukchi Seas. In short, while the location (and timing) of sea ice loss appears important for the spatial scale of the response, there is no single region where sea ice loss consistently produces larger spatial-scale responses. Instead, the so-called hot spots appear seasonally dependent.

c. Nonstationarity

The results have implications for the stationarity of the atmospheric response to sea ice loss (i.e., how similar is it through time). The location of sea ice loss is anticipated to change with time as the sea ice edge retreats. For example, winter sea ice loss is projected to be largest in the Barents–Kara Seas in the first half of the twenty-first century but largest over the central Arctic in the second half of the twenty-first century (see, e.g., Ayarzagüena and Screen 2016). The model results presented here suggest differing atmospheric effects of sea ice loss in different regions and thus nonstationarity of the atmospheric response to sea ice loss. Peings and
Magnusdottir (2014) also noted differing atmospheric responses to present-day and future Arctic sea ice loss, which they related to different spatial patterns of sea ice anomalies. This raises the possibility that the transient response to sea ice loss may be rather different to the equilibrium response. Most previous studies examining the atmospheric response to projected Arctic sea ice loss have considered the equilibrium response to future sea ice conditions (e.g., Deser et al. 2010, 2015, 2016; Peings and Magnusdottir 2014; Screen et al. 2015a,b; Ayarzagüena and Screen 2016).

d. Atmosphere–ocean coupling

A potential limitation of the simulations presented in this study is the lack of atmosphere–ocean coupling. In this context it is worth briefly discussing the results of Deser et al. (2016). Deser et al. performed an analogous sea ice loss experiment in an atmosphere-only framework and with the atmospheric model coupled to a full-depth dynamical ocean model. These authors found that while the tropical responses to Arctic sea ice loss were fundamentally different between the uncoupled and coupled cases, the Northern Hemisphere extratropical responses were broadly consistent in the spatial pattern but slightly damped in magnitude in the uncoupled case versus the coupled case. For this reason, the present study has restricted attention to the Northern Hemisphere extratropics. While the results of Deser et al. suggest that the lack of ocean coupling in the presented experiments may lead to a muted response, there is no

Table 3. Percentage of the Northern Hemisphere extratropical (30°–90°N) area over which significant October–March mean responses are identified.

<table>
<thead>
<tr>
<th></th>
<th>B-K</th>
<th>ES-L</th>
<th>B-C</th>
<th>Ar-B</th>
<th>Gre</th>
<th>Okh</th>
<th>Ber</th>
<th>Hud</th>
<th>Lab</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z500</td>
<td>18.8</td>
<td>0.8</td>
<td>1.8</td>
<td>3.9</td>
<td>9.4</td>
<td>25.2</td>
<td>5.4</td>
<td>0.4</td>
<td>5.9</td>
</tr>
<tr>
<td>U700</td>
<td>14.9</td>
<td>4.4</td>
<td>4.0</td>
<td>4.2</td>
<td>11.2</td>
<td>17.3</td>
<td>6.6</td>
<td>0.8</td>
<td>3.4</td>
</tr>
<tr>
<td>U300</td>
<td>15.9</td>
<td>2.6</td>
<td>2.8</td>
<td>2.3</td>
<td>11.5</td>
<td>19.0</td>
<td>5.7</td>
<td>1.9</td>
<td>5.3</td>
</tr>
</tbody>
</table>
reason to believe that the main conclusions would be fundamentally different if a coupled model framework has been used. That said, further work with coupled models would be valuable and is planned.

5. Conclusions

On the basis of atmospheric model simulations with prescribed sea ice loss in nine distinct geographical regions it is concluded that:

- The atmosphere responds very differently to sea ice loss in different geographical regions. In some regions, sea ice loss triggers large-scale dynamical responses, whereas in other regions sea ice loss induces only local thermodynamical changes.
- For October–March, the largest spatial-scale responses are driven by sea ice loss in the Barents–Kara Seas and the Sea of Okhotsk; however, different regions of sea ice loss assume greater importance in other seasons.
- The atmosphere responds very differently to regional sea ice losses than to pan-Arctic sea ice loss. For example, regional ice losses cause predominantly cooling over the high- and midlatitude continents, whereas pan-Arctic sea ice loss causes warming.
- The cumulative effects of regional sea ice losses are nonlinear (nonadditive), implying sea ice loss in one region affects the response to sea ice loss in another region.
- The atmospheric response to sea ice loss is likely nonstationary, and will vary in time and space depending on the geographical regions of sea ice losses.
- Diversity in previously published simulated responses to sea ice loss can be partly explained by the different spatial patterns of sea ice loss imposed.
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TABLE 4. Percentage of the Northern Hemisphere extratropical (30°–90°N) area over which significant seasonal mean Z500 responses are identified.

<table>
<thead>
<tr>
<th>Season</th>
<th>B-K</th>
<th>ES-L</th>
<th>B-C</th>
<th>Ar-B</th>
<th>Gre</th>
<th>Okh</th>
<th>Ber</th>
<th>Hud</th>
<th>Lab</th>
</tr>
</thead>
<tbody>
<tr>
<td>DJF</td>
<td>12.3</td>
<td>3.6</td>
<td>3.6</td>
<td>5.9</td>
<td>5.80</td>
<td>28.8</td>
<td>7.3</td>
<td>5.7</td>
<td>15.3</td>
</tr>
<tr>
<td>MAM</td>
<td>14.9</td>
<td>5.7</td>
<td>13.7</td>
<td>0.3</td>
<td>10.1</td>
<td>7.3</td>
<td>8.7</td>
<td>2.0</td>
<td>3.8</td>
</tr>
<tr>
<td>JJA</td>
<td>6.9</td>
<td>7.0</td>
<td>15.3</td>
<td>5.0</td>
<td>13.8</td>
<td>2.6</td>
<td>17.7</td>
<td>6.8</td>
<td>9.9</td>
</tr>
<tr>
<td>SON</td>
<td>6.1</td>
<td>7.1</td>
<td>8.2</td>
<td>6.2</td>
<td>6.9</td>
<td>5.5</td>
<td>6.8</td>
<td>1.0</td>
<td>4.1</td>
</tr>
</tbody>
</table>


