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ABSTRACT

This thesis first investigates the moment and memory properties of exponential-type conditional heteroscedasticity models. This primarily includes exponential generalised autoregressive conditional heteroscedastic (EGARCH) models, the fractionally integrated EGARCH model of Bollerslev and Mikkelsen (1996) (FIEGARCH(BM)), the hyperbolic EGARCH (HYEGARCH) model and the FIEGARCH(DL) model, as presented in Chapter 2. The moment conditions of these models are derived from previous literature, and the memory properties are measured by using the near-epoch dependence (NED) functions of an independent process approach. The existence of moments supports the limited memory properties of these models. This study shows that exponential autoregressive conditional heteroscedastic (EARCH)(∞) processes may exhibit geometric memory, hyperbolic memory or long memory. The EGARCH is a case of a geometric memory process. The FIEGARCH(BM) and HY/FIEGARCH(DL) processes can exhibit hyperbolic memory or long memory, depending on the sign of the memory parameter. The study also derives the functional central limit theorem (FCLT) or fractional FCLT for the relevant processes in these exponential-type conditional heteroscedasticity models. Finally, the results of the simulation show that the HYEGARCH model has a hyperbolic memory and that the FIEGARCH(DL) model can capture long memory in absolute return series.

Next, the study investigates the asymptotic properties of the quasi-maximum likelihood estimator (QMLE) in autoregressive moving average (ARMA) models with EGARCH or HY/FIEGARCH(DL) errors in Chapter 3. This part of the study aims to investigate the asymptotic theory of the ARMA(1, 1)-EGARCH(1, 1) models and that of the pure HY/FIEGARCH(DL) models. First, the literature
on the asymptotic properties of the ARMA-GARCH and EGARCH processes is reviewed. The conditions for the consistency and asymptotic normality of the QMLE of the ARMA-EGARCH models are then demonstrated. This analysis also provides an investigation of that of the QMLE in the HY/FIEGARCH(DL) processes. A Monte Carlo simulation is used to study the properties of the QMLE in the pure HY/FIEGARCH(DL) processes.

Lastly, in a study co-authored with Professor James Davidson, we derive a simple sufficient condition for strict stationarity in the ARCH(∞) class of processes with conditional heteroscedasticity. The concept of persistence in these processes is explored, and is the subject of a set of simulations showing how persistence depends on both the pattern of the lag coefficients of the ARCH model and the distribution of the driving shocks. The results are used to argue that an alternative to the usual method of ARCH/GARCH volatility forecasting should be considered.
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2.1 Simulation plots of the pure HYEGARCH and FIEGARCH(DL) models. Note: This figure provides a corresponding plot of the simulation results presented in Table 2.1. The estimated memory parameters in the HYEGARCH and FIEGARCH(DL) models are indicated by a blue line and a red line, respectively. It is clear to see that the estimated memory parameters in the HYEGARCH model are very close to zero but, in the FIEGARCH(DL) model, the estimated memory parameters increase consistently with the absolute value of $d$.

4.1 Gaussian GARCH(1,1) model: $(\alpha, \beta)$ pairs where $\zeta = 0$ and the stationarity boundary points of Nelson (1990). Note: this figure provides some numerical experiments with Gaussian shocks showing $\alpha$-values at which $\zeta \approx 0$ for $\beta = 0, 0.1, 0.2, \ldots, 0.9$. The mean is estimated in each case as the average of 20,000 values of $\ln(\Psi_t)$. The actual stationarity boundary points from Nelson (1990) are also shown for comparison.

4.2 Simulation of IGARCH(1,1) with Student(3) shocks. Note: This figure provides the simulation results for samples of size 5000, with 10,000 pre-sample steps, for the IGARCH(1,1) model with $\omega = 1$, $\beta = 0.9$ and Student(3) shocks. It shows the persistence properties of the IGARCH(1,1) process with Student(3) shocks. More interpretations of this figure are shown in Section 4.3.

4.3 Simulation of IGARCH(1,1) with Gaussian shocks. This figure follows same simulation procedure to figure 4.2, except it considers the IGARCH(1,1) process with Gaussian shocks. This figure shows the persistence properties of the IGARCH(1,1) process with Gaussian shocks. More interpretations of this figure are shown in Section 4.3.

4.4 Simulation of IGARCH(1,1) with uniformly distributed shocks. Note: This figure follows same simulation procedure to figure 4.2, except it considers the IGARCH(1,1) process with uniformly distributed shocks. This figure shows the persistence properties of the IGARCH(1,1) process with uniformly distributed shocks. More interpretations about this figure are shown in Section 4.3.
 CHAPTER 1  
INTRODUCTION

Volatility modelling and forecasting play an important role in option pricing, dynamic capital theory and asset pricing theory. Over the last few decades, many methods of volatility modelling have been introduced. Among these methods, Engle (1982) first introduced the autoregressive conditional heteroscedastic (ARCH) model to investigate the volatility of UK inflation. The expression of the ARCH($p$) model is shown in Equations (1.1) to (1.3):

\[ \xi_t = \sqrt{h_t} z_t; \]  
\[ h_t = \omega + \sum_{j=1}^{p} \alpha_j \xi_{t-j}^2; \]  
\[ h_t = E[\xi_t^2 | \mathcal{F}_{t-1}], \]  

where \( \{\xi_t\} \) is a real-valued discrete time stochastic process, which can also be interpreted as a return series; process \( \{z_t\} \) is an independent and identically distributed (i.i.d.) stochastic variable with a mean of zero and a variance of one, such that \( z_t \sim i.i.d.(0,1) \), which can be interpreted as an innovation or shock; and \( \sqrt{h_t} \) has a positive value with a probability of one, such that \( \sqrt{h_t} > 0 \), and it can be interpreted as the volatility of the return series. The series of \( \xi_t \) is independent because the underlying series \( z_t \) is an i.i.d. and is independent of \( \sqrt{h_t} \). In Equations (1.2) and (1.3), \( h_t \) is the conditional variance of \( \xi_t \), and the \( \mathcal{F}_{t-1} \)-measurable function, where \( \mathcal{F}_{t-1} \) is the \( \sigma \)-algebra generated by \( \{z_{t-1}, z_{t-2}, \ldots\} \), indicating the information up to and including time \( t - 1 \). The well-defined ARCH($p$) processes require that \( \omega > 0 \), and \( \alpha_j \geq 0 \) (\( j = 1, 2, ..., p \)). Since Engle’s study was published, the ARCH processes have been widely used for modelling financial time series because they can capture the stylised facts of financial data, such as volatility clustering and
leptokurtic characteristics. Bollerslev (1986) proposed the generalised ARCH\((p, q)\)
model, which is defined in Equations (1.1) and (1.4)

\[
h_t = \omega + \sum_{i=1}^{q} \alpha_i \xi_{t-i}^2 + \sum_{j=1}^{p} \beta_j h_{t-j} \tag{1.4}
\]

where all parameters are non-negative, \(L\) denotes the lag operator, (i.e. \(L^k z_t = z_{t-k}\)), and \(\alpha(L) = \alpha_1 L + \alpha_2 L^2 + \cdots + \alpha_q L^q\) and \(\beta(L) = \beta_1 L + \beta_2 L^2 + \cdots + \beta_p L^p\) are polynomials in the lag operator. Equation (1.4) is the benchmark GARCH(1, 1)
model when \(p = q = 1\).

Although the GARCH \((p, q)\) process represents significant progress and is very
popular, it has some drawbacks. For example, it is unable to capture some of the characteristics of the volatility, such as asymmetric and long memory (a descriptive definition is provided in Section 1.1). To overcome these drawbacks, several conditional heteroscedasticity models have been proposed. In order to capture the asymmetric properties of the volatility, the exponential GARCH (EGARCH), the Glosten–Jagannathan–Runkle GARCH (GJR-GARCH) and threshold GARCH (TGARCH) models were introduced by Nelson (1991), Glosten et al. (1993) and Zakoïan (1994) respectively. To capture the high persistence properties of financial data, several conditional mean models, such as I(1) and I(\(d\)), have been extended to conditional variance models based on similar ideas. For instance, Engle and Bollerslev (1986) proposed the integrated GARCH (IGARCH) model, and Baillie et al. (1996) introduced the fractionally integrated GARCH (FIGARCH) model. However, the IGARCH model exhibits short memory or geometric memory, see Ding and Granger (1996) and Davidson (2004), and the stationary FIGARCH fails to capture the long memory property of volatility, see e.g. Giraitis et al. (2009). In addition, Robinson (1991) introduced the ARCH(\(\infty\)) to model long-run depen-
dence in volatility, but the squares \( (\xi_t^2) \) from the stationary ARCH(\( \infty \)) process does not allow the existence of long memory in volatility. Nevertheless, the memory properties of the nonstationary ARCH(\( \infty \)) process, including the IGARCH and FIGARCH models, have not been fully explored. Chapter 4 discusses the persistence in the IGARCH, FIGARCH and ARCH(\( \infty \)) processes further.

A few models have also attempted to capture both the asymmetric and high persistence properties of volatility. For instance, the linear ARCH (LARCH) process and the fractionally integrated EGARCH (henceforth FIEGARCH(BM)) model were introduced by Robinson (1991) and Bollerslev and Mikkelsen (1996), respectively. In addition, in order to distinguish between the different memory properties of the EGARCH-type models, a general hyperbolic/fractional integrated EGARCH (henceforth HY/FIEGARCH (DL)) is proposed in Chapter 2. A stochastic volatility class model was also introduced by Breidt et al. (1998) and Harvey (2002), namely the long memory stochastic volatility (LMSV) model. Ruiz and Veiga (2008) developed the theoretical property of the asymmetric LMSV (A-LMSV) model.

Research on the statistical properties of these conditional heteroscedasticity models has attracted a substantial amount of attention, since these models are widely used in practice. Among these models, the theoretical properties of the ARCH and GARCH models have been extensively explored. The memory property and the asymptotic theory of the estimator of the parametric LARCH process have been well developed by Giraitis et al. (2000b), Giraitis et al. (2004), Schützner (2009), and Beran and Schützner (2009), although some of the theoretical properties remain unresolved. The statistical properties of the LMSV models are worthy of further academic consideration, but these are more complex and are therefore
not included in this thesis. In addition, mystery continues to surround the theoretical properties of EGARCH-type models, even these have been investigated in a few recent studies, such as Surgailis and Viano (2002), Ruiz and Veiga (2008), and Lopes and Prass (2014).

The second and third chapters of this thesis investigate the theoretical properties of EGARCH-type models. More specifically, Chapter 2 considers the moment and memory properties of EGARCH-type models, and near-epoch dependence (NED) is applied to measure the memory property and establish the functional central limit theorem (FCLT) and fractional FCLT of the relevant processes. The main reasons for undertaking this study are as follows. Firstly, this idea was inspired by Davidson’s (2004) study, which investigated the moment and memory properties of linear conditional heteroskedasticity models. These properties are the two main statistical features of such models. Research on the moment properties of conditional variance models is useful for measuring how large the effects of shocks to volatility can be, and the existence of moments is a necessary condition for determining the memory properties of conditional heteroskedasticity models, see e.g. He and Teräsvirta (1999a) and Davidson (2004). The memory property shows how long the effect of shocks on conditional variance can persist, see e.g. Giraitis et al. (2000a), Davidson (2004) and Giraitis et al. (2009). Therefore, research on these properties is significant for volatility estimation and forecasting.

Secondly, motivated by Davidson (2004), in Chapter 2, the NED concept is applied to measure the memory property of EGARCH-type models. A descriptive definition of the NED is provided in Section 1.1. The main reason for applying the NED approach is that this method may be easier for parameter estimation and inference in relevant models, especially for nonlinear and long memory conditional
heteroscedasticity models. Davidson (2004) introduced geometric and hyperbolic memory when applying the NED approach to measure the persistence of linear conditional heteroscedasticity models including GARCH, IGARCH, FIGARCH and HYGARCH. The theoretical and empirical results show that ARCH(∞) processes may exhibit hyperbolic memory or geometric memory, the FIGARCH process has hyperbolic memory, and both the standard GARCH and IGARCH processes have geometric memory. However, the models in Davidson (2004) did not include the EGARCH-type models. This is discussed further in Chapter 2.

Thirdly, the FCLT and fractional FCLT are vital for statistical inference of financial time series. The descriptive definitions of the FCLT and fractional FCLT are provided in Section 1.1. The concept of NED is applied for the FCLT, as was proposed by McLeish (1975). It satisfies the conditions for the law of large numbers (LLN), the central limit theorem (CLT), FCLT and fractional FCLT, and its restrictions can easily be verified. (see e.g. Davidson, 1992, 1993, 1994; De Jong and Davidson, 2000; Davidson and De Jong, 2000). Thus the first aim of Chapter 2 is to investigate the existence of the finite order moment of the relevant processes and, following a similar procedure to Davidson (2004), to study the NED properties of the EGARCH-type models, and then to measure the memory properties of these models by applying the concept of NED on an independent process. The second aim is to construct the FCLT and fractional FCLT for the relevant EGARCH-type models.

Chapter 2 makes three main contributions. Firstly, it shows that EARCH(∞) processes can have hyperbolic memory, geometric memory and long memory, as the EGARCH is a geometric memory process, the FIEGARCH(BM) with a negative memory parameter has a hyperbolic memory, and the FIEGARCH(BM) with
a positive parameter can capture long memory in volatility. Secondly, this study provides a general HY/FIEGARCH(DL) process, that the HYEGARCH process has hyperbolic memory and the FIEGARCH(DL) process exhibits long memory. Thirdly, it establishes the FCLT for the EGARCH and the fractional FCLT for the partial sum of the \(\{\ln h_t - \omega\}\) processes in the FIEGARCH(BM) and FIEGARCH(DL) models.

Chapter 3 focuses on establishing an asymptotic theory of the quasi-maximum-likelihood estimators (QMLE) in the ARMA model with EGARCH-type errors. The QMLE is a popular estimation method for conditional heteroscedasticity models. The ARMA model with EGARCH-type innovations has been widely used in empirical analyses of the financial time series. The asymptotic properties of the QMLE in the ARMA, GARCH and ARMA-GARCH processes have already been examined in detail (Weiss, 1986; Lee and Hansen, 1994; Ling and McAleer, 2003; Francq and Zakoïan, 2004; Straumann, 2005). However, only a few recent studies have focused on the asymptotic theory of the EGARCH process. For example, Straumann (2005) and Straumann and Mikosch (2006) proved the consistency of the QMLE in EGARCH (1, 1) and asymptotic normality for EGARCH(1,0) under strong conditions. Wintenberger (2013) established the strong consistency of the QMLE, and the consistency and asymptotic normality (CAN) of the stable QMLE in the EGARCH(1,1) process under conditions that are difficult to verify. Martinet and McAleer (2015) investigated the asymptotic theory of the EGARCH\((p, q)\) model by deriving it from a stochastic process, which made it easier to verify the invertibility conditions. However, some open questions in this area are yet to be answered, especially regarding the asymptotic properties of the QMLE for the ARMA-EGARCH and HY/FIEGARCH(DL) models. Therefore, it is vital to investigate the asymptotic properties of the estimators in the ARMA process with
EGARCH or HY/FIEGARCH(DL) errors.

The main purpose of the research described in Chapter 3 is to establish an asymptotic theory for the ARMA model with EGARCH or HYGARCH errors, and a planned further study will extend these results to the FIEGARCH(DL) and ARMA-FIEGARCH processes.

The main contributions of Chapter 3 are as follows. Firstly, the CAN of the QMLE of the ARMA-EGARCH is established. Secondly, the consistency of the QMLE in the pure HYGARCH process is proved. The asymptotic normality of the pure HYGARCH process and the asymptotic property of the FIEGARCH(DL) are discussed, indicating the difficulty of the investigation.

The fourth chapter is a joint work with Professor James Davidson, the paper is forthcoming in *Journal of Empirical Finance*, see Davidson and Li (2015). This chapter first examines the stationarity property of ARCH-type models. A considerable volume of previous literature has considered the existence of covariance stationarity and strict stationarity in ARCH-type models. The covariance stationarity and strict stationarity are defined in Section 1.1. However, the existence of strict stationarity for IGARCH and FIGARCH models with covariance non-stationary is still an open question.

Moreover, further research needs to be undertaken on the persistence of the covariance non-stationary ARCH(∞) processes. In the empirical literature, the FIGARCH (Baillie et al., 1996) and HYGARCH (Davidson, 2004) models are widely used to model the long memory in volatility. However, the persistence properties of the FIGARCH process have not yet been fully investigated (see e.g. Giraitis et al., 2009; Beran et al., 2013). The stationary HYGARCH model is
unable to capture long memory, although it embodies hyperbolic memory, as does the stationary FIGARCH model (Davidson, 2004).

Furthermore, the existing volatility forecasting method for GARCH-type models normally replaces the square of the returns with its conditional expectation (see e.g. Poon, 2005). This may not be an appropriate way to forecast volatility.

Therefore, the main purposes of Chapter 4 are: (1) to study the strictly stationary property of the nonstationary ARCH(∞) process; (2) to measure the persistence of the relevant volatility process and to investigate the relation how the persistence of the process depends on the lag coefficients of the parametric ARCH model and the distribution of the driving shocks; and (3) to investigate the optimal method of volatility forecasting.

The main contributions of Chapter 4 are as follows. Firstly, it provides a simple sufficient condition for strict stationarity in the ARCH(∞) class of processes by applying the Beveridge-Nelson (BN) decomposition. Secondly, it explores the persistence of these processes and proposes the $J_T$ statistic to measure the persistence of the ARCH(∞) process. Thirdly, it investigates that how persistence depends on both the pattern of the lag coefficients of the ARCH models and the distribution of the driving shocks. Finally, it provides an alternative method for volatility forecasting.

### 1.1 Basic concepts

This section aims to provide descriptive definitions for some terminologies, such as long memory, NED, FCLT, fractional FCLT, strict stationarity and covariance stationarity.
Long memory was first used in the fields of hydrology and climatology areas around 1950. Granger (1980), and Hosking (1981) introduced the use of this concept to investigate economics and financial data. The notion of long memory, is also known as long-range dependence or strong dependence. It has been defined in both the time domain and the frequency domain, see e.g. Beran (1994) and Giraitis et al. (2012). For a covariance stationary process \( \{x_t\} \), long memory normally means the spectral density is unbounded at the origin, with the condition of the sum of the absolute value of the autocovariance function being infinite. For short memory, the sum of the autocovariance function of \( \{x_t\} \) is finite, which means that \( \{x_t\} \) has a continuous bounded spectral density at the zero frequency, see e.g. Beran (1994) and Giraitis et al. (2012). Davidson (2004) also introduced geometric and hyperbolic memory to investigate the memory properties of conditional variance processes. A considerable body of evidence shows that there is long memory in volatility and the power transformation of the return processes. Long memory in volatility means that the effect of shocks on volatility decays at a hyperbolic rate (see e.g. Beran, 1994; Baillie, 1996).

The NED was introduced by Ibragimov (1962), and was then developed by Billingsley (1968), Gallant and White (1988), and Davidson (1994), among others. Gallant and White (1988) first introduced the NED on a mixing process to econometrics. The main idea of this concept is that, for the stochastic process \( \{x_t, t \in Z\} \), we can predict the \( x_t \) exactly if we know all the past information about \( x_t \). If we predict that it is only dependent on the information relating to the near epoch, such that \( E(x_t | \mathcal{F}_{t-m}^{t+m}) \), and the \( L_p \)-norm of the difference between \( x_t \) and \( E(x_t | \mathcal{F}_{t-m}^{t+m}) \) converges to zero at as \( m \) tends to infinity. We can then say that \( \{x_t, t \in Z\} \) satisfies the condition of NED. If the process has geometric decay as \( m \) tends to infinity, then the process has geometric NED. (see e.g. Davidson, 1994)
More details about the concept of NED are introduced in Chapter 2.

The FCLT is a generalisation of the CLT on functional spaces, such as the space $D_{[0,1]}$, which is the space of the right continuous function whose left limit exists everywhere on the unit interval, also known as the cadlag function (See e.g. Stock, 1994; Davidson, 1994, 2006). It was first introduced for i.i.d. increments, known as Donsker’s Theorem (Donsker, 1951). It is also known as the invariance principle and related to the function-space version of the continuous mapping theorem (see e.g. Davidson 1994, 2000). This current study focuses on the FCLT for partial-sum processes of the relevant return and volatility processes. In a wider definition, a random process holds the FCLT, which means that the partial sum of these processes converges in distribution to standard Brownian motion, which is a continues time stochastic process having independent Gaussian increments, under certain moment conditions (see, e.g. Baillie, 1996; Davidson, 2002). The fractional FCLT for fractional integrated processes having an i.i.d. innovation was first developed by Davydov (1970). Marinucci and Robinson (2000) extended the fractional FCLT to the fractional integrated process having a class of linear processes under certain moment conditions. Davidson and De Jong (2000) provided a fractional FCLT based on the concept of NED under a much weaker moment condition than previous literature. Johansen and Nielsen (2012) improved the conditions for the fractional FCLT from Davidson and De Jong (2000) and proposed a necessary condition for the fractional FCLT. In a wide sense, a random process holds the fractional FCLT, meaning that the partial sum of the stochastic process converges in distribution to fractional Brownian motion, having dependent increments, under certain regularity conditions, see e.g. Davidson and De Jong (2000). For the discrete time versions of Brownian motion and fractional Brownian motion are known as random walk and fractional differenced white noise, respectively, see e.g.

The stationarity properties of time series include covariance stationarity and strict stationarity. The covariance stationarity (or weak stationarity) means that the time series \( \{x_t, t \in Z\} \) has a constant mean and finite variance, and that the covariance between \( \{x_t\} \) and \( \{x_{t+j}\} \) for \( j > 0 \) does not depend on \( t \), and only depends on the \( j \). Strict stationarity means that the joint distributions of the time series \( \{x_t, t \in Z\} \) are identical, and the joint distributions of the collections \((x_t, x_{t+1}, \ldots, x_{t+k})\), for all \( k > 0 \), do not depend on \( t \) (see e.g. Davidson, 1994, 2000). It is important to note that strict stationarity does not require the existence of the second moment. Therefore, strict stationarity does not imply weak stationarity, and neither does weak stationarity imply strict stationarity. In the Gaussian case, the terms "covariance stationary" and "strictly stationary" are equivalent (see e.g. Davidson, 1994, 2000).
2.1 Introduction

Over the last few decades, EGARCH-type models, especially the FIEGARCH(BM) model, have been successfully applied to model the volatility of financial data. Recent research has increasingly focused on the theoretical properties of conditional variance models. The moment properties of ARCH-class models have been extensively studied in the literature (e.g. He and Teräsvirta, 1999a,b; He et al., 2002; Davidson, 2004). Studying the moment properties of these volatility models is important for several reasons. Firstly, it provides a better understanding of the relationship between future data and past information. Secondly, it is useful for determining the size of any shocks to volatility (e.g. Davidson, 2004). Thirdly, the existence of moments provides necessary conditions for the limited memory property of the processes (e.g. Davidson, 2004). Finally, moment properties play an important role in investigating the stationary property and establishing the FCLT of time series.

A growing body of literature has focused on the memory properties of conditional heteroscedasticity models. Several methods have been applied to measure the persistence of ARCH-type models, such as the rate of decay of autocorrelation, computing autocorrelation, mixing processes and NED (see e.g. Beran, 1994; Davidson, 2004). If we compare the NED approach with other methods, NED may be an easier way to determine the memory properties of ARCH-type models,
especially for models which capture the long-run dependence in volatility. Firstly, the uncorrelatedness may not satisfy the requirements of the LLN or CLT for long memory processes (see e.g. Beran, 1994; Davidson, 2004). It may cause problems associated with estimation and inference in the models. However, Gallant and White (1988) emphasised that the NED concept is significant in constructing the uniform LLN and establishing an asymptotic theory of the estimators. Moreover, although the mixing process also satisfies the restrictions of the CLT, it is difficult to verify the mixing properties of the processes. In addition, some financial time series do not satisfy the conditions of mixing processes, especially the infinite order of stochastic processes, but they mostly satisfy the conditions of NED on a mixing process. For instance, Andrews (1984) argued that some AR(1) processes might not to be a mixing process. It is evident in Davidson (1994) that these processes can be NED on a mixing process. Furthermore, the concept of NED can be applied to measure the limited memory of both linear and nonlinear models (see e.g. Davidson, 1994, 2004). Further information on the NED concept can be found, for example, in Gallant and White (1988), Wooldridge and White (1988), and Davidson (2002).

Therefore, the concept of NED plays a crucial role in determining the memory properties of time series models, and researchers are increasingly paying attention to the NED properties of linear and nonlinear models. For example, Davidson (2002) showed that the innovations of several nonlinear models are near-epoch dependent, including the GARCH model. Davidson (2004) investigated the NED properties of linear conditional heteroscedasticity models including GARCH, IGARCH, and FIGARCH, and found that the ARCH(∞) models may exhibit either geometric memory or hyperbolic memory under certain conditions, that the FIGARCH model can capture the hyperbolic memory in volatility, and that both
the standard GARCH and IGARCH models can capture the geometric memory in volatility. The results of Davidson (2004) provide evidence against the opinions of some of researchers, who claimed that the IGARCH process has the highest persistence and that there is hyperbolic memory in the FIGARCH process. Chapter 4 of this thesis discusses the persistence of the IGARCH and FIGARCH models further.

Consequently, motivated by the advantages of NED on a mixing process, one of the main purposes of this study is to investigate the moment and memory properties of the EGARCH-class models by applying the NED on an independent process concept. The findings of this study show that EARCH(∞) processes may exhibit hyperbolic memory, geometric memory or long memory. More specifically, the EGARCH model is an example of capturing geometric memory; the FIEGARCH(BM) can capture long memory in volatility when it has a positive memory parameter and hyperbolic memory in volatility when it has a negative memory parameter. Considering these results, this study proposes that the HYEGARCH model can capture the hyperbolic memory and the FIEGARCH(DL) exhibits long memory in volatility.

Moreover, the NED concept is widely applied to prove limit theorems, such as the LLN, CLT, FCLT and fractional FCLT, for time series processes. For instance, Wooldridge and White (1988) showed the usefulness of the NED concept to prove the CLT and FCLT, and Hansen (1991) demonstrated the limit theorems for GARCH(1, 1) processes by applying the NED approach. Meanwhile, these asymptotic convergence results are vital for the statistical inference of time series models. The FCLT and fractional FCLT play an especially important role in the statistical property of integrated processes (see Davidson, 2002). Lee (2014) provided appli-
cations to change point analysis and obtained the asymptotic distribution of the least-squares estimator for a unit root process with a GARCH error by applying the FCLT. The NED concept can be applied to derive the FCLT and fractional FCLT for the time series. In terms of this discussion, it is worth investigating these limit theorems for EGARCH-type processes by using NED. Another purpose of this chapter is to apply the NED approach to establish the FCLT or fractional FCLT for the relevant processes in EGARCH-type models.

The rest of this chapter is organised as follows. Section 2.2 briefly reviews some of the main literature on the statistical properties and empirical results of the relevant volatility models. Section 2.3 introduces the exponential-type conditional heteroscedasticity models, including the EGARCH and FIEGARCH(BM) models. Section 2.4 focuses on obtaining restrictions for the existence of moments with finite order in the exponential-type conditional heteroscedasticity models by applying the results of Nelson (1991). Section 2.5 considers whether or not the return series has NED, applies NED to measure the limited memory properties of shocks to volatility, and introduces the HY/FIEGARCH(DL) models. Section 2.6 investigates the FCLT or fractional FCLT for the EGARCH, FIEGARCH(BM) and HY/FIEGARCH(DL) models. The simulations for the memory properties of the HY/FIEGARCH(DL) process are provided in Section 2.7. A conclusion and suggestions for further research are presented in the final section. All proofs of this chapter are presented in Appendix A.
2.2 Literature review

This section critically reviews the theoretical and empirical literature on conditional heteroscedasticity models.

2.2.1 Relevant volatility models

As discussed in Chapter 1, the ARCH model was first introduced by Engle (1982) and extended to the GARCH model by Bollerslev (1986). Although the ARCH and GARCH models have been widely used in empirical applications, they have some drawbacks (see e.g. Nelson, 1991; Zakoïan, 1994; Bollerslev and Mikkelsen, 1996). These weaknesses were highlighted by Nelson (1991). First, GARCH processes require all coefficients to have non-negative values. Second, GARCH models are not able to capture the asymmetric properties of volatility. However, this is inconsistent with Black’s (1976) demonstration that stock returns are negatively correlated with the volatility of returns, meaning that bad news leads to greater volatility than good news. Third, the GARCH models cannot capture the long-run dependence properties of financial data.

To overcome some of the shortcomings of GARCH processes, Nelson (1991) proposed the EGARCH model. For example, the EGARCH model can capture the asymmetric properties of shocks to volatility under certain conditions. The empirical applications of the GARCH and EGARCH models were reviewed by Bollerslev et al. (1992). Additional asymmetric models have subsequently been introduced. Glosten et al. (1993) found that conditional expected monthly returns were negatively correlated with the volatility of the monthly returns by applying a modified GARCH-M model. Their model is known as the GJR-GARCH model. Unlike other
ARCH models, in the threshold heteroscedastic model (TGARCH) introduced by Zakoïan (1994), conditional variance is replaced by the conditional standard deviation. The reasons for including the conditional standard deviation are as follows: first, estimating the absolute residuals is more efficient than the squared residuals when the innovation has a non-normal distribution; second, the conditional standard deviation does not require all coefficients to be non-negative. This model is therefore capable of capturing the asymmetric properties of shocks to volatility, since both positive and negative shocks are included in the TGARCH model. However, Zakoïan’s study still assumed that all parameters are non-negative because the negative case is too difficult to analyse.

In order to investigate the high persistence property of volatility, Engle and Bollerslev (1986) proposed the IGARCH model and considered it to capture the effect of a shock on volatility remained forever. Researchers have suggested that the GARCH and IGARCH processes for conditional variance are similar to those seen in the I(0) and I(1) processes for the conditional mean. However, a puzzle has been identified regarding the persistence of volatility in the IGARCH model. Davidson (2004) showed that the IGARCH process has a geometric memory.

Taking the properties of the I(d) process in conditional mean models into account, the FIGARCH model was introduced by Baillie et al. (1996). They claimed that the effects of shocks on conditional variance dissipate at a hyperbolic rate in the FIGARCH model, which may be able to capture the long-run dependence properties of volatility. However, there is a debate over the memory properties of the FIGARCH model (see e.g. Giraitis et al., 2007). Bollerslev and Mikkelsen (1996) proposed the FIEGARCH(BM) model to analyse long memory in the volatility of financial time series, and the empirical results showed long-run dependence in the
volatility of the US stock market. The FIEGARCH(BM) model is more advanced than the FIGARCH model. It can capture the asymmetric properties and the long memory in volatility (see e.g. Bollerslev and Mikkelsen, 1996; Surgailis and Viano, 2002; Lopes and Prass, 2014). Subsequent empirical studies have demonstrated these properties of the FIEGARCH(BM) process. For instance, the stationary FIEGARCH(BM) process can be the best-fit model for the stock market when using the daily returns of the Tunisian stock market (Saadi et al., 2006); and Lopes and Prass (2014) demonstrated long-run dependence features in volatility applied to the Brazilian stock market exchange index.

2.2.2 Literature on the moment property of conditional heteroscedasticity models

This section focuses on the theoretical properties of conditional heteroscedasticity models. Nelson (1990) investigated the stationary properties of GARCH-type models. He and Teräsvirta (1999a, b) also examined the moment conditions of conditional heteroscedasticity models. He and Teräsvirta (1999a) concentrated on the fourth moment structure of a family of GARCH(1, 1) models and obtained expressions for the fourth moment, kurtosis and the autocorrelation function of squared observations for these models. They investigated a unified framework of theoretical properties for seven different GARCH models\(^1\). He and Teräsvirta (1999b) demonstrated the conditions for the existence of the unconditional fourth moment of the higher-order GARCH process. However, they did not obtain the strictly stationary

\(^1\)These models include the standard GARCH(1,1), absolute value GARCH (AVGARCH(1,1)), nonlinear GARCH(1,1), volatility switching GARCH(1,1), TGARCH(1,1), fourth-order nonlinear generalised moving-average conditional heteroscedasticity (4NLGMACH(1,1)), and generalised quadratic ARCH(GQARCH(1,1)) models.
condition for the GARCH-class models (see Ling and McAleer, 2002). Ling and McAleer (2002) investigated the structural features of GARCH-class models, and provided a sufficient condition for the existence of strictly stationary and ergodic processes and a necessary and sufficient condition for the existence of moments. He et al. (2008) showed how the autocorrelation function of squared and logarithmic observations may be obtained as a limiting case from the asymmetric power ARCH model. Their work proved that the autocorrelation function decays exponentially from the first lag.

Research has been carried out on the conditions for the existence of higher-order moments in GARCH models (e.g. Giraitis et al., 2000a; Carrasco and Chen, 2002). Carrasco and Chen (2002) pointed out that most GARCH-class models can be considered as generalised hidden Markov models. They focused on eight GARCH(1,1)-type models and derived sufficient conditions for the existence of higher-order moments; they also provided sufficient conditions for the existence of finite higher-order moments and a $\beta$-mixing process.

With regard to the EGARCH-type models, Nelson (1991) derived the autocorrelation function of the logarithm of the conditional variance and provided some conditions for the strict stationarity of the EGARCH model when the logarithmic conditional variance has an infinite moving average representation. Breidt et al. (1998) obtained the autocorrelation function of squared and logarithmic observations following the EGARCH model. He et al. (2002) also investigated the moment properties of the first-order standard EGARCH model and the symmetric and asymmetric logarithmic GARCH models. Their work derived conditions for the existence of moments, and expressions for kurtosis and the autocorrelation of positive powers of absolute-valued observations without assuming normal errors.
Ruiz and Veiga (2008) investigated the statistical properties of a new stochastic volatility model (A-LMSV) and the FIEGARCH(BM) model, and derived the kurtosis and autocorrelation function for each model. They also found that the kurtosis and correlation properties of absolute and squared returns are different, but they have similar features for cross-correlations between the returns and the power of absolute returns.

2.2.3 The memory property of conditional heteroscedasticity models

The memory properties of conditional heteroscedasticity models have been considered in the literature. Firstly, the application of NED to measure the persistence of time series has been examined. The idea of NED was first introduced by Ibragimov (1962), and then developed by Gallant and White (1988), Andrews (1988) and Davidson (1994), among others. NED on a mixing process covers a large number of the time series; for example, Gallant and White (1988) showed that an autoregressive regression (AR)(1) process and ARMA with a finite order can be near-epoch dependent on shocks, and that the infinite ARCH process may be near-epoch dependent, based on some additional conditions. Hansen (1991) showed that GARCH (1, 1) processes are near-epoch dependent without assuming strict stationarity. Davidson (2002) also demonstrated that some nonlinear processes satisfy the condition of NED. Davidson (2004) proved that linear conditional heteroscedasticity processes are near-epoch dependent. He introduced hyperbolic memory and geometric memory based on the properties of the concept of NED, and showed that no long memory appears in the stationary FIGARCH and IGARCH processes.
Some of the previous studies indicated that the memory properties of conditional variance and conditional mean models are not parallel. The memory properties of the latter models have been well established. In the $I(0)$ process, shocks die out at an exponential rate and the $I(1)$ process has the longest persistence, whereas shocks decay at a hyperbolic rate in the $I(d)$ process with $0 < d < 1$, see Granger (1980), Granger and Joyeux (1980), and Hosking (1981). However, in contrast to the $I(1)$ process, the effect of shocks to volatility decay at an exponential rate in the IGARCH process, more details are presented in Ding and Granger (1996) and Davidson (2004). Ding and Granger (1996) found higher persistence in the fractional ordered model than in the integrated model for foreign exchange rate returns. This differs from Ding et al. (1993), who found that there is the strongest persistence with an integrated order of 1. They also proved that the theoretical autocorrelation functions display exponential decay properties in various GARCH $(1,1)$ processes, including the IGARCH model. Davidson (2004) also proved that the IGARCH process has geometric memory by using the $L_0$-approximable method. Therefore, the memory property of the conditional mean equation might be different from that of the corresponding conditional variance equation (see e.g. Ding et al., 1993; Davidson, 2004).

### 2.2.4 The FCLT and fractional FCLT of conditional heteroscedasticity models

Several methods have been introduced to derive the FCLT for time series models. For example, the mixing condition, weak dependence, association and NED can be used to derive the FCLT (see e.g. Hansen, 1991; Hörmann, 2008; Davidson, 2002; Lee, 2013, 2014).
NED is useful for establishing the FCLT and fractional FCLT for time series. Andrews (1988) introduced the idea that NED processes satisfy the conditions of the weak LLN. Hansen (1991) then applied the NED concept to show that GARCH(1, 1) models satisfy the conditions for the weak and strong LLN, and CLT, and established invariance principles for the GARCH(1,1) process. Davidson (2002) derived sufficient conditions for the CLT and FCLT to be satisfied in nonlinear processes and semiparametric linear processes. Taking advantage of NED on a mixing process, he established the FCLT for a group of nonlinear processes, including GARCH, bilinear and threshold autoregressive models, satisfying the conditions of NED on an independent process. He also proved a new FCLT for semi-parametric linear processes, which belongs to the concept of NED on a mixing process. Lee (2013) showed that both of the stationary GARCH process under a second moment condition and the stationary ARMA-GARCH under the finite second moment conditions are geometrically $L_2$-NED. He also established the FCLT for both models under weaker conditions, leading to no further restrictions on the distributional assumptions of errors and higher-order moments.

Berkes et al. (2008) derived the FCLT for an augmented GARCH model under a finite second-moment condition using Theorem 21.1 from Billingsley (1968) (see Lee, 2013). Lee (2014) also derived the FCLT for the augmented GARCH($p, q$) process by applying the NED approach, and provided the FCLT for the EGARCH process as a special case of the augmented GARCH($p, q$) process. However, the results from Lee (2014) did not consider the hyperbolic memory case of the EGARCH-type models. Surgailis and Viano (2002) also considered a general stochastic volatility model, including the EGARCH and FIEGARCH(BM) models, in which they investigated the covariance structure and dependence properties of these models. The FCLT for the short and moderate memory of EGARCH models was estab-

Davydov (1970) introduced the fractional FCLT for partial sums of the fractionally integrated process, such that \( x_t = (1-L)^{-d}u_t \), where \( u_t \) is an i.i.d. process with a mean of zero, and provided a moment condition of \( E|u_t|^q < \infty \) with \( q \geq 4 \) and \( q > -4d/(d + 1/2) \) for the fractional FCLT of this process; Taqqu (1975) provided a weaker moment condition, such that, \( E|u_t|^q < \infty \) with \( q \geq 2 \) and \( q > (d + 1/2)^{-1} \), see e.g. Johansen and Nielsen (2012). Davidson and De Jong (2000) proved the weaker moment conditions for the fractional FCLT for some NED processes in their Theorem 3.1. These previous studies were reviewed by Johansen and Nielsen (2012), who pointed out that the weaker moments conditions may not be sufficient to support the fractional FCLT in some cases. They also provided a necessary moment condition for the fractional FCLT. Wu and Shao (2006) investigated the FCLT for a class of fractionally integrated nonlinear processes. Lee (2014) discussed the fractional FCLT for the FIGARCH processes by applying the NED approach.

2.3 Exponential-type conditional heteroscedasticity models

Nelson (1991) introduced the exponential ARCH (\( \infty \)) (EARCH (\( \infty \))) model, which is defined by Equations (1.1) and (2.1):

\[
\ln h_t = \omega + \sum_{j=1}^{\infty} \beta_j g(z_{t-j}), \quad \beta_1 = 1, \tag{2.1}
\]

\[
g(z_t) = \theta z_t + \gamma |z_t| - E|z_t|, \tag{2.2}
\]
where the lag coefficients \( \{ \beta_j \} \), for all \( j \geq 1 \), are lag coefficients and real, non-stochastic sequences, and can be negative or positive values, except \( j = 1 \). The properties of the \( g(z_t) \) function decide whether the EARCH(\( \infty \)) model can capture the asymmetric feature of shocks to volatility or not. In other words, the well-defined process \( g(z_t) \) needs to be a function that includes the magnitude and the sign of \( z_t \), such as Equation (2.2) (Nelson, 1991). The \( g(z_t) \) function is composed of two terms: \( \theta z_t \) and \( \gamma \|z_t - E|z_t|\| \); these are orthogonal when \( z_t \) is symmetrically distributed.

\[
g(z_t) = \begin{cases} 
(\theta - \gamma)z_t - \gamma\|E|z_t|\| & z_t < 0 \\
(\theta + \gamma)z_t - \gamma\|E|z_t|\| & z_t \geq 0.
\end{cases}
\] (2.3)

It is clear that the function \( g(z_t) \) has the slope \( \theta - \gamma \) when the sign of \( z_t \) is negative, and the slope \( \theta + \gamma \) when the sign of \( z_t \) is non-negative. The sequence of \( g(z_t) \) is a linear combination of \( \{z_t\} \), and the expectation value of \( g(z_t) \) is zero. The variance of the process \( g(z_t) \) depends on the distribution of \( \{z_t\} \) as follows:

\[
E[g(z_t)^2] = E[(\theta z_t + \gamma \|z_t - E|z_t|\|)^2] = \theta^2 E(z_t^2) + \gamma^2 E|z_t|^2 + \gamma^2 (E|z_t|)^2 - 2\gamma^2 (E|z_t|)^2 + 2\theta \gamma E(z_t|z_t|) = \theta^2 + \gamma^2 - \gamma^2 (E|z_t|)^2 + 2\theta \gamma E(z_t|z_t|),
\]

and since:

\[
E(z_t|z_t|) \leq E(z_t^2) = 1 \text{ for all } t \in Z.
\]

In this case, \( E[g(z_t)^2] \) is finite. For similar results, see Prass (2008). Nelson (1991) also derived a stationarity condition and a condition for the existence of moments of the innovation processes in his Theorem 2.1.

Nelson (1991) also defined the EGARCH(\( p, q \)) model, which is:

\[
\ln h_t = \omega + \frac{\psi(L)}{\varphi(L)} g(z_{t-1}),
\]
where $L$ denotes the back-shift operator, and $\psi(L) = 1 + \psi_1L + \cdots + \psi_qL^q$ and $\varphi(L) = 1 - \varphi_1L - \cdots - \varphi_pL^p$ are polynomials in the lag operator. Let us now suppose that the EGARCH($p,q$) process satisfies the following assumption.

**Assumption 2.3.1** Assume that $|\psi(z)| > 0$ and $|\varphi(z)| > 0$ for any $|z| \leq 1$, and that $\psi(L)$ and $\varphi(L)$ have no common roots.

Based on a similar idea to Theorem 7.2.3(i) in Giraitis et al. (2012) for the ARMA($p,q$) model, we can rewrite:

$$
\frac{\psi(L)}{\varphi(L)} = \sum_{j=0}^{\infty} \beta_j L^j,
$$

with $\beta_0 = 0$. Under Assumption 2.3.1, $|z| \leq 1$, then for some $\epsilon > 0$, we have:

$$
\left| \frac{\psi(z)}{\varphi(z)} \right| < \infty \text{ for any } |z| \leq 1 + \epsilon.
$$

The convergence of $\psi(z)/\varphi(z)$ means that:

$$
|\beta_j z^j| \leq |\beta_j|(1 + \epsilon)^j \to 0,
$$

as $j$ tends to infinity. This also means that:

$$
|\beta_j| \leq C(1 + \epsilon)^{-j}, \text{ where } C \text{ is a constant and } j > 1.
$$

If we set $1 + \epsilon = \rho$, then the EGARCH($p,q$) process can be written as the EARCH($\infty$) model:

$$
\ln h_t = \omega + \sum_{j=0}^{\infty} \beta_j g(z_{t-j}),
$$

with $|\beta_j| \leq C\rho^{-j}$, where $C$ is a positive constant, $j > 1$, and $\rho > 1$. Nelson (1991) also proposed the EGARCH(1,1) model, which can be written as Equations (1.1) and (2.6):

$$
\ln h_t = w + g(z_{t-1}) + \beta \ln h_{t-1}.
$$

(2.6)
This can be reorganised as the EARCH(∞) model, such that:

$$\ln h_t = \omega + \sum_{j=1}^{\infty} \beta^{j-1} g(z_{t-j}), \quad (2.7)$$

where $|\beta| < 1$ and $\omega = \psi/(1 - \beta)$. Bollerslev and Mikkelsen (1996) extended the EGARCH model to the FIEGARCH($p, d, q$) model, which is defined as:

$$\ln h_t = \omega + \frac{\psi(L)}{\varphi(L)} (1 - L)^{-d} g(z_{t-1})$$

$$= \omega + \frac{\sum_{i=1}^{q} \psi_i L^i}{1 - \sum_{i=1}^{p} \varphi_i L^i} (1 - L)^{-d} g(z_{t-1})$$

$$= \omega + \sum_{j=0}^{\infty} \beta_{-d,j} L^j g(z_{t-1}), \quad (2.8)$$

where:

$$(1 - L)^{-d} = \sum_{j=0}^{\infty} \frac{\Gamma(j + d)}{\Gamma(d) \Gamma(j + 1)}, \quad (2.9)$$

where $p, q$ are non-negative integers and $(1 - L)^{-d}$ is the fractional differencing operator. The FIEGARCH(BM) model becomes an EGARCH model when $d$ equals 0. The pure FIEGARCH(BM) model is defined as:

$$\ln h_t = \omega + (1 - L)^{-d} g(z_{t-1})$$

$$= \omega + \sum_{j=0}^{\infty} \beta_{-d,j} L^j g(z_{t-1}). \quad (2.10)$$

The property of the lag coefficients in the FIEGARCH(BM) model can be investigated, similar to Giraitis et al.’s (2012) Theorem 7.2.3 (ii) for the AR fractional integrated MA (ARFIMA($p, d, q$)) model. In the FIEGARCH(BM) model, the memory parameter $d$ may be either positive or negative, and $|\beta_{-d,j}| \leq C j^{d-1}$ with $C > 0$. 
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2.4 Moment properties of the exponential-type conditional heteroscedasticity models

This section first considers the finite-order moments of the general EARCH(∞) processes. Davidson (2004) emphasised that the amplitude property is a significant feature of volatility models. Amplitude is used to show how large the fluctuations in conditional variance and shocks to volatility may be. Amplitude is measured by the sum of the lag coefficients:

\[ S = \sum_{j=1}^{\infty} \beta_j. \]

For the general EARCH(∞) processes, Nelson (1991) derived that \( \sum_{j=1}^{\infty} \beta_j^2 < \infty \) is both a covariance stationary condition and a strictly stationary condition for the process \{\ln(h_t) - \omega\}, but it is only a strictly stationary and ergodic condition for \{\exp(-\omega)h_t\}. In the simplest EGARCH (1, 1) model, when \(|\beta| < 1\), the sum of the lag coefficients can be defined as:

\[ S = \frac{1}{1 - \beta}. \quad (2.11) \]

The investigation of the moment property of the EARCH(∞) model is as follows. First, set:

\[ M_p = E[\xi_t^p], \quad (2.12) \]

where \( M_p \) does not depend on \( t \), and \( p \) denotes the order of the moment. Next, we consider the second moment of \( \xi_t \):

\[ M_2 = E[\xi_t^2] = E[h_t z_t^2], \quad (2.13) \]

when \( p = 2 \), and the processes of \( \sqrt{h_t} \) and \( z_t \) are independent. Then:

\[ E[h_t z_t^2] = E[h_t]E[z_t^2] = E[h_t], \text{ since } z_t \sim i.i.d.(0, 1). \quad (2.14) \]
This equation means that the second moment of $\xi_t$ is equal to the expectation value of the conditional variance $h_t$. The second moment of $\xi_t$ can now be obtained by:

$$E[\xi_t^2] = E[h_t] = E\left[\exp\left(\omega + \sum_{j=1}^{\infty} \beta_j g(z_{t-j})\right)\right]$$

$$= E\left[\exp(\omega) \cdot \exp\left(\sum_{j=1}^{\infty} \beta_j g(z_{t-j})\right)\right]$$

$$= \exp(\omega)\left[\exp\left(\sum_{j=1}^{\infty} \beta_j g(z_{t-j})\right)\right]$$

$$= \exp(\omega) \prod_{j=1}^{\infty} E[\exp(\beta_j g(z_{t-j}))].$$

The final equation is obtained because $g(z_t)$ is an i.i.d. process. An equivalent expression can be written as:

$$E[\exp(-\omega)h_t] = \prod_{j=1}^{\infty} E[\exp(\beta_j g(z_{t-j}))].$$

Nelson (1991) showed that the condition of strict stationarity and ergodicity is $\sum_{j=1}^{\infty} \beta_j^2 < \infty$ for the process $\{\exp(-\omega)h_t\}$. However, this does not mean that the processes are covariance stationary. In other words, a finite order of the unconditional moment may not exist. Thus, a further assumption about the distribution of $\{z_t\}$ is required to derive the unconditional expectation of $\exp(\beta_j g(z_{t-j}))$.

In this chapter, the general generalised error distribution (GED($\nu$)) will be considered as the distribution of $\{z_t\}$. Following Nelson (1991), the density function of the GED, with a mean of zero and a variance of one, is defined as:

$$f(z) = \frac{v \exp\left[-\left(\frac{1}{2}|z/\lambda|^v\right)\right]}{\lambda^{2(1+1/v)} \Gamma(1/v)},$$

where $-\infty < z < +\infty$, $0 < v < \infty$, $v$ denotes the the tail-thickness parameter, $\Gamma(\cdot)$ is the gamma function and:

$$\lambda = \left[\frac{2(-2/v) \Gamma(1/v)}{\Gamma(3/v)}\right]^{1/2}.$$
The GED can exhibit a different distribution with a different value of $v$. The normal distribution is a special case of the GED when the tail-thickness parameter $v$ equals 2. The tail of the distribution of $z_t$ is thicker than the normal distribution when $v$ is less than 2 and is thinner than the normal distribution when $v$ is greater than 2.

In the first place, let us consider the special case of GED(2), assuming that \{$z_t\$} is an i.i.d. $N(0,1)$ and setting $g(z_t)$ as Equation (2.2). It can be seen that $g(z_t)$ is a linear combination of $z_t$ and $|z_t|$, and can include both the magnitude and the sign of the shocks depending on the parameters $\theta$ and $\gamma$. Therefore, the leverage effect of the process can be performed by $g(z_t)$. It can also be seen that the process $\{g(z_t)\}$ is an i.i.d. random sequence with a mean of zero. According to Nelson (1991, Theorem A1.1), we can derive the following:

$$E[\exp (g(z_{t-j})b)] < \infty, \quad (2.19)$$

where $b$ is one of the lag coefficients $\beta_j$. We then have:

$$\prod_{j=1}^{\infty} E[\exp(\beta_j g(z_{t-j}))] < \infty. \quad (2.20)$$

and then:

$$E \left[ \xi_t^2 \right] = E \left[ h_t \right] = \exp(\omega) \prod_{j=1}^{\infty} E[\exp(\beta_j g(z_{t-j}))] < \infty. \quad (2.21)$$

Thus the second moment of $\xi_t$ exists. Secondly, considering the fourth moment case, let:

$$E \left[ z_t^4 \right] = \mu_4. \quad (2.22)$$

Since the processes $z_t$ and $\sqrt{h_t}$ are independent, the fourth moment is:

$$E \left[ \xi_t^4 \right] = E \left[ z_t^4 h_t^2 \right] = E \left[ z_t^4 \right] E \left[ h_t^2 \right] = \mu_4 \cdot E \left[ h_t^2 \right], \quad (2.23)$$
where:

\[
E \left[h_t^2\right] = E \left[\exp \left(\omega + \sum_{j=1}^{\infty} \beta_j g(z_{t-j})\right)\right]^2 \tag{2.24}
\]

\[
= \exp(2\omega) \left\{\prod_{j=1}^{\infty} E[\exp(\beta_j g(z_{t-j}))]\right\}^2.
\]

Similarly, according to Nelson (1991), the inequality (2.20) holds, then:

\[
\left\{\prod_{j=1}^{\infty} E[\exp(\beta_j g(z_{t-j}))]\right\}^2 < \infty, \tag{2.25}
\]

and since it is assumed that \( \mu_4 < \infty \). These ensure that the fourth moment of \( \xi_t \) is finite. Equation (2.24) can be extended to the \( n^{th} \) \( (n < \infty) \) moment of \( h_t \):

\[
E \left[h_t^n\right] = E \left[\exp \left(\omega + \sum_{j=1}^{\infty} \beta_j g(z_{t-j})\right)\right]^n \tag{2.26}
\]

\[
= \exp(n\omega) \left\{\prod_{j=1}^{\infty} E \left(\exp \left(\beta_j g(z_{t-j})\right)\right)\right\}^n
\]

\[
< \infty,
\]

assuming that:

\[
\mu_n < \infty. \tag{2.27}
\]

The \( n^{th} \) moment also exists for EARCH(\( \infty \)) models. This condition also supports the NED of the EARCH(\( \infty \)) processes, which will be explained in the next section. The discussion above is based on the assumption that the process \( \{z_t\} \) has a normal distribution. For the general GED case, Nelson (1991, A 1.2) showed that if we assume the process \( \{z_t\} \sim \text{i.i.d. GED}(v) \) with a mean of zero and a variance of one, then:

\[
E[z_t^n \exp(g(z_t)b)] < \infty, \tag{2.28}
\]

when \( v \) is greater than 1 and without other restrictions. However, when \( v \) is less than 1, it must satisfy \( b\gamma + |b\theta| \leq 0 \), which is the requirement for the existence of a finite order of moment. If \( v \) equals 1, it needs \( b\gamma + |b\theta| \leq \sqrt{2} \) to meet the
requirement for the existence of a moment. For the EGARCH(1,1) model, He et al. (2002) derived conditions for the existence of the second and fourth moments.

### 2.5 Memory properties of the exponential-type conditional heteroscedasticity models

Research on the memory property of conditional heteroscedasticity models is crucial for volatility forecasting. Davidson (2004) investigated the memory properties of linear conditional heteroscedasticity models by applying the NED concept. With regard to the memory characteristic of ARCH-type models, he introduced two kinds of memory: hyperbolic and geometric memory. Motivated by Davidson (2004), this section aims to derive conditions for the process \( \{ \xi_t \} \) following the EARCH(\( \infty \)) model is \( L_p \)-NED on \( \{ z_t \} \), for either \( p = 1 \) or \( p = 2 \), and to investigate the memory properties of EGARCH-type models by applying the NED approach. Moreover, considering the memory properties of these models, this section also introduces a general expression of the exponential-type conditional heteroscedasticity model – HY/FIEGARCH(DL).

#### 2.5.1 Memory properties of the EGARCH-type models

The notation used in this section is as follows. The parameter \( a \) is used to measure the hyperbolic memory, where:

\[
\beta_j = O(j^{-1-a}).
\] (2.29)
The parameter $\rho$ is used to measure the geometric memory, such that:

$$\beta_j = O(\rho^{-j}).$$ \hspace{1cm} (2.30)

Moreover, we denote the $L_p$ norm of a random variable $X_t$ as $||X_t||_p = (E|X_t|^p)^{1/p}$. In order to study the memory properties of these models, two moment inequalities in Lemma 2.5.2 of Giraitis et al. (2012) are essential to be recalled.

**Lemma 2.5.1** (Lemma 2.5.2 of Giraitis et al., 2012) Let $p \geq 1$ and $\{Y_j, F_j, 1 \leq j \leq n\}$ be a martingale difference sequence with $E|Y_j|^p < \infty$. For every $n \geq 1$, when $1 \leq p \leq 2$:

$$E\left|\sum_{j=1}^{n} Y_j\right|^p \leq 2 \sum_{j=1}^{n} E|Y_j|^p.

When $p > 2$,

$$E\left|\sum_{j=1}^{n} Y_j\right|^p \leq C_p \left(\sum_{j=1}^{n} (E|Y_j|^p)^{2/p}\right)^{p/2},$$

with a constant $C_p > 0$ depending only on $p$. These inequalities are valid for $n = \infty$ as long as the series on the right-hand side of them are convergent.

The idea of how to show this lemma is based on the von Bahr and Esseen (1965) inequality for $1 \leq p \leq 2$ and Rosenthal’s inequality (see Hall and Heyde, 1980). The proof of this lemma is provided in Giraitis et al. (2012).

And following, the definition of NED is given in Definition 2.5.1.

**Definition 2.5.1** Assume that $\{\xi_t\}$ is a function of the whole past and future history of process $\{z_t, -\infty < t < +\infty\}$. Set $\mathcal{F}_{t-m}^{t+m} = \sigma\{z_{t-m}, \ldots, z_{t+m}\}$, the $\sigma$-field generated by the near epoch of the process $\{z_t\}$. The process $\{\xi_t\}$ is then said to
be near-epoch dependent in the $L_p$-norm ($L_p$-NED) on $\{z_t\}$ of size\(^2-a_0\) if:

$$
\|\xi_t - E(\xi_t|F_{t-m}^t)\|_p \leq d_{pt}v_m(a) \text{ for } p > 0, \quad (2.31)
$$

where $\{d_{pt}\}$ is a sequence of positive constants, $v_m(a) = m^{-a}$ for $a > a_0$, and $m^{-a} \to 0$ as $m \to \infty$.

This definition is drawn from Davidson (1994, Definition 17.1). Definition 2.5.1 defines hyperbolic NED. The process can be considered as geometric NED if the term $v_m(a) = m^{-a}$ is replaced by $v_m(\rho) = \rho^{-m}$ (see e.g. Andrews, 1988; Davidson, 2004). The terms $m^{-a}$ and $\rho^{-m}$ both converge to 0 but at different decay rates, as $m$ tends to infinity. Davidson (2002, 2004) verified that the $\xi_t$ process is $L_p$-NED on $\{z_t\}$, for either $p = 1$ or $p = 2$, for GARCH-class models. Following a similar procedure, this section shows the NED properties of EARCH-type models.

In the EARCH($\infty$) model, because $\xi_t = \sqrt{h_t}z_t$, and $z_t \sim \text{i.i.d.}(0,1)$, then:

$$
\|\xi_t - E[\xi_t|F_{t-m}^t]\|_p = \left\|\sqrt{h_t}z_t - E\left[\sqrt{h_t}z_t|F_{t-m}^t}\right]\right\|_p \leq \|z_t\|_p \right\|\sqrt{h_t} - E\left[\sqrt{h_t}|F_{t-m}^t}\right]\right\|_p \\
\leq \left\|\sqrt{h_t} - E\left[\sqrt{h_t}|F_{t-m}^t}\right]\right\|_p. \quad (2.32)
$$

The above inequality is obtained by:

$$
\|z_t\|_p \leq 1, \quad (2.33)
$$

where $p = 1$ or $p = 2$. Therefore, if:

$$
\left\|\sqrt{h_t} - E\left[\sqrt{h_t}|F_{t-m}^t}\right]\right\|_p \leq d_{pt}v_m(a) \text{ (or } d_{pt}v_m(\rho)\), \quad (2.34)
$$

\(^2\)The terminology "size" can be used to denote the decay rate of the mixing numbers. It is also applied to describe a sequence which is $\alpha$-mixing of size $-\varphi_0$ if $\alpha_m = O(m^{-\varphi})$ for some $\varphi > \varphi_0$. (see e.g. White, 1984; Davidson, 1994)
then:
\[
\| \xi_t - E [ \xi_t | \mathcal{F}_{t-m}^{t+m} ] \|_p \leq d_{pt} v_m(a) \ (\text{or } d_{pt} v_m(\rho)),
\]
respectively. By Equation (2.1), the conditional variance can be written as:
\[
h_t = \exp \left( \omega + \sum_{j=1}^{\infty} \beta_j g(z_{t-j}) \right), \beta_1 = 1.
\]
Then,
\[
\sqrt{h_t} = \left[ \exp \left( \frac{1}{2} \omega + \frac{1}{2} \sum_{j=1}^{\infty} \beta_j g(z_{t-j}) \right) \right].
\]
Based on Equations (2.36) and (2.37), it is straightforward to see that if:
\[
\| h_t - E [ h_t | \mathcal{F}_{t-m}^{t+m} ] \|_p \leq d_{pt} v_m(a) \ (\text{or } d_{pt} v_m(\rho)),
\]
where \( d_{pt} < \infty \), for \( p = 1 \) or \( p = 2 \), then Equation (2.34) holds, and vice versa. Furthermore, Equation (2.35) also holds. This means that if the processes \( \{ h_t \} \) or \( \{ \sqrt{h_t} \} \) are \( L_p \)-NED on \( \{ z_t \} \), then the process \( \{ \xi_t \} \) is also \( L_p \)-NED on \( \{ z_t \} \), for either \( p = 1 \) or \( p = 2 \). In other words, to obtain the NED properties of \( \{ \xi_t \} \), it is essential to prove the inequalities of (2.38) or (2.34).

The general EARCH\((\infty)\) process is given in Equation (2.36). First, denote:
\[
G_t = \sum_{j=1}^{\infty} \beta_j g(z_{t-j}).
\]
Here, the expression of the \( L_p \)-NED of the conditional variance is:
\[
\| h_t^k - E [ h_t^k | \mathcal{F}_{t-m}^{t+m} ] \|_p = \| \exp (k(\omega + G_t)) - E[\exp (k(\omega + G_t)) | \mathcal{F}_{t-m}^{t+m}] \|_p,
\]
where \( p = 1, 2, k = 1/2 \) or \( k = 1 \). Since, by the Liapunov’s inequality\(^3\),
\[
E[|h_t^k - E [ h_t^k | \mathcal{F}_{t-m}^{t+m} ]|] \leq \| h_t^k - E [ h_t^k | \mathcal{F}_{t-m}^{t+m} ] \|_2,
\]
\(^3\)This is also called norm inequality: If \( a > b > 0 \), then \( \| X \|_a \geq \| X \|_b \). See e.g. Davidson (1994).
and the $L_2$-NED plays a more important role for the limit theorem of the processes, thus this study mainly focuses on the $L_2$-NED of $\{h^k_t\}$.

Based on the moment conditions and the properties of EGARCH-type models, the memory properties of the EGARCH-type models can be seen from Theorems 2.5.2 and 2.5.3. Firstly, the hyperbolic property of the EARCH($\infty$) model can be derived.

**Theorem 2.5.2** If $|\beta_j| \leq C j^{-1-a}$ for $j \geq 1$, $C > 0$, $a > 0$, $\|g(z_t)\|_q < \infty$, and $\|h^j_{t_{m}}\|_{q/(q-1)} < \infty$, then:

$$||h^j_t - E(h^j_t | \mathcal{F}^t_{t-m})||_2 \leq d_{2t} v_m(a),$$

(2.40)

where $k = 1/2$ or $k = 1$ and $\{d_{2t}\}$ is a sequence of positive constants. Therefore, if $1 < q \leq 2$, $\{h^j_t\}$ and $\xi_t$ are $L_2$-NED on $\{z_t\}$, of size $\frac{1}{2} \left( \frac{1}{q} - 1 - a_0 \right)$, where $(a > a_0 > 0)$; if $q > 2$, $\{h^j_t\}$ and $\{\xi_t\}$ are $L_2$-NED on $\{z_t\}$, of size $\frac{1}{2} \left( -a_0 - \frac{1}{2} \right)$, where $(a > a_0 > 0)$. When $-1/2 < a < 0$, $\{h^j_t\}$ and $\{\xi_t\}$ are $L_2$-NED on $\{z_t\}$, of size $\frac{1}{2} \left( \frac{1}{q} - 1 - a_0 \right)$, where $\left( \frac{1}{2} \left( 1 + a - \frac{1}{q} \right) > a_0 > 0 \right)$ if $1 < q \leq 2$; and of size $\frac{1}{2} \left( -a_0 - \frac{1}{2} \right)$, where $(a + \frac{1}{2}) > a_0 > 0$ if $q > 2$.

According to the properties of the lag coefficients, the FIEGARCH(BM) model is a case of hyperbolic processes when $-1/2 < d < 0$, where $d$ is same as $-a$. However, the memory parameter may also have a positive value in the FIEGARCH(BM) model. When the memory parameter is $0 < d < 1/2$, this model is able to capture long memory because of the non-summable properties of the absolute lag coefficients.

The following theorem shows that the EARCH($\infty$) model has geometric memory.
Theorem 2.5.3 If $|\beta_j| \leq C \rho^{-j}$ for $j \geq 1$, $C \geq \rho > 1$, $\|g(z_t)\|_q < \infty$, and $\|h_t^{2k}\|_{q/(q-1)} < \infty$, for $q > 1$, then:

$$\|h_t^k - E[h_t^k|\mathcal{F}_{t-m}^s]\|_2 \leq \hat{d}_{2t}v_m(\rho),$$

where $k = 1/2$ or $k = 1$, and $\{\hat{d}_{2t}\}$ is a sequence of positive constants. Therefore, $\{h_t^k\}$ and $\{\xi_t\}$ are geometrically $L_2$-NED.

According to this theorem, the process $\{\xi_t\}$ in EARCH($\infty$) processes can be geometrically $L_2$-NED. The geometric NED means that the impacts of shocks on current or future volatility decay at a geometric rate. Therefore, EARCH($\infty$) models can capture geometric memory. The simplest example is the EGARCH(1,1) model, since $\beta_j = \beta^{j-1}$ and $|\beta| < 1$, then it has geometric memory. Similar results can also be held for the EGARCH($p, q$) process, by the condition (2.5).

### 2.5.2 The HYEGARCH and FIEGARCH(DL) models

The EARCH($\infty$) processes can capture geometric, hyperbolic and long memory in volatility. In order to distinguish the memory properties of EGARCH-type models, a general framework of the HY/FIEGARCH(DL)($p, d_2, q$) model is used, which is defined as:

$$\ln h_t = \omega + \theta(L)g_1(z_t),$$

where\footnote{This is because of the parameters in $\theta(L)$, the coefficient of $|z_t| - E|z_t|$, is defined as 1.} $g_1(z_t) = |z_t| - E|z_t| + \theta z_t$ and:

$$\theta(L) = \left(1 - \frac{\delta(L)(1 + \alpha((1 - L)^{d_2} - 1))}{\varphi(L)}\right),$$

where $\delta(L) = 1 - \delta_1 L + \cdots + \delta_p L^p$, and $\varphi(L) = 1 - \varphi_1 L - \cdots - \varphi_p L^p$, and:

$$(1 - L)^{d_2} = 1 - \sum_{j=1}^{\infty} b_j L^j,$$
with:

\[ b_j = \begin{cases} 
  \frac{d_2 \Gamma(j-d_2)}{\Gamma(1-d_2) \Gamma(j+1)} & d_2 \geq 0 \\
  \frac{-\Gamma(j-d_2)}{\Gamma(-d_2) \Gamma(j+1)} & d_2 < 0
\end{cases}, \quad j \geq 1. \]

And the Stirling’s approximation of \( b_j \) is given as:

\[ b_j = O(j^{-1-d_2}). \]

The HY/FIEGARCH(DL) process can be also written as:

\[ \ln h_t = \omega + \left( 1 - \frac{\delta(L)}{\varphi(L)} \left( 1 + \alpha \left( (1 - L)^{d_2} - 1 \right) \right) \right) g_1(z_t). \]

It is an EGARCH\((p, q)\) process with \( \gamma = 1 \) when \( d_2 = 0 \). The pure HY/FIEGARCH(DL) is:

\[
\begin{align*}
\ln h_t &= \omega + (1 - (1 + \alpha ((1 - L)^{d_2} - 1))) g_1(z_t) \\
&= \omega + \alpha(1 - (1 - L)^{d_2}) g_1(z_t) \\
&= \omega + \alpha \left( 1 - \left( 1 - \sum_{j=1}^{\infty} b_j L^j \right) \right) g_1(z_t) \\
&= \omega + \alpha \sum_{j=1}^{\infty} b_j g_1(z_{t-j}).
\end{align*}
\]

Two distinct cases exist:

**Case 1**: HYEGARCH occurs when \( 0 < d_2 < \frac{1}{2} \) and \( \alpha > 0 \), and thus \( ab_j > 0 \), \( j \geq 1 \), with the lag coefficients being summable.

**Case 2**: FIEGARCH(DL) occurs when \( -\frac{1}{2} < d_2 < 0 \) and \( \alpha < 0 \), and thus \( ab_j > 0 \), \( j \geq 1 \), with the lag coefficients not being summable.

It is worth noting that \( d_2 \) in the HY/FIEGARCH(DL) process is different from \( d \) in the FIEGARCH(BM) process, and \( d_2 \) has the same sign as \( a \) in Theorem 2.5.2. This means that HYEGARCH processes have hyperbolic memory and FIEGARCH(DL) processes can capture long memory in volatility.
2.6 FCLT and fractional FCLT for the EGARCH-type models

To derive the main results of the FCLT and fractional FCLT for the relevant processes in the EGARCH-type models, several important theorems must first be recalled. Let the stochastic process $X_n : [0, 1] \to R$ be defined as:

$$X_n(\kappa) = \sigma_n^{-1} \sum_{t=1}^{[n\kappa]} (x_t - Ex_t), 0 < \kappa \leq 1,$$

(2.45)

where $\sigma_n^2 = Var(\sum_{t=1}^{n} x_t)$ and $[x]$ denotes the largest integer not exceeding $x$. If $X_n$ of Equation (2.45) converges weakly to Brownian motion, then the process $x_t$ holds the FCLT. And this yields a CLT when $\kappa = 1$. Recall that Davidson’s (2002) Theorem 1.2, which proposes Assumptions A1-A3:

A1. $x_t$ is $L_2$-NED of size $-1/2$ on the underlying i.i.d. process $\{z_s\}$ with respect to the constants $d_t \leq ||x_t||_r$;

A2. $\sup_t E|x_t - Ex_t|^r < \infty$, for $r \geq 2$; if $r = 2$, then $\{(x_t - Ex_t)^2\}$ is uniformly integrable;

A3. $\sigma_n^2/n \to \sigma^2 > 0$ as $n \to \infty$.

Let $\to^d$ denote the convergence in distribution and let $B$ denote standard Brownian motion on $[0, 1]$.

**Theorem 2.6.1** (Theorem 1.2 in Davidson (2002)) If Conditions A1–A3 in Assumption A hold, then $X_n \to^d B$. This means that $X_n$ converges in distribution to standard Brownian motion.
To derive Condition A3, we can use Theorem 21.1 of Billingsley (1968), which is recalled as follows.

**Theorem 2.6.2** (Theorem 21.1 in Billingsley (1968)) Suppose that \( \{z_t\} \) is \( \varphi \)-mixing with \( \sum \varphi_i^\frac{1}{2} < \infty \) and that the \( \eta_t \), as defined by \( \eta_t = f(..., z_{t-1}, z_t, z_{t+1}, ...) \), \( n = 0, \pm 1, \pm 2, ... \), (where \( z_t \) occupies the 0th place in the argument of \( f \)) have mean 0 and finite variance. Suppose further that there are random variables of the form:

\[
\eta_{m,t} = f_m(z_{t-m}, ..., z_t, ..., z_{t+m}) = E\{\eta_t|\mathcal{F}_{t-m}\},
\]

where the subscript \( m, t \) indicates a pair, not a product, such that:

\[
\sum_{m=1}^{\infty} (E|\eta_0 - \eta_{m,0}|^2)^\frac{1}{2} < \infty.
\]

In this case, the series:

\[
\sigma^2 = E\{\eta_0^2\} + 2 \sum_{k=1}^{\infty} E\{\eta_0 \eta_k\}
\]

converges absolutely. If \( \sigma^2 > 0 \) and \( X_n \) is defined by Equation (21.10), then:

\[
X_n \rightarrow^d W.
\]

The fractional FCLT is defined as follows, if \( X_n \) is given by:

\[
X_n(\kappa) = \sigma_n^{-1} \sum_{t=1}^{[nk]} (x_t), 0 < \kappa \leq 1,
\]

and if we let:

\[
x_t = (1 - L)^{-d} u_t,
\]

where \( \sigma_n^2 = E[\sum_{t=1}^{n} x_t]^2 \). For the case where \( 0 < d < 1/2 \), Theorem 3.1 of Davidson and De Jong (2000) can be applied to derive the fractional FCLT of \( x_t \) under Assumptions B1-B4 for the sequence \( \{u_t, -\infty < t < \infty\} : \)
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B1. It has a zero mean.

B2. It is uniformly $L_r$-bounded for $r > 2$.

B3. It is $L_2$-NED of size $-1/2$ on $z_t$ with $d_t = 1$, where $z_t$ is either an $\alpha$-mixing sequence of size $-r/(r-2)$ or a $\phi$-mixing sequence of size $-r/(2(r-1))$.

B4. It is covariance stationary and $0 < \sigma_u^2 < \infty$, where:

$$\sigma_u^2 = \lim_{n \to \infty} \frac{1}{n} \sum_{t=1}^{\infty} \sum_{s=1}^{\infty} E(u_t u_s).$$

**Theorem 2.6.3** *(Theorem 3.1 in Davidson and De Jong, 2000)* $X_n$ is defined by (2.46) and (2.47), where $0 < d < 1/2$, and satisfy Assumptions B1–B4, then $X_n \to^d X$, where $X$ is fractional Brownian motion.

For the case where $-1/2 < d < 0$, Johansen and Nielsen (2012) provide a necessary moment condition of $\{u_t\}$ in their Theorem 1, which means that Assumption B2 requires $\{u_t\}$ to be uniformly $L_r$-bounded for $r \geq 2$ and $r \geq (d + 1/2)^{-1}$.

### 2.6.1 The FCLT for the EGARCH($p, q$) process

In this subsection, Theorem 2.6.1 is used to establish the FCLT for the EARCH($\infty$) representation of EGARCH($p, q$) processes. By Theorem 2.5.3, EGARCH($p, q$) processes are geometrically $L_2$-NED on the underlying i.i.d. process $\{z_t\}$. Therefore, Condition A1 in Assumption A can be satisfied. For Condition A2, because $\{h_t\}$ is covariance stationary with $E[h_t]^2 < \infty$ in Section (2.4), $\{h_t\}$ is uniformly
integrable, such that:

\[
\sup_t E|h_t - E[h_t]|^2 \\
= \sup_t E|h_t^2 - 2h_tE[h_t] + (E[h_t])^2| \\
\leq \sup_t E[h_t^2] - (E[h_t])^2 \\
< \infty.
\]

For Condition A3, using Billingsley’s (1968) Theorem 21.1, let \( \eta_t = \ln h_t - \omega \) and \( \eta_{mt} = E\{ \ln h_t - \omega \} |{\cal F}_{t-m}^t \}. According to the L2-NED properties of the \( \{G_t\} \) shown in Equation (2.59), \( \{\ln h_t - \omega\} \) is also L2-NED and thus \( \sum_{m=1}^\infty (E[|\eta_0 - \eta_{m0}|^2])^{\frac{1}{2}} < \infty \). Therefore, \( n^{-1}\sigma^2 = n^{-1} \text{var}(\sum_{t=1}^n (\ln h_t - \omega)) \) converges. By the inequality (2.50), let \( q = 2 \), that is:

\[
E|\sqrt{h_t} - E(\sqrt{h_t}|{\cal F}_{t-m}^t)|^2 \\
\leq (\| \exp(\omega) \exp[G_t - \lambda(G_t - E(G_t|{\cal F}_{t-m}^t))] \|_2 |G_t - E(G_t|{\cal F}_{t-m}^t)|)_2^{\frac{1}{2}},
\]

where \( 0 < \lambda < 1 \), and \( \| \exp(\omega) \exp[G_t - \lambda(G_t - E(G_t|{\cal F}_{t-m}^t))] \|_2 < \infty \). Thus \( \{\sqrt{h_t}\} \) satisfies Condition A3 as well. Therefore, following Theorem 1.2 in Davidson (2002), the EGARCH(\( p, q \)) process satisfies the conditions for the FCLT, as well as the \( \{\xi_t\} \) process.

Lee (2014) considered the EGARCH model as an example of an augmented GARCH(\( p, q \)) process applying Box–Cox transformation, and also proved the FCLT for the EGARCH process. In order to show that \( |h_t|^v \) and \( |\xi_t|^v \) (\( v > 0 \)) satisfy the FCLT, Lee’s (2014) paper provides similar conditions: \( \sum_{j=1}^q |\varphi_j| \leq \rho^{-1} < 1 \),

\[
E \left[ \exp \left( 4v \sum_{j=1}^q |\omega/p + g(z_t)|^2 \right) \right] < \infty \text{ and } E |z_0|^{2v} < \infty.
\]

However, Lee’s paper did not cover the limit theorem of the hyperbolic memory and long memory cases of EGARCH-type models. The following of this section investigates the limit theorem of these processes.
2.6.2 Investigation of the FCLT and fractional FCLT for the FIEGARCH(BM) process

This subsection aims to derive the FCLT or fractional FCLT for the FIEGARCH (BM) process under different signs of the memory parameter $d$. The FIEGARCH (BM) process is defined in Equations (2.2) and (2.8), and the pure FIEGARCH(BM) process is given in Equation (2.10). To establish the fractional FCLT for the pure FIEGARCH(BM) with $0 < d < 1/2$, the Theorem 3.1 in Davidson and De Jong (2000) can be applied. Here, let us assume $u_t = g(z_{t-1})$, according to the properties of the $g(z_t)$ function, which is a white noise. It is then straightforward to determine that $g(z_{t-1})$ satisfies all the conditions in Assumption B. Therefore, it is easier to verify that the $\{\ln h_t - \omega\}$ process satisfies the fractional FCLT. However, unlike the EGARCH models, the limit theorem of $h_t$ cannot be directly obtained from that of $\{\ln h_t - \omega\}$ because of the fractional difference term.

The fractional FCLT for the FIEGARCH(BM)$(p,d,q)$ process, with $0 < d < 1/2$, which is defined in Equation (2.8), is provided in Theorem 2.6.4. Let us set the $X_{n(BM)}$ as

$$X_{n(BM)}(\kappa) = \sigma_n^{-1} \sum_{t=1}^{[n\kappa]} \{\ln h_t - \omega\}, \ 0 < \kappa < 1$$

where

$$\ln h_t - \omega = (1 - L)^{-d} \frac{\psi(L)}{\varphi(L)} g(z_{t-1}).$$

Then, by Theorem 3.1 in Davidson and De Jong (2000), the Theorem 2.6.4 is established as follows.

**Theorem 2.6.4** Suppose that $u_t = (\psi(L)/\varphi(L)) g(z_{t-1})$ and that $0 < d < 1/2$ satisfy the Assumption B, and $\sup_{t} \|g(z_{t-1})\|_r < \infty$ for $r > 2$ and $\rho > 1$. Then,
\( X_{n(BM)} \rightarrow^d X \), where \( X \) is a fractional Brownian motion.

However, in the FIEGARCH(BM) process, the limit theorem of the \( \{\xi_t\} \) process cannot be directly obtained by the fractional FCLT of the partial sum of \( \{\ln h_t - \omega\} \). It would be worth investigating the FCLT or fractional FCLT for \( \{\xi_t\} \) in further studies. In addition, for the limit theorem for the case when \( d \) is negative, Theorem 3.1 of Davidson and De Jong (2000) cannot be applied, but the method from Johansen and Nielsen (2012) might be useful for deriving the limit properties of the FIEGARCH(BM) process. This would also be an interesting avenue for further research.

### 2.6.3 Investigation of the FCLT and fractional FCLT for the HYEGARCH and FIEGARCH(DL) processes

This subsection aims to establish the FCLT and fractional FCLT for the pure HY/FIEGARCH(DL)(0, \( d_2, 0 \)) processes, and for the higher-order HYEGARCH and FIEGARCH(DL)(\( p, d_2, q \)) processes, which can be similarly derived.

First, consider the HYEGARCH(0, \( d_2, 0 \)) model with \( 0 < d_2 < \frac{1}{2} \) and set \( \alpha = 1 > 0 \) without loss of generality. The HYEGARCH model is now:

\[
\ln h_t = \omega + (1 - (1 + ((1 - L)^{d_2} - 1)))g_1(z_t)
\]

\[
= \omega + (1 - (1 - L)^{d_2})g_1(z_t)
\]

\[
= \omega + \sum_{j=1}^{\infty} b_j g_1(z_{t-j}),
\]

where \( b_j > 0 \), and \( b_j = \frac{d_2 \Gamma(j - d_2)}{\Gamma(1 - d_2) \Gamma(j + 1)} \). Let us set that \( X_{n(HY)} \) as

\[
X_{n(HY)}(\kappa) = \sigma_n^{-1} \sum_{t=1}^{[nk]} \{\ln h_t - \omega\}, \quad 0 < \kappa < 1
\]
where
\[
\ln h_t - \omega = (1 - (1 - L)^{d_2}) g_1(z_t).
\]

Then, by Theorem 1.2 in Davidson (2002), the Theorem 2.6.5 is established as follows.

**Theorem 2.6.5** In the HYEGARCH process, under the Assumption A, and suppose that \( \sup_t \| g_1(z_{t-1}) \|_r < \infty \) for \( r > 2 \). Then \( X_{n(HY)} \to^d X \), where \( X \) is Brownian motion.

For the pure FIEGARCH(DL) process with \( -\frac{1}{2} < d_2 < 0 \), without loss of generality, let \( \alpha = -1 < 0 \), then:
\[
\ln h_t - \omega = ((1 - L)^{d_2} - 1) g_1(z_t).
\]  
(2.49)

Let us set that \( X_{n(FI)} \) as
\[
X_{n(FI)}(\kappa) = \sigma_n^{-1} \sum_{t=1}^{[n\kappa]} \{ \ln h_t - \omega \}, \quad 0 < \kappa < 1.
\]

Since the Equation (2.49) can be written as follows:
\[
\ln h_t - \omega = (1 - (1 - L)^{d_2}) g_1(z_t)
\]
\[
= (1 - L)^{d_2} (1 - (1 - L)^{-d_2}) g_1(z_t)
\]
where \( -1/2 < d_2 < 0 \). Then, by Theorem 3.1 of Davidson and De Jong (2000), the fractional FCLT can be established for the FIEGARCH(DL) as follows.

**Theorem 2.6.6** In the FIEGARCH(DL) process, let \( u_t = (1 - (1 - L)^{-d_2}) g_1(z_t) \), satisfying Assumption B, and \( \sup_t \| g_1(z_{t-1}) \|_r < \infty \) for \( r > 2 \). Then
\[
X_{n(FI)} \to^d X,
\]
where \( X \) is fractional Brownian motion.
Theorems 2.6.5 and 2.6.6 show that $\{\ln h_t - \omega\}$ obeys the FCLT and fractional FCLT in the HYEGARCH and FIEGARCH(DL) processes, respectively. Similar to the FIEGARCH(BM) process, the limit theorem of the $\{\xi_t\}$ process cannot be obtained by the limit property of the partial sum of $\{\ln h_t - \omega\}$. Theorem 2.5.2 shows that $\{\xi_t\}$ is $L^2$-NED of size $\frac{1}{2} (1/\eta - 1 - a_0)$ when $1 < \eta \leq 2$, and of size $\frac{1}{2} (-a_0 - \frac{1}{2})$ when $\eta > 2$ where $0 < a_0 < a < 1/2$. However, in the HYEGARCH process, the NED size of $\{\xi_t\}$ cannot be $-1/2$, and therefore, the Theorem 1.2 of Davidson (2002) cannot be applied here, this is also the case for the FIEGARCH(DL). Some other methods may be more appropriate, which may be researched in future studies.

2.7 Simulation for the memory properties of HYEGARCH and FIEGARCH(DL) processes

In this section, Monte Carlo experiments are used to simulate the memory properties for pure HYEGARCH and FIEGARCH processes.

2.7.1 Data generating process

The processes generated using the HY/ FIEGARCH(DL)$(0, d, 0)^5$ models are defined as:

$$\ln h_t = \omega + \alpha (1 - (1 - L)^d)g(z_t),$$

5For the simple notation in these simulations, $d$ in this section denotes the $d_2$ in the HY/FIEGARCH(DL) processes, which is defined in Section 2.5.2.
where:

\[ g_t(z_t) = |z_t| - \sqrt{\frac{2}{\pi}}. \]

Here, the memory parameter \( d \) can either be positive or negative, and the parameter \( \omega \) has the same sign as \( d \). In this experiment, for the FIEGARCH(DL) process, fix \( \alpha = -1 \) when \( d < 0 \), and set \( d = -0.1, -0.2, \ldots, -0.5 \); for the HYEGARCH process, fix \( \alpha = 1 \) when \( d > 0 \), such that \( d = 0.1, 0.2, \ldots, 0.5 \). The intercept \( \omega \) is set as zero. Similar simulation results have also been obtained when setting \( \omega \) as 1 but these are not presented in this thesis.

### 2.7.2 Estimation procedure and simulation results

The GPH estimation is used to estimate the memory parameters of the \(|\xi_t|\) generated by the HYEGARCH and FIEGARCH(DL) processes.

Tables 2.1\(^6\) and Figure 2.1 show the results for 10,000 observations. The reported values are the averages of N=1000 Monte Carlo replications of the generation process. It is evident that these processes show that the GPH estimators for \(|\xi_t|\) are very close to zero and even the GPH estimator of \( d = 0.2 \) is slightly larger than that of \( d = 0.1 \) in the HYEGARCH model, whereas these estimators are larger than 0 and less than 1/2 in the FIEGARCH(DL) process. This shows that although the HYEGARCH process has a hyperbolic memory property, it is not long memory, whereas the FIEGARCH(DL) model can capture the long memory property when it exists.

\(^6\)These simulation results are obtained by using TSM.
2.8 Conclusion

This chapter has investigated the moment and memory properties of EGARCH-type models. The moment and memory properties of the EARCH(∞) process depend on the distributions of the underlying process ($z_t$). A finite-order moment of the conditional variance exists when $z_t$ is normally distributed and when $z_t$ has a non-normal distribution under appropriate conditions. The NED concept has been used to measure the memory properties of EARCH-class models, and the results show that general EARCH(∞) processes can have hyperbolic memory, long memory or geometric memory. The EGARCH(1, 1) model has geometric memory. The FIEGARCH(BM) model has hyperbolic memory when the memory parameter $d < 0$ and has a long memory with a positive memory parameter $d$. A similar property can be shown in the HYEGARCH process (with hyperbolic memory) and FIEGARCH(DL) embodies the long memory property.

The FCLT and fractional FCLT have been established for EGARCH-type models under NED on an independent process. The FCLT and fractional FCLT are important in studying the asymptotic property of the estimator in parametric time series models. This chapter constructed the FCLT for the partial sum of the return process following EGARCH models, and showed that the partial sums of the $\{\ln h_t - \omega\}$ processes in both the FIEGARCH(BM) model with positive $d$ and the FIEGARCH(DL) model hold the fractional FCLT, by applying the NED approach. However, the limit theorem of the return process $\{\xi_t\}$ and the square of the volatility $\{h_t\}$ merit further research. Moreover, it would also be worth investigating how to apply the FCLT or fractional FCLT for the score function of the QMLE in EGARCH-type models.
Table 2.1: Simulation results for the HYEGARCH and FIEGARCH(DL) processes.
Note: This table provides the simulation results for the HYEGARCH(0, d, 0) and FIEGARCH(DL)(0, d, 0) processes. These simulations were run with 10,000 observations. For the DGP of the HYEGARCH processes, set $\alpha = 1$ when $d > 0$, such that $d = 0.1, 0.2, 0.3, 0.4, 0.5$. That of FIEGARCH(DL) processes, set $\alpha = -1$, when $d < 0$, and set $d = -0.1, -0.2, -0.3, -0.4, -0.5$. The intercepts in both models were set as zero. The GPH estimators for the memory parameters are reported as the averages of 1000 Monte Carlo replications. It can be seen from this table that the estimated memory parameters in HYEGARCH processes are very close to zero, and the persistence increased with the decreasing of $d$ in FIEGARCH(DL) processes.

<table>
<thead>
<tr>
<th>$d_{HYE}$</th>
<th>$T^{0.5}$</th>
<th>$d_{GPH(h)}$ (abs)</th>
<th>Mean</th>
<th>SD</th>
<th>$T^{0.5}$</th>
<th>$d_{GPH(h)}$ (abs)</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td></td>
<td>0.023</td>
<td>0.070</td>
<td></td>
<td>-0.1</td>
<td>0.052</td>
<td>0.067</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td></td>
<td>0.025</td>
<td>0.069</td>
<td></td>
<td>-0.2</td>
<td>0.122</td>
<td>0.068</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td></td>
<td>0.021</td>
<td>0.071</td>
<td></td>
<td>-0.3</td>
<td>0.214</td>
<td>0.072</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td></td>
<td>0.016</td>
<td>0.068</td>
<td></td>
<td>-0.4</td>
<td>0.314</td>
<td>0.071</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td>0.012</td>
<td>0.068</td>
<td></td>
<td>-0.5</td>
<td>0.417</td>
<td>0.075</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.1: Simulation plots of the pure HYEGARCH and FIEGARCH(DL) models. Note: This figure provides a corresponding plot of the simulation results presented in Table 2.1. The estimated memory parameters in the HYEGARCH and FIEGARCH(DL) models are indicated by a blue line and a red line, respectively. It is clear to see that the estimated memory parameters in the HYEGARCH model are very close to zero but, in the FIEGARCH(DL) model, the estimated memory parameters increase consistently with the absolute value of $d$. 
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2.9 Appendix A

2.9.1 Proof of Theorem 2.5.2

Proof of Theorem 2.5.2. The expression of $L_2$-NED is:

\[
\begin{align*}
\|h_t^k - E[h_t^k|\mathcal{F}_{t-m}^t]\|_2^2 &= \|\exp (k(\omega + G_t)) - E[\exp (k(\omega + G_t))|\mathcal{F}_{t-m}^t]\|_2^2 \\
&\leq \|(k(\omega + G_t)) - \exp(E[(k(\omega + G_t))|\mathcal{F}_{t-m}^t])\|_2 \\
&= \left( E[\exp [k(\omega + G_t)] - \exp \left( E \left[ k(\omega + G_t) | \mathcal{F}_{t-m}^t \right] \right)^2 \right)^{\frac{1}{2}} \\
&\leq \left( E[2k(\omega + G_t)] - \exp \left( 2kE \left[ (\omega + G_t) | \mathcal{F}_{t-m}^t \right] \right) \right)^{\frac{1}{2}} \\
&\leq \sqrt{2k} \left( \left\| \exp(\omega) \exp [G_t - \lambda(G_t - E[G_t|\mathcal{F}_{t-m}^t])] \right\|_q \right)^{\frac{1}{2}} \left\| G_t - E[G_t|\mathcal{F}_{t-m}^t] \right\|_q^{\frac{1}{2}},
\end{align*}
\]  

(2.50)

where $0 < \lambda < 1$, $q > 1$. The inequalities are obtained by the Theorem 10.12\textsuperscript{7} from Davidson (1994), $|a - b|^2 \leq |a^2 - b^2|$, where $a > 0$, $b > 0$, the mean value theorem, and Hölder inequality respectively. Next, set:

\[
R_t = \exp(\omega) \exp [G_t - \lambda(G_t - E[G_t|\mathcal{F}_{t-m}^t])]^{2k},
\]  

(2.52)

and:

\[
P_t = |G_t - E[G_t|\mathcal{F}_{t-m}^t]|,
\]  

(2.53)

then:

\[
\|h_t^k - E[h_t^k|\mathcal{F}_{t-m}^t]\|_2 \leq \sqrt{2k} \left( \left\| R_t \right\|_{q/(q-1)} \right)^{\frac{1}{2}} \left\| P_t \right\|_q^{\frac{1}{2}}.
\]  

(2.54)

\textsuperscript{7}Let $\hat{Y}$ denote any $\mathcal{F}$-measurable approximation to $Y$. Then

\[
\|Y - E(Y|\mathcal{F})\|_2 \leq \|Y - \hat{Y}\|_2.
\]
To prove that \( \{h_t\} \) is NED, it requires to bound the right-hand side of inequality (2.54). Firstly, to bound \( \|P_t\|_q \), since \( \{G_t\} \) is a linear process, by Theorem 1 in Davidson (2004) and Davidson (1994, Chapter 17), it is easy to show the NED properties of the \( \{G_t\} \) process. Accordingly, the \( \{G_t\} \) process can be written as:

\[
G_t = \sum_{j=1}^{m} \beta_j g(z_{t-j}) + \sum_{j=m+1}^\infty \beta_j g(z_{t-j}),
\]

(2.55)

and:

\[
E \left[ G_t \mid \mathcal{F}_{t-m}^{t+m} \right] = E \left[ \left( \sum_{j=1}^{m} \beta_j g(z_{t-j}) + \sum_{j=m+1}^\infty \beta_j g(z_{t-j}) \right) \mid \mathcal{F}_{t-m}^{t+m} \right]
= \sum_{j=1}^{m} \beta_j g(z_{t-j}).
\]

(2.56)

The second equality is obtained because the process \( \{g(z_t)\} \) is the linear combination of \( z_t \) and \( |z_t| \) and with mean zero, since the process \( \{z_t\} \) is an i.i.d. with mean zero and variance one. Substituting (2.55) and (2.56) into \( P_t \) yields:

\[
\|P_t\|_q = \left\| \sum_{j=m+1}^\infty \beta_j g(z_{t-j}) \right\|_q.
\]

(2.57)

Thus, for the term \( \|R_t\|_{q/(q-1)} \):

\[
\|R_t\|_{q/(q-1)} = \left\| \left( \exp(\omega) \exp \left[ G_t - \lambda \left( G_t - E \left[ G_t \mid \mathcal{F}_{t-m}^{t+m} \right] \right) \right] \right\|_{q/(q-1)}
\]

(2.58)

\[
= \left\| \exp \left( \omega + \sum_{j=1}^{m} \beta_j g(z_{t-j}) - \lambda \sum_{j=m+1}^\infty \beta_j g(z_{t-j}) \right) \right\|_{q/(q-1)}
= \left\| \exp \left( \omega + \sum_{j=1}^{m} \beta_j g(z_{t-j}) \right) \exp \left( -\lambda \sum_{j=m+1}^\infty \beta_j g(z_{t-j}) \right) \right\|_{q/(q-1)}
= \left\| h_t^{2k} \exp \left( -\lambda \sum_{j=m+1}^\infty \beta_j g(z_{t-j}) \right) \right\|_{q/(q-1)}
\]

By Taylor expansion \( \exp(x) = 1 + O(x) \), as \( x \to 0 \), then:

\[
\exp \left[ -\lambda \sum_{j=m+1}^\infty \beta_j g(z_{t-j}) \right] = 1 + O \left[ -\lambda \sum_{j=m+1}^\infty \beta_j g(z_{t-j}) \right].
\]
Therefore,

\[ \| R_t \|_{q/(q-1)} = \left\| h_t^{2k} \left[ 1 + O_p \left( -\lambda \sum_{j=m+1}^{\infty} \beta_j g(z_{t-j}) \right) \right] \right\|_{q/(q-1)}^{2k} \]

\[ \leq \| h_t^{2k} \|_{q/(q-1)}^{2k} + \| h_t^{2k} \cdot O_p \left( -\lambda \sum_{j=m+1}^{\infty} \beta_j g(z_{t-j}) \right) \|_{q/(q-1)}^{2k} \]

This inequality is obtained by applying the Minkowski inequality. However, to obtain the upper bounds for \( \| P_t \|_q \) and \( \| R_t \|_{q/(q-1)} \), further conditions on the lag coefficients \( \beta_j \) are required. If we assume that:

\[ |\beta_j| \leq C j^{-1-a}, \quad (a > 0), \]

and by Equation (2.57) and Lemma 2.5.1 (because \( g(z_{t-j}) \) is i.i.d. with mean zero and finite variance and \( Y_j = \beta_j g(z_{t-j}) \) satisfy the condition of martingale difference), and suppose \( \| g(z_t) \|_q < \infty \), if \( 1 < q \leq 2 \):

\[ \| P_t \|_q = \left[ E \left| \sum_{j=m+1}^{\infty} \beta_j g(z_{t-j}) \right|^q \right]^{1/q} \]

\[ \leq \left[ 2 \sum_{j=m+1}^{\infty} E |\beta_j g(z_{t-j})|^q \right]^{1/q} \]

\[ \leq \left[ 2E |g(z_t)|^q \sum_{j=m+1}^{\infty} |\beta_j|^q \right]^{1/q} \]

\[ \leq \left[ 2E |g(z_t)|^q \sum_{j=m+1}^{\infty} |\beta_j|^q \right]^{1/q} \]

\[ = \left[ 2E |g(z_t)|^{q/2} O(m^{1/q-1-a}) \right]^{\frac{1}{q}} \]

\[ = d_tv_m, \]

where \( d_t = [2E |g(z_t)|^q]^{1/2} \) is finite and \( v_m = O(m^{1/q-1-a}) \). Therefore, the process \( \{ G_t \} \) is \( L_q \)-NED on \( \{ z_t \} \), of size \( (1/q - 1 - a_0) \) \( (a > a_0 > 0) \). Then, for:

\[ \| R_t \|_{q/(q-1)} \leq \| h_t^{2k} \|_{q/(q-1)}^{2k} + \| h_t^{2k} \cdot O_p(m^{1/q-1-a}) \|_{q/(q-1)}^{2k}, \]

(2.60)
by the moment condition (2.26), \( ||h_t^{2k}||_{q/(q-1)} \) in inequality (2.60) is bounded. Then, the second term is also bounded. Thus, \( ||R_t||_{q/(q-1)} \) is finite. Thus, the process \( \{h^k_t\} \), for \( k = 1/2 \) or 1, holds \( L_2\)-NED on \( \{z_t\} \), of size \( \frac{1}{2}(1/q - 1 - a_0) \), where \( (a > a_0 > 0) \), and the \( \{\xi_t\} \) is also a \( L_2\)-NED. For the simple case, if let \( q = 2 \), under the conditions of \( ||h_t^{2k}||_2 < \infty \) and \( ||g(z_t)||_2 < \infty \), it can be obtained that \( ||R_t||_2 < \infty \), \( ||P_t||_2 < \infty \), \( d_{2t} = \sqrt{2k} \left( ||h_t^{2k}||_2 + ||h_t^{2k}O_p(m^{2k(-a-\frac{1}{2}))||_2 \right)^{\frac{1}{2}} \left[ 2E ||g(z_t)||^2 \right]^\frac{1}{2} < \infty \). Thus, the process \( \{h^k_t\} \), for \( k = 1/2 \) or 1, holds \( L_2\)-NED on \( \{z_t\} \), of size \( \frac{1}{2}(-a_0 - \frac{1}{2}) \), where \( (a > a_0 > 0) \), and the \( \{\xi_t\} \) is also a \( L_2\)-NED. If \( q > 2 \):

\[
||P_t||_q \leq \left[ E \left( \sum_{j=m+1}^{\infty} \beta_j g(z_{t-j}) \right)^q \right]^\frac{1}{q}
\leq C_q \left[ \sum_{j=m+1}^{\infty} \left( E \left| \beta_j g(z_{t-j}) \right|^q \right)^{2/q} \right]^\frac{1}{2}
\leq C_q \left( E \left| g(z_{t-j}) \right|^q \right)^{\frac{1}{2}} \sum_{j=m+1}^{\infty} \left( \left| \beta_j \right|^q \right)^{\frac{1}{2}}
\leq C_q \left( E \left| g(z_{t-j}) \right|^q \right)^{\frac{1}{2}} O \left( m^{-a-\frac{1}{2}} \right),
\]

where \( C_q > 0 \), \( (E \left| g(z_{t-j}) \right|^q)^{\frac{1}{2}} < \infty \), and then:

\[
||R_t||_{q/(q-1)} \leq ||h_t^{2k}||_{q/(q-1)} \quad \text{and} \quad \left| h_t^{2k}O_p(m^{2k(-a-\frac{1}{2}))} \right|_{q/(q-1)}.
\]

Then similarly by the moment conditions, \( ||h_t^{2k}||_{q/(q-1)} < \infty \), and \( ||R_t||_{q/(q-1)} \) is also bounded. Thus:

\[
||h_t^k - E [h_t^k | \mathcal{F}_{t+m}] ||_2 \leq C_q \left( ||h_t^{2k}||_{q/(q-1)} + \left| h_t^{2k}O_p \left( m^{-a-\frac{1}{2}} \right) \right|_{q/(q-1)} \right)^{\frac{1}{2}} \left( E \left| g(z_{t-j}) \right|^q \right)^{\frac{1}{2}} O \left( m^{\frac{1}{2}(-a-\frac{1}{2})} \right)
= d_{2t} O \left( m^{\frac{1}{2}(-a-\frac{1}{2})} \right),
\]
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and $d_{2t} < \infty$, then $\{h^k_t\}$ is $L_2$-NED on $\{z_t\}$, of size $\frac{1}{2} \left(-a_0 - \frac{1}{2}\right)$, where $(a > a_0 > 0)$. And this also holds for $\{\xi_t\}$. If $-1/2 < a < 0$, it can be seen that the $\{h^k_t\}$ and $\{\xi_t\}$ are $L_2$-NED on $\{z_t\}$, of size $\frac{1}{2} \left(\frac{1}{q} - 1 - a_0\right)$, where $\left(\frac{1}{2} \left(1 + a - \frac{1}{q}\right) > a_0 > 0\right)$ if $1 < q \leq 2$; and $L_2$-NED on $\{z_t\}$, of size $\frac{1}{2} \left(-a_0 - \frac{1}{2}\right)$, where $(\frac{1}{2} \left(a + \frac{1}{2}\right) > a_0 > 0)$ if $q > 2$. This completes the proof. ■

2.9.2 Proof of Theorem 2.5.3

Proof of Theorem 2.5.3. Following similar procedures to those in the proof of Theorem 2.5.2, assuming the lag coefficients $|\beta_j| \leq C \rho^{-j}$ where $\rho > 1$, and $\sup_{j \geq m+1} ||g(z_{t-j})||_q < \infty$. Then, it is able to show that:

$$||P_t||_q \leq C \sup_{j \geq m+1} \left|g(z_{t-j})||_q \sum_{j=m+1}^{\infty} |\beta_j| \right|$$

$$= C \sup_{j \geq m+1} \left|g(z_{t-j})||_q \sum_{j=m+1}^{\infty} |\rho^{-j}| \right|$$

$$= \sup_{j \geq m+1} \left|g(z_{t-j})||_q O(\rho^{-m}) \right|$$

$$= d_{2t} \rho^{-m},$$

where $d_{2t} = \sup_{j \geq m+1} ||g(z_{t-j})||_q < \infty$. Therefore, $\{G_t\}$ is geometrically $L_q$-NED on $\{z_t\}$.

$$||R_t||_{q/(q-1)} \leq \left\| \left[ h_t \left( 1 + O_p \left(-\lambda \sup_{j \geq m+1} g(z_{t-j}) \sum_{j=m+1}^{\infty} (C \rho^{-j}) \right) \right) \right]^{2k} \right\|_{q/(q-1)}$$

$$\leq ||h^k_t||_{q/(q-1)} + \left\| h_t^{2k} \cdot O_p \left(-\lambda \sup_{j \geq m+1} g(z_{t-k}) \sum_{j=m+1}^{\infty} (C \rho^{-m}) \right) \right\|_{q/(q-1)}$$

$$= ||h^k_t||_{q/(q-1)} + \left\| (h_t O_p(\rho^{-m}))^{2k} \right\|_{q/(q-1)}$$

$$< \infty.$$
Substituting $\|R_t\|_{q/(q-1)}$ and $\|P_t\|_q$ into the following equation:

\[
\begin{align*}
\|h_t^k - E[h_t^k|\mathcal{F}_{t-m}^t]\|_2 & \leq \sqrt{2k} \left(\|R_t\|_{q/(q-1)} \|P_t\|_q\right)^{\frac{1}{2}} \\
& \leq \left[\left(\|h_t^{2k}\|_{q/(q-1)} + \|h_t O_p(\rho^{-m})\|_{q/(q-1)}^{2k}\right) \sup_{j \geq m+1} |g(z_{t-j})|_q\right]^{\frac{1}{2}} O(\rho^{-\frac{m}{2}}) \\
& = d_{2t} O(\rho^{-\frac{m}{2}}),
\end{align*}
\]

where $d_{2t} = \left[\left(\|h_t^{2k}\|_{q/(q-1)} + \|h_t O_p(\rho^{-m})\|_{q/(q-1)}^{2k}\right) \sup_{j \geq m+1} |g(z_{t-j})|_q\right]^{\frac{1}{2}} < \infty$. Therefore, the processes $\{h_t^k\}$ and $\{\xi_t\}$ are geometrically $L_2$-NED. The EARCH(\infty) models can be geometric memory processes as well. This completes the proof. □

### 2.9.3 Proof of Theorem 2.6.4

**Proof of Theorem 2.6.4.** First, let:

\[ u_t = \frac{\psi(L)}{\varphi(L)} g(z_{t-1}), \]

by the moment properties of the $g(z_{t-1})$ function, which is a white noise process, and thus $(\ln h_t - \omega)$ has zero mean. This satisfies Assumption B1. To satisfy the condition B2, consider the following:

\[
\begin{align*}
\|u_t\|_r &= \left\|\frac{\psi(L)}{\varphi(L)} g(z_{t-1})\right\|_r \\
& = \left\| \sum_{j=0}^{\infty} \beta_j g(z_{t-1-j}) \right\|_r \\
& \leq \sup_t \|g(z_{t-1})\|_r \left\| \sum_{j=0}^{\infty} \beta_j \right\|_r \\
& \leq C \sup_t \|g(z_{t-1})\|_r \left\| \sum_{j=0}^{\infty} \rho^{-j} \right\|_r.
\end{align*}
\]
Suppose that \( \operatorname{sup}_t \| g(z_{t-1}) \|_r < \infty \) for \( r > 2 \) and \( \rho > 1 \), and \( \| u_t \|_r < \infty \). Thus \( \{ \ln h_t - \omega \} \) is uniformly \( L_r \)-bounded for \( r > 2 \). For the condition B3, since:

\[
\| u_t - E(u_t | \mathcal{F}_{t-m}^t) \|_2 = \| G_t - E(G_t | \mathcal{F}_{t-m}^t) \|_2 \leq \sup_{k \geq m+1} \| g(z_{t-k}) \|_2 O(\rho^{-m})
\]

as \( m \to \infty \), where \( \rho > 1 \). Thus \( \{ u_t \} \) is a geometrically \( L_2 \)-NED. For the condition B4, since \( \{ u_t \} \) is a geometrically \( L_2 \)-NED, then because the \( \{ \ln h_t - \omega \} \) is covariance stationary, it satisfies the covariance stationary condition, and \( 0 < \sigma_u^2 < \infty \), where:

\[
\sigma_u^2 = \lim_{n \to \infty} n^{-1} \sum_{t=1}^{\infty} \sum_{s=1}^{\infty} E(u_t u_s).
\]

Therefore, by Theorem 3.1 of Davidson and De Jong (2000), \( \{ \ln h_t - \omega \} \) holds the fractional FCLT. This completes the proof. □

### 2.9.4 Proof of Theorem 2.6.5

**Proof of Theorem 2.6.5.** According to Theorem 1.2 in Davidson (2002):

\[
\left\| (1 - (1 - L)^d_2) g_1(z_t) - E \left[ (1 - (1 - L)^d_2) g_1(z_t) \right] \mathcal{F}_{t-m}^t \right\|_2
\]

\[
= \left\| \sum_{j=1}^{\infty} b_j g_1(z_{t-j}) - E \left[ \sum_{j=1}^{\infty} b_j g_1(z_{t-j}) \right] \right\|_2
\]

\[
\leq \left( \sum_{j=m+1}^{\infty} E \left( b_j g_1(z_{t-j}) \right)^2 \right)^{\frac{1}{2}}
\]

\[
\leq \left( \sup_{j \geq m+1} \| g_1(z_{t-j}) \|_2 \sum_{j=m+1}^{\infty} b_j^2 \right)^{\frac{1}{2}}
\]

\[
\leq C \sup_{j \geq m+1} \| g_1(z_{t-k}) \|_2 O(m^{-d_2 - \frac{1}{2}}).
\]

Thus the \( \{ \ln h_t - \omega \} \) process in the HYEGARCH(0, \( d_2 \), 0) is the hyperbolic \( L_2 \)-NED of size \(-1/2\), because \( 0 < d_2 < 1/2 \), on the underlying i.i.d. process \( \{ z_t \} \). Thus
Assumption A1 holds. For the Assumption A2, since:

\[
\sup_t E \left| \ln h_t - \omega - E(\ln h_t - \omega) \right|^r \\
= \sup_t E \left| \sum_{j=1}^{\infty} b_j g_1(z_{t-j}) - E \left( \sum_{j=1}^{\infty} b_j g_1(z_{t-j}) \right) \right|^r \\
= \sup_t E \left| \sum_{j=1}^{\infty} b_j g_1(z_{t-j}) \right|^r \\
= \sup_t E \left| g_1(z_t) \right|^r \left| \sum_{j=1}^{\infty} b_j \right|^r \\
= \sup_t E \left| g_1(z_t) \right|^r \left( \sum_{j=1}^{m} b_j + \sum_{j=m+1}^{\infty} b_j \right)^r \\
\leq \sup_t E \left| g_1(z_t) \right|^r \left( \sum_{j=1}^{m} b_j + O(m^{-d_2}) \right)^r.
\]

Thus if \( \sup_t E|g(z_t)|^r < \infty \ (r > 2) \), then Assumption A2 holds. For Assumption A3, by the Theorem 21.1 of Billingsley (1968), \( n^{-1} \sigma_n^2 = n^{-1} var(\sum_{t=1}^{n}(\ln h_t - \omega)) \) converges. Therefore, \( \{\ln h_t - \omega\} \) process holds the FCLT. This completes the proof.

2.9.5 Proof of Theorem 2.6.6

Proof of Theorem 2.6.6. This theorem is proved by using Theorem 3.1 of Davidson and De Jong (2000). First, consider that the FIEGARCH(DL) process can be rewritten as:

\[
\ln h_t - \omega = ((1 - L)^{d_2} - 1)g_1(z_t) \\
= (1 - L)^{d_2}(1 - (1 - L)^{-d_2})g_1(z_t),
\]
where \(-1/2 < d_2 < 0\). Let \(u_t = (1 - (1 - L)^{-d_2})g_1(z_t)\), since the \(g_1(z_t)\) function has mean zero, Assumption B1 holds. For Assumption B2, since:

\[
\| u_t \|_r = \| (1 - (1 - L)^{-d_2})g_1(z_t) \|_r \\
\leq C \left\| \sum_{j=1}^{\infty} j^{d_2-1} g_1(z_{t-j}) \right\|_r \\
\leq C \sup_t \| g_1(z_{t-1}) \|_r \left( \sum_{j=1}^{m} j^{d_2-1} \right) + O(m^{d_2}).
\]

Suppose \(\sup_t \| g_1(z_{t-1}) \|_r < \infty\), then \(\| u_t \|_r < \infty\). For Assumption B3:

\[
\| (1 - (1 - L)^{-d_2}) g_1(z_t) - E \left[ (1 - (1 - L)^{-d_2}) g_1(z_t) \left| \mathcal{F}_{t-m} \right. \right] \|_2 \\
= 2 \left\| \sum_{j=1}^{\infty} j^{d_2-1} g_1(z_{t-j}) + E \left[ \sum_{j=1}^{m} j^{d_2-1} g_1(z_{t-j}) \left| \mathcal{F}_{t-m} \right. \right] \right\|_2 \\
\leq \sup_{j \geq m+1} \| g_1(z_{t-j}) \|_2 \left\| \sum_{j=m+1}^{\infty} j^{d_2-1} \right\|_2 \\
= \sup_{j \geq m+1} \| g_1(z_{t-j}) \|_2 \left\| \sum_{j=m+1}^{\infty} j^{d_2-1} \right\|_2 \\
= O(m^{d_2}).
\]
Because $-\frac{1}{2} < d_2 < 0$, Assumption B3 holds. For Assumption B4:

$$
\sigma_u^2 = \lim_{n \to \infty} n^{-1} \sum_{t=1}^{n} \sum_{s=1}^{n} E(u_t u_s) \\
= \lim_{n \to \infty} n^{-1} \sum_{t=1}^{n} \sum_{s=1}^{n} E \left( \sum_{j=1}^{\infty} j^{d_2-1} g_1(z_{t-j}) \sum_{j=1}^{\infty} j^{d_2-1} g_1(z_{s-j}) \right) \\
< \infty.
$$

Thus, the $\{\ln h_t - \omega\}$ process in FIEGARCH(DL) satisfies Assumption B. This completes the proof. ■
CHAPTER 3
ASYMPTOTIC THEORY OF THE QMLE IN ARMA MODELS
WITH EGARCH AND HY/FIEGARCH ERRORS

3.1 Introduction

The QMLE is one of the most common methods used for estimating the parameters of conditional heteroscedasticity models. Engle (1982) mentioned that this estimation method can be applied when he introduced the ARCH model. However, the asymptotic properties of the estimators were not constructed in Engle’s study. Weiss (1986) first established the CAN of the maximum likelihood estimator (MLE) in the ARCH model. Subsequently, a large number of studies focused on establishing the asymptotic theory for the ARCH and GARCH models, such as Lee and Hansen (1994) and Lumsdaine (1996). In fact, EGARCH-type models are more reliable in empirical applications because this class of model can overcome some of the shortcomings of GARCH models, especially the FIEGARCH\(^1\) process, which can capture both the long memory and the leverage effect of volatility. Research on the asymptotic properties of the EGARCH models (Nelson, 1991) has attracted considerable attention recently (e.g. Straumann, 2005; Straumann and Mikosch, 2006; Wintenberger, 2013; Martinet and McAleer, 2015; Kyriakopoulou, 2015)\(^2\). However, the asymptotic properties of the QMLE in the EGARCH-type models still have not been fully explored, especially for the HYEGARCH and FIEGARCH models.

\(^1\)In this chapter, the FIEGARCH model means the FIEGARCH(DL) model, which is interested in Chapter 2.

\(^2\)An earlier version of Kyriakopoulou (2015) is Demos and Kyriakopoulou (2013) which was first drafted in 2011.
Meanwhile, autoregressive moving-average (ARMA) models with error sequences driven by GARCH-type models (usually referred to as ARMA-GARCH models), or by EGARCH-type models (usually referred as ARMA-EGARCH models) are becoming more popular in practice. In other words, it is more reliable to assume that conditional heteroscedasticity processes as being errors of the ARMA process, and use these to model return series in financial applications, because it may be too restrictive to assume that an observed process is a pure conditional heteroscedastic model. The asymptotic theory of the QMLE in the ARMA-GARCH models was established by Francq and Zakoïan (2004), but that of the QMLE in the ARMA model with EGARCH-type errors has not been investigated.

Motivated by the advantages of EGARCH-type models and the mystery surrounding the asymptotic properties of these models, the main purposes of this chapter are: (1) to study the invertibility of EGARCH-type models, (2) to establish the asymptotic theory in the ARMA$(1,1)$-EGARCH$(1,1)$ model by extending previous asymptotic results for the ARMA process with a conditional heteroscedasticity error, and (3) to investigate the CAN of the QMLE in the HYEGARCH and FIEGARCH processes. The asymptotic properties of ARMA models with HY/FIEGARCH errors are also of interest. By Section 3.4 and 3.5, however, it is clear that, if we can establish the asymptotic properties of the HY/FIEGARCH models, it will be easier to establish these of the ARMA with HY/FIEGARCH errors following a similar procedure to that shown in Section 3.5. Therefore, for the simplification and easy understanding of the theory, the third purpose of this chapter is mainly to consider the asymptotic properties of the pure HY/FIEGARCH processes.

The rest of this chapter is organised as follows. Section 3.2 briefly reviews
the relevant asymptotic properties for the QMLE in conditional heteroscedasticity models. Section 3.3 presents the relevant model expressions and the quasi-maximum-likelihood function, and Section 3.4 reviews the existing results for the invertibility property of the EGARCH process and extends these results to that of the ARMA-EGARCH and HYEGARCH processes. Section 3.5 derives the conditions for the CAN of the QMLE in the ARMA-EGARCH model. Section 3.6 discusses the CAN of the QMLE in the HYEGARCH and FIEGARCH processes, and provides Monte Carlo simulations to demonstrate the properties of the QMLE in the HY/FIEGARCH models. The final section is the conclusion and provides the contributions of this study and information regarding further research. All proofs are presented in Appendix B.

The following notation will be used in this chapter. $|.|$ denotes the absolute value of a univariate variable. $||.||$ denotes the Euclidean norm of a matrix or vector. $O(1)$ (or $o(1)$) denotes a series of non-stochastic variables that are (at most) of the order of magnitude of 1 (or of a smaller order of magnitude than 1); $O_p(1)$ (or $o_p(1)$) denotes a series of random variables that are bounded (or that converge to zero) in probability.

### 3.2 Literature review

This section briefly reviews the literature on the stationarity, ergodicity and invertibility properties of volatility models; the asymptotic theory of the estimators in the ARCH family models and the ARMA process with conditional heteroscedasticity errors; and the asymptotic properties of the estimators in the EGARCH-type models.
3.2.1 Stationarity and ergodicity properties of the relevant volatility models

This subsection reviews some of the main studies on the stationarity and ergodicity properties of GARCH-class models. Nelson (1990) first provided the conditions for the strict stationarity of the GARCH(1,1) process. Bougerol and Picard (1992) extended Nelson’s study to investigate the strict stationarity of GARCH(p,q) processes. Ling and McAleer (2003) derived the conditions for the existence of strict stationarity, ergodicity and higher-order moments in the vector ARMA-GARCH models.

For EGARCH-type models, Nelson (1991) introduced the EGARCH model and derived the conditions for the existence of strict stationarity in EARCH(∞) processes. However, the literature on the theoretical properties of EGARCH-type models remains limited. He et al. (2002) investigated the moment conditions for first-order EGARCH models without assuming errors with a normal distribution. Karanasos and Kim (2003) discussed the moment structure of general ARMA-EGARCH models. Straumann (2005), and Straumann and Mikosch (2006) provided conditions for the stationarity and ergodicity properties of the conditional heteroscedasticity models using a stochastic recurrence equation (SRE) approach. They also considered the general augmented GARCH (AGARCH) and EGARCH(1,1) models as examples. Kyriakopoulou (2015) summarised the conditions for the existence of stationarity and ergodicity from previous literature: Straumann and Mikosch (2006) and Aue et al. (2006). More literature on the stationarity of the conditional heteroscedasticity type volatility models is also reviewed in Chapters 2 and 4.
3.2.2 Asymptotic theory of the QMLE in ARCH/GARCH models

The asymptotic theory of the QMLE in ARCH/GARCH models has been studied extensively. Weiss (1986) first established the asymptotic theory for ARCH models and derived the CAN of the MLE in these models. However, this theory does not cover the GARCH and IGARCH processes (see e.g. Lee and Hansen, 1994). Subsequently, Lee and Hansen (1994), and Lumsdaine (1996) relaxed the conditions in Weiss (1986) and extended the investigation to a wider class of conditional heteroscedasticity models. Lee and Hansen (1994) introduced the asymptotic theory for the GARCH \((1,1)\) and IGARCH processes. The existence of the local consistency of the QMLE has been shown for both models given the existence of the conditional \(2 + \delta\) moment of the innovations. They also proved the global consistency of the QMLE and asymptotic normality for both models under the condition of a uniformly bounded conditional fourth moment of the innovations. A stronger moment condition than Lee and Hansen’s (1994) is required.

With regard to higher-order GARCH models, Berkes et al. (2003) established the CAN for the QMLE in GARCH \((p,q)\) models, and Francq and Zakoïan (2004) derived the asymptotic properties of the QMLE for the pure GARCH model under weaker conditions. In Francq and Zakoïan’s (2004) work, only a strict stationarity condition is required for the consistency of QMLE in GARCH \((p,q)\) processes. Straumann (2005), and Straumann and Mikosch (2006) also investigated the asymptotic properties of the QMLE in conditionally heteroscedastic models and es-
established them for AGARCH \((p, q)\) models by applying the SRE approach. They relaxed some of Berkes et al.’s (2003) conditions and derived the consistency of the QMLE under stationary conditions, and thus the asymptotic normality only requires the existence of the fourth moment of the underlying processes.

### 3.2.3 Asymptotic theory of the QMLE in ARMA-type models with GARCH-type errors

Several studies have focused on the asymptotic theory of ARMA-type processes with GARCH-type errors. Ling and Li (1997) investigated the theoretical properties of the local MLE and QMLE in fractionally integrated ARMA models driven by the GARCH innovations (ARFIMA-GARCH). Ling and McAleer (2003) established the CAN of the QMLE in the vector ARMA-GARCH models under weaker conditions, such that the consistency of the QMLE only required a second-order moment condition, and the second-order moment of unconditional errors and the finite fourth-order moment of the conditional errors supported the requirements for the asymptotic normality of the QMLE. Francq and Zakoïan (2004) established the strong consistency and asymptotic normality of the QMLE of ARMA-GARCH models under weaker conditions. Francq and Zakoïan (2009) also summarised the asymptotic theory of the QMLE in GARCH-type models. Halunga and Orme (2009) investigated the asymptotic properties of the regression model with GARCH errors and misspecification tests for GARCH \((p, q)\) models, and introduced a new test for asymmetry and nonlinearity properties.
3.2.4 Asymptotic theory in the EGARCH-type models

Many researchers have commented that it is difficult to establish the asymptotic theory of the QMLE in EGARCH-type models, especially the asymptotic normality of the estimators (see Straumann, 2005; Wintenberger, 2013). Some researchers have focused on the asymptotic theory for the modified EGARCH model or/and other estimation methods. Dahl and Iglesias (2008) established the asymptotic properties of the modified EGARCH process by changing the specifications of the conditional variance processes. Zaufferoni (2009) established the strong consistency and asymptotic normality of the Whittle estimator in exponential class volatility models. He considered one-shock volatility models, such as the EGARCH and GJR-GARCH models, and two-shock models, including the stochastic volatility (SV) model. He also focused on short and long memory conditional variance models to determine how long shocks to volatility will persist. His study extended the Whittle estimation to estimate one-shock exponential models and estimate long memory models, such as the FIEGARCH(BM) model and long memory stochastic volatility models.

However, the CAN of the QMLE for the EGARCH-type models still has not yet been fully developed. One of the key issues for establishing the asymptotic theory of the EGARCH-type models is invertibility. This was earlier investigated by Straumann (2005), Straumann and Mikosch (2006), and Wintenberger (2013). The most recent study of Martinet and McAleer (2015) also investigated the invertibility property of the EARCH(∞) and EGARCH(p, q) processes, and provided a simple and explicit way to derive the invertibility conditions. More details on the invertibility are included in Section 3.4.

Some of the asymptotic properties of the QMLE in EGARCH models have
been partly established in previous literature. Straumann and Mikosch (2006) established the consistency of the QMLE in EGARCH models, and Straumann (2005) established the asymptotic normality of the MLE in the EGARCH (1, 0) model under strict conditions. Demos and Kyriakopoulou (2010) investigated the asymptotic properties of the MLE and QMLE in EGARCH(1,1) parameters and demonstrated the theoretical results by using simulations. They also considered the bias between the MLE and QMLE and corrected the bias for all estimators.

However, Wintenberger (2013) critically reviewed the invertibility conditions of Straumann and Mikosch (2006) and argued that the invertibility notion cannot satisfy the conditions for the asymptotic theory of the EGARCH(1,1) models in some cases. He proposed the notion of continuous invertibility (CI) for investigating the invertibility of the EGARCH model and provided some sufficient conditions for the strong consistency of some of the QMLE in the general model when the maximisation procedure is conducted on a continuously invertible domain. He also proved the strong consistency of the volatility forecast for the EGARCH(1, 1) model based on a continuously invertible domain. The approach of Wintenberger (2013) provided a weaker restriction than the approach of Straumann and Mikosch (2006), which applied the uniform Lipschitz coefficients.

For the asymptotic properties of the QMLE in EGARCH(1, 1) models, Wintenberger (2013) proposed the SQMLE to some compact sets satisfying the empirical version of the condition, since the invertibility conditions are not observable. The SQMLE provided reliable volatility forecasts in which the initial value could be asymptotically ignored. To establish the asymptotic normality of the SQMLE in the EGARCH(1, 1) processes, he extended theorem 5.7.9 of Straumann (2005) and showed the asymptotic normality of the QMLE because the SQMLE and
QMLE are asymptotically almost surely equivalent. However, unlike Straumann (2005), he assumed that the volatility process constitutes a geometrically ergodic Markov chain rather than assuming uniform moments on the compact set for the likelihood function and its derivatives. He also provided an additional moment condition (MM) which provides a sufficient condition for the existence of the asymptotic covariance matrix, and proved the invertibility of the first and second derivatives of the conditional variances by applying the methodologies of Theorem 3.1 of Bougerol (1993), and Straumann and Mikosch (2006). These ensure the existence of the asymptotic normality of the (S)QMLE in the EGARCH(1,1) process.

Kyriakopoulou (2015) focused on establishing the asymptotic normality of the QMLE in the EGARCH(1,1) process by applying some of the results from the studies of Straumann (2005), Demos and Kyriakopoulou (2010) and Wintenberger (2013), such as the existence of the stationarity and ergodicity of the first and second derivatives of log-variance processes and the (continuous) invertibility conditions. To establish the asymptotic normality of the QMLEs in the EGARCH(1,1) model, Kyriakopoulou (2015) first provided the conditions for the existence of the stationarity and ergodicity of the second order derivatives of the conditional variance to ensure that the Taylor expansion could be applied to the first order derivative of the log-likelihood function. Kyriakopoulou (2015) then established the CLT for the score functions by using Theorem 18.3 of Billingsley (1999) and proved, in her Lemma 1, the asymptotic normal distribution for the standardised first order derivative of the log-likelihood function. Following, motivated by Straumann (2005) and Straumann and Mikosch (2006), Kyriakopoulou (2015) applied the ergodic theorem for continuous-valued sequences of random functions to establish the uniform convergence of the second-order derivative of the log-likelihood func-
tion. This is more advanced than some of the previous literature, which applied the classical method, which normally requires the boundness of third order derivatives of the log-variance functions. By the ergodic theorem here, only the second order derivatives need to be bounded. To show the uniform convergence, Kyriakopoulou (2015) provided the sufficient conditions for the existence of the expectation of the supremum norm of the first order and second order derivative of the log-variance function and proved the existence of the moment estimates. This is one of the main contributions of their work. The existence of these moment conditions supports the establishment of the asymptotic normality of the QMLE in the EGARCH(1, 1) model.

3.2.5 Finite sample properties of the EGARCH-type models

Research on the finite sample properties of EGARCH models has also attracted the attention of scholars. Deb (1996) performed the finite sample properties of the MLE and QMLE in the EGARCH(1, 1) model by applying the Monte Carlo method. Perez and Zaffaroni (2008) examined the finite sample properties of the MLE and Whittle estimators in EGARCH and FIEGARCH(BM) models, and compared both estimation methods using Monte Carlo simulations. Lopes and Prass (2014) considered the theoretical properties of the FIEGARCH(BM) process, and applied Monte Carlo simulations to show how to generate, estimate and forecast FIEGARCH(BM) models.
3.3 The models and the QMLE

This section introduces the specifications of the ARMA(1, 1)-EGARCH(1, 1) model, and the HY/FIEGARCH process, as well as the quasi-maximum likelihood functions.

3.3.1 The ARMA(1,1)-EGARCH(1,1) model

Suppose the observations \( \{y_1, \ldots, y_n\} \) follow the ARMA(1, 1)-EGARCH(1, 1) process, which is defined as:

\[
y_t - \mu_0 = \phi_0(y_{t-1} - \mu_0) + \xi_{0t} + \psi_0 \xi_{0t-1};
\]

\[
\xi_{0t} = \sqrt{h_{0t} z_{0t}};
\]

\[
\ln h_{0t} = w_0 + g(z_{0t-1}) + \beta_0 \ln h_{0t-1};
\]

\[
g(z_{0t-1}) = \theta_0 z_{0t-1} + \gamma_0 |z_{0t-1}|,
\]

where \( w_0, \theta_0, \gamma_0 \in \mathbb{R} \), and \( \beta_0 \) can be positive or negative values. In this chapter, for the convenience of establishing the asymptotic theory of the relevant EGARCH-type models, similar to Straumann (2005), the standard EGARCH(1, 1) process is considered to be a causal AR(1) process with a mean of \( ((w + \gamma E|z_0|) / (1 - \beta)) \) and the error term \((\theta z_{t-1} + \gamma (|z_{t-1}| - E|z_0|))\). In this chapter, the \( g(z_{0t-1}) \) function is defined as (3.4) and can capture the leverage effect of volatility, \( \{z_{0t}\} \) is a sequence of i.i.d. random variables with a mean of zero and a variance of one, such that \( z_{0t} \sim iid(0, 1) \); and \( \sqrt{h_{0t}} > 0 \) is the volatility, where the square volatility process \( h_{0t} = E[\xi_t^2 | \mathcal{F}_{t-1}] \) and where the \( \mathcal{F}_{t-1} \)-measurable is a \( \sigma \)-field, and follows an EGARCH(1, 1) process; and assume that the \( y_t \) process exists and is a stationary process. The value of the true parameter vector is unknown and is denoted by
$\lambda_0 = (\varphi', \zeta')'$, where $\varphi_0 = (\mu_0, \phi_{01}, \psi_{01})'$ in the conditional mean equation, and $\zeta_0 = (w_0, \beta_0, \theta_0, \gamma_0)'$ in the conditional variance equation.

The model for the generic parameter vector $\lambda = (\varphi', \zeta')'$, where $\varphi = (\mu, \phi_1, \psi_1)'$, and $\zeta = (w, \beta, \theta, \gamma)'$, is as follows:

\begin{align*}
y_t - \mu &= \phi_1(y_{t-1} - \mu) + \xi_t + \psi_1 \xi_{t-1}; \quad (3.5) \\
\tilde{\xi}_t &= \sqrt{\tilde{h}_t} \tilde{z}_t; \quad (3.6) \\
\ln \tilde{h}_t &= w + g(\tilde{z}_{t-1}) + \beta \ln \tilde{h}_{t-1}; \quad (3.7) \\
g(\tilde{z}_{t-1}) &= \theta \tilde{z}_{t-1} + \gamma |\tilde{z}_{t-1}|, \quad (3.8)
\end{align*}

The error term $\tilde{\xi}_t$ and $\ln \tilde{h}_t$ are defined as the processes which depend on finite past information, where $\tilde{\xi}_t$ is expressed as:

$$\tilde{\xi}_t = \sum_{i=0}^{t-1} \gamma_i (y_{t-i} - \mu),$$

and $(1 + \psi_1 L)^{-1}(1 - \phi_1 L) = \sum_{i=0}^{\infty} \gamma_i L^i$. For the definition of $\ln \tilde{h}_t$ refers to Section 3.4.

In order to establish the asymptotic theory of the QMLE in the ARMA-EGARCH model, the following assumptions need to be satisfied.

**Assumption 3.3.1** The parameter space $\Theta$ is a compact subspace of Euclidean space and $\lambda_0$ is an interior point in $\Theta$ for all $\lambda \in \Theta$.

**Assumption 3.3.2** In the ARMA(1,1) process, $|\phi_1| < 1$ and $|\psi_1| < 1$, and $\phi(z) = 1 - \phi_1 z$ and $\psi_1(z) = 1 + \psi_1 z$ have no common zeros.

**Assumption 3.3.3** In the EGARCH(1,1) process, the lag coefficient of $|\beta| < 1$. 
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Assumption 3.3.4 In the EGARCH(1,1) process, the parameters $(\theta, \gamma) \neq (0,0)$ to avoid the identification problem for the asymmetric function $g(z_{t-1})$.

Assumption 3.3.5 The conditional variance $h_t$ has a lower bound uniformly over $\Theta$ in the EGARCH (1,1) process.

Assumption 3.3.1 requires the true parameter vector $\lambda_0$ to be in the interior of $\Theta$. The stationarity, ergodicity and invertibility properties are very crucial for deriving the asymptotic properties of the QMLE in the ARMA(1,1)-EGARCH (1,1) process. Based on previous literature, Assumptions 3.3.1 and 3.3.2 ensure the stationarity and invertibility of the ARMA(1,1) process. Assumption 3.3.2 provides an identifiability assumption for the ARMA(1,1) process (see e.g. Straumann, 2005). Assumption 3.3.3 ensures the existence of a stationary solution to the SRE of the EGARCH(1,1) process. This satisfies the stationary condition that was introduced by Straumann (2005) and Wintenberger (2013).

3.3.2 The HY/FIEGARCH models

The general framework of HY/FIEGARCH models was defined in the previous chapter. Suppose that the observations $\{\xi_1, ..., \xi_n\}$ follow the HY/FIEGARCH$(0,d,0)$ models, which are defined in (3.2) and:

$$\ln h_{0t} = \omega_0 + \alpha \sum_{j=1}^{\infty} c_0 j^{-d_0} g_1(z_{0t-j}), \quad (3.9)$$

and:

$$g_1(z_{0t-j}) = (\theta_0 z_{0t-j} + |z_{0t-j}|),$$

\[d\]The memory parameter $d$ for the HY/FIEGARCH$(0,d,0)$ models in this chapter is the same as $d_2$ in the previous chapter.
where $\alpha$ is fixed as 1 or $-1$ in the HYEGARCH and FIEGARCH models in this chapter, respectively. The true parameter vector is denoted as $\vartheta_0 = (\omega_0, \theta_0, c_0, d_0)'$. The parameter $\hat{\vartheta} = (\omega, \theta, c, d)'$, as follows:

$$\xi_t = \sqrt{h_t} \tilde{z}_t,$$

and:

$$\ln h_t = \omega + \alpha \sum_{j=1}^{\infty} c_j \xi_{t-j} g_1 \left( \frac{\xi_{t-j}}{\sqrt{h_{t-j}}} \right).$$

The conditional variance process $\{h_t\}$ depends on finite past information. In order to establish the CAN of the QMLE in the HY/FIEGARCH processes, the following assumptions are proposed.

**Assumption 3.3.6** The parameter space $\Theta$ is a compact subspace of Euclidean space, and $\vartheta_0$ is an interior point in $\Theta$, for all $\vartheta \in \Theta$.

**Assumption 3.3.7** In the HYEGARCH model, $d \in [d_h, \tilde{d_h}]$, where $0 < d_h < \tilde{d}_h < 1/2$.

**Assumption 3.3.8** In the FIEGARCH model, $d \in [d_f, \tilde{d}_f]$, where $-1/2 < d_f < \tilde{d}_f < 0$.

**Assumption 3.3.9** The parameter $\omega \in [\underline{\omega}, \bar{\omega}]$, where $-\infty < \omega < \bar{\omega} < +\infty$.

Assumption 3.3.6 is similar to Assumption 3.3.1 for the ARMA-EGARCH process in requiring the true parameter $\vartheta_0$ to be in the interior of $\Theta$. Assumptions 3.3.7 and 3.3.8 define the lower and upper values for each parameter and the sign of the memory parameter $d$ in the HYEGARCH and FIEGARCH processes, respectively.
3.3.3 Quasi-maximum-likelihood estimator

For estimation of the ARMA(1,1)-EGARCH(1,1) model, the log-likelihood function of the QML estimator (ignoring the constant term) is expressed as:

\[
\tilde{L}_n(\lambda) = \frac{1}{n} \sum_{t=1}^{n} \tilde{l}_t(\lambda),
\]

where:

\[
\tilde{l}_t(\lambda) = -\ln \tilde{h}_t(\lambda) - \frac{\xi_t^2(\lambda)}{\tilde{h}_t(\lambda)},
\]

where \( \tilde{L}_n(\lambda) \) denotes the Gaussian log-likelihood. The estimators in these equations are the QMLES depending on the finite past information. It is worth noting that \( \tilde{\xi}_t \) and \( \tilde{h}_t \) are unobserved in the ARMA-EGARCH process.

A QMLE of \( \lambda_0 \) is defined as:

\[
\hat{\lambda}_n = \arg \max_{\lambda \in \Theta} \tilde{L}_n(\lambda),
\]

which means that the QMLE \( \hat{\lambda}_n \) maximises \( \tilde{L}_n(\lambda) \) on the parameter space \( \Theta \).

The variance processes \( \{(\xi_t, \ln h_t) : t = 0, \pm 1, \pm 2, \ldots\} \) depend on infinite past information in the ARMA(1,1)-EGARCH(1,1) process is:

\[
y_t - \mu = c + \phi_1(y_{t-1} - \mu) + \xi_t + \psi_1 \xi_{t-1};
\]

\[
\xi_t = \sqrt{h_t} z_t;
\]

\[
\ln h_t = w + g(z_{t-1}) + \beta \ln h_{t-1};
\]

\[
g(z_{t-1}) = \theta z_{t-1} + \gamma |z_{t-1}|.
\]

Equation (3.17) can be rewritten as:

\[
\ln h_t = \frac{1}{1 - \beta L}(w + g(z_{t-1})).
\]
When \( \lambda = \lambda_0 \), we are able to obtain \( \xi_t = \xi_{0t} \), and \( \ln h_t = \ln h_{0t} \). The unobserved log-likelihood function, which is conditional on infinite past observations, can be expressed as (ignoring the constant term):

\[
L_n(\lambda) = \frac{1}{n} \sum_{t=1}^{n} l_t(\lambda); 
\tag{3.20}
\]

\[
l_t(\lambda) = -\ln h_t - \frac{\xi_t^2}{h_t}. 
\tag{3.21}
\]

The difference between these two log-likelihood functions \((\tilde{L}_n(\lambda) \text{ and } L_n(\lambda))\) is that the former is conditional on any initial values and the latter is conditional on the infinite past observations. In addition, the \(\tilde{L}_n(\lambda)\) is normally used in practice because it is not possible to obtain all of the past information for \(L_n(\lambda)\).

With regard to the HY/FIEGARCH\((0, d, 0)\), the unobserved variance processes, given all the past information, is defined as:

\[
\xi_t = \sqrt{h_t} z_t, 
\tag{3.22}
\]

and

\[
\ln h_t = \omega + \alpha (1 - (1 - L)^d) g_t \left( \frac{\xi_t}{\sqrt{h_t}} \right). 
\tag{3.23}
\]

The unobserved log-likelihood function (ignoring the constants), which is conditional on infinite past information, can be expressed the same way as the likelihood functions in (3.20) and (3.21), replacing \( \lambda \) with \( \vartheta \). The log-likelihood function (ignoring the constant term) depends on finite past information, which can be expressed in the same way as the likelihood function in (3.12) and (3.13), replacing \( \lambda \) with \( \vartheta \).
3.4 The invertibility of the EGARCH-type processes

This section reviews the existing results for the invertibility of the EGARCH-type processes and extends these results to investigate that of the ARMA-EGARCH and the HYEGARCH processes. Invertibility is an important issue for establishing the asymptotic theory of nonlinear processes. It was proposed by Granger and Andersen (1978) and implies that the variance of the error between the correct generation formula and the estimation in terms of a finite number of past observations converges to zero as the sample size tends to infinity. In other words, the starting up values can be asymptotically ignored. This notion of invertibility was developed by Tong (1993), Straumann (2005), and Straumann and Mikosch (2006), among others. However, it is still difficult to derive the invertibility of the EGARCH-type models (see e.g. Straumann, 2005; Straumann and Mikosch, 2006; Wintenberger, 2013; Martinet and McAleer, 2015).

3.4.1 Invertibility of the EGARCH($p,q$) process

Straumann (2005), and Straumann and Mikosch (2006) made a great contribution towards investigations into the invertibility of conditional heteroscedastic models. They defined these models as:

\[
\begin{align*}
\xi_t &= \sqrt{h_t} z_t \\
\ h_t &= f_c(\xi_t, ..., \xi_{t-p}, h_{t-1}, ..., h_{t-q})
\end{align*}
\]

(3.24)

where the volatility process $\sqrt{h_t}$ is non-negative and $\{z_t\}$ is an i.i.d. with a mean of 0 and a variance of 1. Straumann and Mikosch (2006) explained that, in the

\footnote{There is an alternative interpretation for the notion of invertibility in the ARMA process (see e.g. Straumann, 2005).}
context of nonlinear models, the unique stationary ergodic solution \((\xi_t, \sqrt{h_t})\) to the model (3.24) is invertible if:

\[
|h_t - \tilde{h}_t| = o_p(1), \ t \to \infty,
\]  

(3.25)

where \(h_t\) indicates that the conditional variance depends on infinite past information and \(\tilde{h}_t\) indicates that the conditional variance depends on finite past observations. This means that invertibility ensures that the difference between \(h_t\) and \(\tilde{h}_t\) converges to zero in probability (see Straumann, 2005). Consequently, the invertibility of the process plays a vital role in establishing the asymptotic theory of the QMLE in the relevant conditional heteroscedasticity processes.

Straumann (2005), and Straumann and Mikosch (2006) considered the SRE\(^5\) technique to be an important approach to investigate conditionally heteroscedastic time series models. According to Theorem 2.8 of Straumann and Mikosch (2006), the EGARCH(1,1) process is transformed as a SRE, such that:

\[
\ln h_{t+1} = \phi_t^1(\ln h_t), \ t \in Z,
\]  

(3.27)

where:

\[
\phi_t^1(\ln h_{t+1}) = w + \theta z_t + \gamma |z_t| + \beta \ln h_t.
\]  

(3.28)

\(^5\)With reference to Straumann and Mikosch (2006), the general SRE can be expressed as a case of a complete separable metric space. Let us set \((E, D)\) to be a Polish space equipped with its Borel \(\sigma\)-field \(B(E)\). A map \(\phi^\dagger : E \to E\) is called a Lipschitz, if:

\[
\Lambda(\phi^\dagger) := \sup_{x,y \in E, x \neq y} \frac{D(\phi_t^\dagger(x), \phi_t^\dagger(y))}{D(x, y)}
\]

is finite and is called a contraction if \(\Lambda(\phi^\dagger) < 1\). The \(\Lambda\) is submultiplication (i.e., if \(\phi^\dagger\) and \(\psi^\dagger\) are Lipschitz maps \(E \to E\), then \(\Lambda(\phi^\dagger \circ \psi^\dagger) \leq \Lambda(\phi^\dagger)\Lambda(\psi^\dagger)\)). Consider a process \((\phi_t^\dagger)\) of random Lipschitz maps \(E \to E\) with \(\phi_t^\dagger(x)\) being \(B(E)\)-measurable for every fixed \(x \in E\) and \(t \in Z\). If for a stochastic process \((X_t)_{t \in T}\) with values in \(E\),

\[
X_{t-1} = \phi_t^\dagger(X_t) \text{ a.s., } t \in T
\]  

(3.26)

Then, the \((X_t)_{t \in T}\) obeys the SRE associated with \(\phi_t^\dagger\). It is also referred to as a solution to SRE (3.26).
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Straumann and Mikosch (2006) derived sufficient conditions for the existence of a unique stationary solution for the EGARCH process: $|\beta| < 1$ together with $E[\ln^+(w + \theta z_0 + \gamma|z_t|)] < \infty$, since $Ez_t^2 = 1$. The SRE form of the EGARCH process can also be reorganised as:

$$\ln h_t = \frac{w}{1 - \beta} + \sum_{j=1}^{\infty} \beta^{j-1}(\theta z_{t-j} + \gamma|z_{t-j}|), \quad t \in \mathbb{Z}. \tag{3.29}$$

Straumann (2005), and Straumann and Mikosch (2006) investigated the invertibility of AGARCH and EGARCH processes. Both studies derived conditions for the existence of the invertibility for the general AGARCH models. Nevertheless, the conditions for the EGARCH model are very complex. Since $z_t = \xi_t/\sqrt{h_t}$, the $\ln h_t$ is written as:

$$\ln h_t = w + \theta \frac{\xi_{t-1}}{\sqrt{h_{t-1}}} + \gamma \left| \frac{\xi_{t-1}}{\sqrt{h_{t-1}}} \right| + \beta \ln h_{t-1} \tag{3.30}$$

$$= w + (\theta \xi_{t-1} + \gamma |\xi_{t-1}|) \exp \left( -\frac{1}{2} \ln h_{t-1} \right) + \beta \ln h_{t-1}.$$

Theorem 3.1 of Bougerol (1993), which is used to prove the invertibility of the model under the condition that $\phi_t^\dagger(\cdot, \zeta_0)$ is a Lipschitz map, is rewritten as Theorem 2.6.1 in Straumann (2005).

**Theorem 3.4.1 (Theorem 2.6.1 in Straumann (2005))** Let $(\phi_t^\dagger)$ be a stationary ergodic sequence of Lipschitz maps from $E$ into $E$. Suppose that the following conditions hold:

1. **S1:** There is a $y \in E$ such that $E \left[ \ln^+ D(\phi_0^\dagger(y), y) \right] < \infty$.

2. **S2:** $E \left[ \ln^+ \Lambda(\phi_0^\dagger) \right] < \infty$ and for some integer $r \geq 1$:

$$E \left[ \ln \Lambda(\phi_0^\dagger \circ \cdots \circ \phi_{r+1}^\dagger) \right] < 0 \tag{3.31}$$
The SRE admits a stationary ergodic solution \((Y_t)_{t \in T}\), which has the stochastic representation:

\[
Y_t = \lim_{m \to \infty} \phi^1_t \circ \cdots \circ \phi^1_{t-m}(y), \quad t \in T. \tag{3.32}
\]

The random elements \(Y_t\) are measurable with respect to the \(\sigma\)-field generated by 
\(\{\phi^1_{t-k} \mid k \geq 1\}\). If \((\tilde{Y}_t)_{t \in T}\) is any other solution to the SRE, then:

\[
D(\tilde{Y}_t, Y_t) \to^{e.a.s} 0, \quad t \to \infty.
\]

Moreover, in the case where \(T = Z\), the stationary solution to the SRE is unique.

Proposition 5.2.9 from Straumann (2005) then provided a sufficient condition for the invertibility of the EGARCH process. This supposes that if \(\xi_t\) is a stationary ergodic EGARCH process and \(\gamma \geq |\theta|\), then the inequality in (3.33) is sufficient for the invertibility of the conditional variance process.

\[
E \left[ \ln \left( \max \left\{ \beta, \frac{1}{2}(\theta z_0 + \gamma|z_0|) \exp(f) - \beta \right\} \right) \right] < 0, \tag{3.33}
\]

with:

\[
f = \frac{1}{2} \sum_{j=0}^{\infty} \beta^j (\theta z_{-j-1} + \gamma|z_{-j-1}|).
\]

However, Straumann (2005) also mentioned that it is difficult to obtain an explicit representation of \(h_t\) based on past observations, except when \(\beta = 0\). If \(\beta = 0\), then the condition (3.33) becomes:

\[
- \ln 2 + \frac{\gamma}{2} E|z_0| + E[\ln(\theta z_0 + \gamma|z_0|)] < 0. \tag{3.34}
\]

However, this uniform invertibility condition can only establish the asymptotic normality of the estimator for a degenerate case with \(\beta = 0\).

Wintenberger (2013) extended the previous literature and investigated the asymptotic property of the QMLE in the EGARCH(1,1) process under the (ST) condition:
(ST): The SRE admits a unique stationary solution denoted \( h_t \) that is non-anticipative that is, \( h_t \) is independent of \( (z_t, z_{t+1}, z_{t+2}, \ldots) \) for all \( t \in \mathbb{Z} \) and has finite log moments: \( E \left[ \ln^+ h_{0t} \right] < \infty \).

Under this condition, Wintenberger (2013) provided a definition of invertibility following Tong (1993):

**Definition 3.4.2** *Under the (ST) condition, the model is invertible if the sequence of volatilities \( h_t \) is adapted to the filtration generated by \((\xi_{t-1}, \xi_{t-2}, \ldots)\).*

He also defined the notion of continuous invertibility as:

**Definition 3.4.3** *The model,\
\[
f_{t+1}(\xi) = \phi_t^f(f_t(\xi), \xi) = w + (\theta \xi_{t-1} + \gamma |\xi_{t-1}|) \exp \left( -\frac{1}{2} f_t(\xi) \right) + \beta \ln h_{t-1},
\]

\( t \in \mathbb{Z} \) and \( \xi \in \Theta \), is continuously invertible on \( \Theta \) if and only if \( \| \tilde{f}_t(\xi) - f_t(\xi) \|_{\Theta} \rightarrow^{a.s.} 0 \) as \( t \rightarrow \infty \), where \( \| \cdot \|_{\Theta} \) denotes the uniform norm.*

Wintenberger (2013) proved the QMLE on \( \Theta \) is strongly consistent on the continuous invertible domain and provided sufficient conditions for the continuous invertibility. The sufficient condition is that if the conditions (ST) and (CI) hold on some compact set \( \Theta \), then the model is continuously invertible on \( \Theta \), where the (CI) condition is as follows:

**(CI):** \( E \left[ \ln^+ \| \phi_0^f(x, \cdot) \|_{\Theta} \right] < \infty \) for some \( x \in E \), \( E \left[ \ln^+ \| \Lambda_{\phi_0^f} \|_{\Theta} \right] < \infty \) and \( E \left[ \ln \Lambda_{\phi_0^f(\xi)}(\xi) \right] < 0 \) for any \( \xi \in \Theta \).
Wintenberger (2013) claimed that the QMLE is not reliable for the EGARCH(1,1) model when the model is non-invertible and proved the strong consistency and asymptotic normality of the SQMLE. He also showed that the volatility forecasting of using SQMLE asymptotically ignores the initial values even when the model is non-invertible. Thus, he believed that the SQMLE is more reliable than the QMLE for volatility forecasting in some cases.

Martinet and McAleer (2015) established the invertibility conditions for the EGARCH process via a simple and easy procedure. They rewrote the EARCH(∞) process, which was introduced by Nelson (1991), as the error $\xi_t$ that is driven by a stochastic process such that:

$$\xi_t = z_t \cdot \exp \left( \frac{\omega'}{2} + \sum_{j=1}^{\infty} \beta_j \left[ \frac{\theta}{2} z_{t-j} + \frac{\gamma}{2} z_{t-j} \right] \right), \tag{3.35}$$

where $\sum_{j=1}^{\infty} |\beta_j| < \infty$, $z_t \sim i.i.d.(0, 1)$ and $z_t \in L^2$, and $(\theta, \gamma) \in R^2$, $\omega \in R$. In the EGARCH(1,1) process, $\omega = w/(1 - \beta)$ and $\beta_j = \beta^{j-1}$. In order to derive the invertibility conditions, Martinet and McAleer (2015) defined the normalised shocks $z_t$ in terms of the past observed information, which means that $z_t$ is $\sigma (\xi_t, \xi_{t-1}, \ldots)$-adapted. They emphasised that the way to define the normalised shocks of $z_t$ that is similar to that in Straumann and Mikosch (2006), and Wintenberger (2013), who stated that $\sqrt{h_t}$ is $\sigma (\xi_t, \xi_{t-1}, \ldots)$-adapted. Equation (3.35) can be reorganised as:

$$\ln |z_t| = \ln |\xi_t| - \frac{\omega'}{2} + \sum_{j=1}^{\infty} \beta_j \cdot g_{\theta, \gamma} (\ln |z_{t-j}|, \xi_{t-j}), \tag{3.36}$$

where:

$$g_{\theta, \gamma} (\ln |z_t|, \xi_t) = -\frac{|z_t|}{2} (\gamma + \theta \cdot \text{sign}(\xi_t)), \quad \text{as } \xi_t = z_t \sqrt{h_t} \quad \text{and } \sqrt{h_t} > 0,$$

and thus $\text{sign}(z_t) = \text{sign}(\xi_t)$. It is important to understand the variability of the $g_{\theta, \gamma} (\ln |z_t|, \xi_t)$ function. However, since the function (3.36) is not Lipschitz, Martinet and McAleer (2015) used a similar method to obtain the bound for Lyapunov exponents or Lipschitz coefficients, and also provided
its variability in their Lemma 1.1. They also proved that EGARCH-type models might capture the leverage effect of shocks to volatility under three cases: (i) $\gamma \geq |\theta|$, (ii) $|\gamma| < |\theta|$ and $\gamma < 0$, (iii) $\gamma \leq -|\theta|$. Martinet and McAleer (2015) proposed that a recursion among the $\ln |z_t|$ which is defined in Equation (3.36). By this equation, if we have a fixed $t$ and an independent shock $z_t$, and when $\{z_s, s \leq t - n\}$ are known for any positive integer $n$, then, from the observed shocks ($\xi_t$), we will be able to get the exact value of $u_t$. Therefore, the following series $u_k^{(n)}$ can be defined by extending the 'exact' recursion $n$ steps backward. First, we can derive one further step by knowing $\{z_s, s \leq t - n\}$, where $u_1^{(n)}$ is defined as:

$$u_1^{(n)} = \ln |\xi_{t-n+1}| - \frac{\omega}{2} + \sum_{j=1}^{\infty} \beta_j \cdot g_{\theta,\gamma} (\ln |z_{t-n+1-j}|, \xi_{t-n+1-j})$$

$$= \ln |\xi_{t-n+1}| - \frac{\omega}{2} + \sum_{j=0}^{\infty} \beta_{j+1} \cdot g_{\theta,\gamma} (\ln |z_{t-n-j}|, \xi_{t-n-j}) .$$

Since all the past information of $|z_{t-n-j}|$ for all $j \geq 0$ is known, we are able to obtain $u_1^{(n)}$, and thus:

$$u_2^{(n)} = \ln |\xi_{t-n+2}| - \frac{\omega}{2} + \sum_{j=1}^{\infty} \beta_j \cdot g_{\theta,\gamma} (\ln |z_{t-n+2-j}|, \xi_{t-n+2-j})$$

$$= \ln |\xi_{t-n+2}| - \frac{\omega}{2} + \beta_1 \cdot g_{\theta,\gamma} (u_1^{(n)}, \xi_{t-n+1}) + \sum_{j=0}^{\infty} \beta_{j+2} \cdot g_{\theta,\gamma} (\ln |z_{t-n-j}|, \xi_{t-n-j}) ,$$

and:

$$u_3^{(n)} = \ln |\xi_{t-n+3}| - \frac{\omega}{2} + \sum_{j=1}^{\infty} \beta_j \cdot g_{\theta,\gamma} (\ln |z_{t-n+3-j}|, \xi_{t-n+3-j})$$

$$= \ln |\xi_{t-n+3}| - \frac{\omega}{2} + \sum_{i=1}^{2} \beta_i \cdot g_{\theta,\gamma} (u_3^{(n)}, \xi_{t-n+3-i}) + \sum_{j=0}^{\infty} \beta_{j+3} \cdot g_{\theta,\gamma} (\ln |z_{t-n-j}|, \xi_{t-n-j}) .$$

---

(1) $|g_{\theta,\gamma}(x_1, y) - g_{\theta,\gamma}(x_2, y)| \leq \left| \frac{\gamma + \theta \cdot \text{sign}(y)}{2} \right| \exp (\max(x_1, x_2)) |x_1 - x_2| ,$

(2) $|g_{\theta,\gamma}(x_1, y) - g_{\theta,\gamma}(x_2, y)| \geq \left| \frac{\gamma + \theta \cdot \text{sign}(y)}{2} \right| \exp \left( \frac{x_1 + x_2}{2} \right) |x_1 - x_2| .$
Therefore, a more general expression of \( u_{k+1}^{(n)} \) is:

\[
\begin{align*}
    u_{k+1}^{(n)} &= \ln |\xi_{t-n+k+1}| - \frac{\omega}{2} + \sum_{i=1}^{k} \beta_i \cdot g_{\theta, \gamma} \left( u_{k+1-i}^{(n)}; \xi_{t-n+k+1-i} \right) \\
    &\quad + \sum_{j=0}^{\infty} \beta_{j+1+k} \cdot g_{\theta, \gamma} \left( \ln |z_{t-n-j}|; \xi_{t-n-j} \right).
\end{align*}
\]

Martinet and McAleer (2015), in their Lemma 2.1, showed that \( u_{k}^{(n)} = \ln |z_{t-n+k}| \) for any \( n, k \in N \). This Lemma makes these series represent an 'exact' recursion more obviously. It can be seen that the value of \( \ln |z_{t}| \) depends more on the observed shocks \( (\xi_t) \) and the past values \( \{z_s, s \leq t-n\} \) have less effect on \( z_t \) as \( n \) tends to infinity, when following the above 'exact' recursion. This means that the past information \( \{z_s, s \leq t-n\} \) can be asymptotically ignored. Then, Martinet and McAleer (2015) assumed all the past values \( \{z_s, s \leq t-n\} \) to be zero and the observed shocks \( (\xi_t) \) were used to derive the value of \( z_t \) when \( n \) is large enough. This shows the invertibility of the model.

A \( \sigma(\xi_t, \xi_{t-1}, \ldots) \)-adapted processes \( v_k^{(n)} \), which is identical to \( u_k^{(n)} \), as all the past values \( \{z_s, s \leq t-n\} \) are equal to zero, is defined as:

\[
\begin{align*}
    v_1^{(n)} &= \ln |\xi_{t-n+1}| - \frac{\omega}{2} \\
    v_{k+1}^{(n)} &= \ln |\xi_{t-n+k+1}| - \frac{\omega}{2} + \sum_{i=1}^{k} \beta_i \cdot g_{\theta, \gamma} \left( v_{k+1-i}^{(n)}; \xi_{t-n+k+1-i} \right). 
\end{align*}
\]

In addition, by Lemma 2.1 of Martinet and McAleer (2015), \( u_n^{(n)} = \ln |z_{t}| \) when \( k = n \). Therefore, to demonstrate the invertibility of the processes, it is essential to show that:

\[
|v_n^{(n)} - \ln |z_{t}|| = |v_n^{(n)} - u_n^{(n)}| \xrightarrow{a.s.} n \to \infty 0. \tag{3.37}
\]

If we connect the \( u_n^{(n)} \) and \( v_n^{(n)} \) to the notation for the EGARCH process in the last section, the \( v_n^{(n)} \) can be seen to be the same as the \( \ln |\tilde{z}_{t}| \). Thus if (3.37) holds, that means:

\[
|\ln |\tilde{z}_{t}| - \ln |z_{t}|| \xrightarrow{a.s.} n \to \infty 0,
\]
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and:
\[
\left| \ln \left| h_t \right| - \ln \left| h_{t-1} \right| \right| \overset{a.s.}{\longrightarrow} 0,
\]
in the EGARCH processes. Martinet and McAleer (2015) provided an upper bound for a general EARCH(\(\infty\)) process in their Proposition 2.1, and invertibility conditions for the EGARCH(\(p, q\)) process in cases (i) and (iii) under certain conditions in their Propositions 4.1 and 4.2.

### 3.4.2 Invertibility of the ARMA-EGARCH process

Based on a similar idea, the approach of Martinet and McAleer (2015) for deriving the invertibility of the EARCH(\(\infty\)) can be used for the invertibility of the ARMA-EGARCH process, and the results are used in Section 3.5. Firstly, it is essential to understand the invertibility property of the process. This study considers the case where \(\gamma \geq |\theta|\), in the EARCH(\(\infty\)) process as follows:

\[
\begin{align*}
\left| v_n^{(n)} - u_n^{(n)} \right| &\leq \left| \ln |\xi_t| - \frac{\omega}{2} + \sum_{i=1}^{n-1} \beta_i \cdot g_{\gamma, \theta} \left( |v_{n-i}^{(n)}|, \xi_{n-i} \right) - \ln |\xi_t| + \frac{\omega}{2} - \sum_{i=1}^{n-1} \beta_i \cdot g_{\gamma, \theta} \left( \ln |z_{n-i}|, \xi_{n-i} \right) - \sum_{j=0}^{\infty} \beta_{j+n} \cdot g_{\gamma, \theta} \left( \ln |z_{t-n-j}|, \xi_{t-n-j} \right) \right|
\end{align*}
\]

\[
\begin{align*}
&\leq \sum_{j=0}^{\infty} \beta_{j+n} \left| g_{\gamma, \theta} \left( \ln |z_{t-n-j}|, \xi_{t-n-j} \right) \right|
+ \sum_{i=1}^{n-1} \beta_i \left| \left( g_{\gamma, \theta} \left( |v_{n-i}^{(n)}|, \xi_{n-i} \right) - g_{\gamma, \theta} \left( \ln |z_{n-i}|, \xi_{n-i} \right) \right) \right|
\leq \sum_{j=0}^{\infty} \beta_{j+n} \left| g_{\gamma, \theta} \left( \ln |z_{t-n-j}|, \xi_{t-n-j} \right) \right|
+ \sum_{i=1}^{n-1} \beta_i \left| \delta_t \exp \left( \max \left( v_{n-j}^{(n)}, u_{n-j}^{(n)} \right) \right) \left| v_{n-i}^{(n)} - u_{n-i}^{(n)} \right| \right|
\end{align*}
\]
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where \( \delta_t = \frac{1}{2} (\gamma + \theta \text{sign}(\xi_t)) \) and \( g_0(\ln |z_t|, \xi_t) = -\delta_t |z_t| \), the third inequality is obtained via Lemma 1.1 of Martinet and McAleer (2015) and Equation (3.37). Accordingly, for the EGARCH(1,1) part in the ARMA-EGARCH process:

\[
\left| v_n^{(n)} - u_n^{(n)} \right| \\
\leq \left| \ln \tilde{\xi}_t - \ln |\xi_t| \right| - \frac{\omega}{2} + \sum_{i=1}^{n-1} \beta_i \cdot g_{\gamma, \theta} \left( |v_{n-i}^{(n)}, \tilde{\xi}_{n-i}| \right) - \ln |\xi_t| + \frac{\omega}{2} - \sum_{i=1}^{n-1} \beta_i \cdot g_{\gamma, \theta} \left( |\ln |z_{n-i}|, \xi_{n-i}| \right) - \sum_{j=0}^{\infty} \beta_{j+n} \cdot g_{\gamma, \theta} \left( |\ln |z_{t-n-j}|, \xi_{t-n-j}| \right) \\
\leq \left| \ln \tilde{\xi}_t - \ln |\xi_t| \right| + \sum_{i=1}^{n-1} \beta_i \left| g_{\gamma, \theta} \left( |v_{n-i}^{(n)}, \tilde{\xi}_{n-i}| \right) - g_{\gamma, \theta} \left( |\ln |z_{n-i}|, \xi_{n-i}| \right) \right| \\
+ \sum_{j=0}^{\infty} \beta_{j+n} \left| g_{\gamma, \theta} \left( |\ln |z_{t-n-j}|, \xi_{t-n-j}| \right) \right| \\
\leq \left| \ln \tilde{\xi}_t - \ln |\xi_t| \right| + \sum_{j=0}^{\infty} \beta_{j+n} \left| g_{\gamma, \theta} \left( |\ln |z_{t-n-j}|, \xi_{t-n-j}| \right) \right| \\
+ \sum_{i=1}^{n-1} \beta_i \left| \delta_{t-i} \exp \left( \max \left( v_{n-i}^{(n)}, u_{n-i}^{(n)} \right) \right) \left| v_{n-i}^{(n)} - u_{n-i}^{(n)} \right| + \frac{\theta \left( \text{sign}(\tilde{\xi}_{n-i}) - \text{sign}(\xi_{n-i}) \right)}{2} \left| z_{n-i} \right| \right| \\
\leq \ln \left| \frac{\tilde{\xi}_t}{\xi_t} \right| - 0, \text{ as } t \to \infty,
\]

Since \( \tilde{\xi}_t \) converges to \( \xi_t \) as \( t \) tends to infinity, as shown in Lemma 3.5.3. By the proof of Lemma 3.5.3, suppose that \( \tilde{\xi}_t \) and \( \xi_t \) are different from zero and have the same sign, in which case:

\[
\left| \ln \tilde{\xi}_t - \ln |\xi_t| \right| = \left| \ln \left| \frac{\tilde{\xi}_t}{\xi_t} \right| \right| \to 0, \text{ as } t \to \infty,
\]

and:

\[
\left| v_n^{(n)} - u_n^{(n)} \right| \leq \sum_{j=0}^{\infty} \beta_{j+n} \left| g_{\gamma, \theta} \left( |\ln |z_{t-n-j}|, \xi_{t-n-j}| \right) \right| \\
+ \sum_{i=1}^{n-1} \beta_i \left| \delta_{t-i} \exp \left( \max \left( v_{n-i}^{(n)}, u_{n-i}^{(n)} \right) \right) \left| v_{n-i}^{(n)} - u_{n-i}^{(n)} \right| + o_p(1),
\]
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where:\n\[
\max \left( v_{n-i}^{(n)}, u_{n-i}^{(n)} \right) \leq \Delta = \ln \left| z_{t-i} \right| + \sum_{j=1}^{\infty} \beta_j \delta_{t-j-i} \left| z_{t-j-i} \right| .
\]

This upper bound for \( \max \left( v_{n-i}^{(n)}, u_{n-i}^{(n)} \right) \) is provided in Martinet and McAleer (2015).

By their Proposition 2.1, we are able to get:
\[
\left| v_n^{(n)} - u_n^{(n)} \right| \leq \sum_{j=0}^{\infty} \left| \delta_{t-n-j} \right| \left| z_{t-n-j} \right|
\]
\[
\left( \beta_{j+n} + \sum_{p=1}^{n-1} \sum_{i_1, \ldots, i_p \in A_p^{(n)}} \prod_{j=1}^{p} \beta_{i_j} \prod_{j=1}^{p} \delta_{t-S_j} \exp \left( \sum_{j=1}^{p} \Delta_{t-S_j} \right) \beta_{j+n-S_j} \right) + o_p(1),
\]

with:
\[
\hat{S}_j = \sum_{j=1}^{p} i_j; \quad A_p^{(n)} = \left\{ i_1 \geq 1, \ldots, i_p \geq 1 : \hat{S}_p \leq n - 1 \right\}.
\]

\( ^7 \)For the \( \max \left( v_{n-i}^{(n)}, u_{n-i}^{(n)} \right) \), since:
\[
v_{n-i}^{(n)} = \ln \left| \xi_{t-i} \right| - \frac{\omega}{2} + \sum_{j=1}^{n-i-1} \beta_j \cdot g_{\gamma, \theta} \left( v_{n-i-j}^{(n)}, \xi_{n-i-j} \right)
\]
\[
= \ln \left| z_{t-i} \right| + \sum_{j=1}^{\infty} \beta_j \cdot \delta_{t-i-j} \left| z_{t-i-j} \right| + \sum_{j=1}^{n-i-1} \beta_j \cdot g_{\gamma, \theta} \left( v_{n-i-j}^{(n)}, \xi_{n-i-j} \right)
\]

by equation (3.36), then when \( \gamma \geq |\theta| \), by the above equation, \( g_{\gamma, \theta} \leq 0, \ \delta_{t-i} \geq 0 \) and:
\[
\max \left( v_{n-i}^{(n)}, u_{n-i}^{(n)} \right) = \ln \left| z_{t-i} \right| + \left( v_{n-i}^{(n)} - \ln \left| z_{t-i} \right| \right)^+, \quad \text{then:}
\]
\[
v_{n-i}^{(n)} \leq \ln \left| z_{t-i} \right| + \sum_{j=1}^{\infty} \beta_j \delta_{t-j-i} \left| z_{t-j-i} \right| .
\]
For the EGARCH(1,1) part in the ARMA-EGARCH process:

\[ |u_{n}^{(n)} - u_{n}^{(n)}| \leq \sum_{j=0}^{\infty} \beta^j |\delta_{t-n-j}| |z_{t-n-j}| \left( \beta^{n-1} + \sum_{p=1}^{n-1} \beta^{n-1-p} \prod_{i_1,\ldots,i_p \in i_p^{(n)}} \delta_{t-i} \right) \exp \left( \sum_{j=1}^{p} \Delta_{t-i} \right) \beta_{j+n-i} + o_p(1) \]

\[ = \sum_{j=0}^{\infty} \beta^j |\delta_{t-n-j}| |z_{t-n-j}| \left( \beta^{n-1} + \sum_{p=1}^{n-1} \beta^{n-1-p} \right) \sum_{1 \leq s_1 \ldots < s_p \leq n-1} \exp \left( \sum_{j=1}^{p} \ln |\delta_{t-i}| + \sum_{j=1}^{p} \Delta_{t-i} \right) + o_p(1). \]

Following Proposition 4.1 of Martinet and McAleer (2015), the EGARCH(1,1) part is invertible under Condition (3.38):

\[ E \left[ \frac{\delta_t |z_t|}{1 - \beta} \right] + \ln (\beta + E [\delta_t |z_t|]) < 0. \quad (3.38) \]

This means that in the ARMA-EGARCH process:

\[ |\ln |z_t|| - \ln |z_t|| = o_p(1), \]

and:

\[ |\ln |\tilde{h}_t|| - \ln |h_t|| = o_p(1). \]

### 3.4.3 Invertibility of the HYEGARCH process

A similar procedure to that of Martinet and McAleer (2015) is used to show the invertibility of the HYEGARCH process. The HYEGARCH process can be rewritten as:

\[ \ln |z_t| = \ln |\xi_t| - \frac{\omega}{2} + \sum_{j=1}^{\infty} b_j g_{\theta} \left( \ln |z_{t-j}|, \xi_{t-j} \right). \quad (3.39) \]
At a fixed point \( t \) and with an independent shock \( z_t \), we are able to get an exact value for any positive \( n \) from the observed shocks \( \xi_t \), when \( (z_t)_{s \leq t-n} \) are known. By extending \( n \) steps backward the ‘exact’ recursion, the process \( U_{k}^{(n)} \) is defined as:

\[
\begin{align*}
U_{1}^{(n)} &= \ln |\xi_{t-n+1}| - \frac{\omega}{2} + \sum_{j=0}^{\infty} b_{j+1} g_{\theta} \left( \ln |z_{t-n-j}|, \xi_{t-n-j} \right), \\
U_{k+1}^{(n)} &= \ln |\xi_{t-n+k+1}| - \frac{\omega}{2} + \sum_{i=1}^{k} b_{i} g_{\theta} \left( U_{k+1-i}^{(n)}, \xi_{t-n+k+1-i} \right) + \sum_{j=0}^{\infty} b_{j+1+k} g_{\theta} \left( \ln |z_{t-n-j}|, \xi_{t-n-j} \right).
\end{align*}
\]

As \( n \) tends to infinity, the value of \( \ln |z_t| \) depends more and more on the past observations of \( \xi_t \) and less on the past information on \( (z_t)_{s \leq t-n} \). Thus if we assume the past values of \( (z_t)_{s \leq t-n} \) to be zero, then the series \( V_{k}^{(n)} \), which is a \( \sigma(\xi_t, \xi_{t-1}, ...) \)-adapted process and is identical to \( U_{k}^{(n)} \), is defined as:

\[
\begin{align*}
V_{1}^{(n)} &= \ln |\xi_{t-n+1}| - \frac{\omega}{2}, \\
V_{k+1}^{(n)} &= \ln |\xi_{t-n+k+1}| - \frac{\omega}{2} + \sum_{i=1}^{k} b_{i} g_{\theta} \left( V_{k+1-i}^{(n)}, \xi_{t-n+k+1-i} \right).
\end{align*}
\]

To derive the invertibility conditions of the HYEGARCH process, it is essential to find an upper bound for the following inequality. That is if \( |V_{n}^{(n)} - \ln |z_t|| = |V_{n}^{(n)} - U_{n}^{(n)}| \) converges to 0 almost surely as \( n \) tends to infinity, then the invertibility of the HYEGARCH process holds. Therefore, by Lemma 1.1 of Martinet and McAleer (2015):

\[
|V_{n}^{(n)} - U_{n}^{(n)}| =
\begin{align*}
&\leq \sum_{j=0}^{\infty} b_{j+n} g_{\theta} \left( \ln |z_{t-n-j}|, \xi_{t-n-j} \right) + \sum_{i=1}^{n-1} b_{i} \delta_{t-i} \left| \exp \left( \max \left( V_{n-i}^{(n)}, U_{n-i}^{(n)} \right) \right) \right| |V_{n-i}^{(n)} - U_{n-i}^{(n)}| \\
&\leq \sum_{j=0}^{\infty} b_{j+n} \delta_{t-n-j} |z_{t-n-j}| + \sum_{i=1}^{n-1} b_{i} \delta_{t-i} \left| \exp \left( \Delta_{t-i} \right) \right| |V_{n-i}^{(n)} - U_{n-i}^{(n)}| \\
&= a_{1}(t),
\end{align*}
\]
where:
\[ g_\theta \left( \ln |z_{t-n-j}|; \xi_{t-n-j} \right) = -\delta_{t-n-j} |z_{t-n-j}|, \]

\[
\max \left( V_{n-i}^{(n)}, U_{n-i}^{(n)} \right) \leq \Delta_{t-i} = \ln |z_{t-i}| + \sum_{j=1}^{\infty} b_j \delta_{t-j-i} |z_{t-j-i}|, \]

when \( |\theta| \leq 1 \). Follow Lemma 2.2 of Martinet and McAleer (2015), we are able to get that the HYEGARCH process also satisfies this Lemma, in this case that is:

**Lemma 3.4.1**

\[
|V_{n}^{(n)} - U_{n}^{(n)}| \leq a_k, \text{ for any } k \in [1, n). \]

Therefore, similar to the inequality in Proposition 2.1 of Martinet and McAleer (2015), the \( |V_{n}^{(n)} - U_{n}^{(n)}| \) can also be rewritten as follows:

\[
|V_{n}^{(n)} - U_{n}^{(n)}| \leq \sum_{j=0}^{\infty} b_{j+n} \delta_{t-n-j} |z_{t-n-j}| + \sum_{j=0}^{\infty} \delta_{t-n-j} |z_{t-n-j}| \left( \sum_{p=1}^{n-1} \sum_{j_1, \ldots, j_p \in J_p} \hat{f}_p \hat{D}_p \exp \left( \sum_{i=1}^{p} \Delta_{t-S_i} b_{j+n-S_p} \right) \right),
\]

\[8\text{For the max} \left( V_{n-i}^{(n)}, U_{n-i}^{(n)} \right), \text{ follow a similar procedure to Martinet and McAleer (2015), for the upper bound of max} \left( V_{n-i}^{(n)}, U_{n-i}^{(n)} \right), \text{ in the case of } |\theta| \leq 1, \text{ since:}
\]

\[
V_{n-i}^{(n)} = \ln |\xi_{t-i}| - \frac{\omega}{2} + \sum_{j=1}^{n-i-1} b_j g_\theta \left( V_{n-i-j}^{(n)}, \xi_{t-i-j} \right)
\]

\[= \ln |z_{t-i}| + \sum_{j=1}^{\infty} b_j \delta_{t-j-i} |z_{t-j-i}|
\]

\[+ \sum_{j=1}^{n-i-1} b_j \cdot g_\theta \left( V_{n-j-i}^{(n)}, \xi_{t-j-i} \right),
\]

and \( g_\theta \leq 0, \delta_{t-j-i} \geq 0 \), and:

\[
\max \left( V_{n-i}^{(n)}, U_{n-i}^{(n)} \right) = \ln |z_{t-i}| + \left( V_{n-i}^{(n)} - \ln |z_{t-i}| \right)^+,
\]

thus, \( V_{n-i}^{(n)} \leq \ln |z_{t-i}| + \sum_{j=1}^{\infty} b_j \delta_{t-j-i} |z_{t-j-i}| \).
where:

\[
\hat{S}_p = \sum_{i=1}^{p} j_i \\
\hat{p} = \prod_{i=1}^{p} b_{j_i}
\]

\[
A^{(n)}_p = \{j_1 \geq 1, \ldots, j_p \geq 1 : \hat{S}_p \leq n - 1\} \\
\hat{D}_p = \prod_{i=1}^{p} \delta_{t_{i-\hat{S}_i}}
\]

Thus Proposition 2.1 of Martinet and McAleer (2015) also satisfies the HYEGARCH process.

However, since the lag coefficients in the HYEGARCH process decay hyperbolically rather than geometrically, so the convergence of \(|v_n^{(n)} - U_n^{(n)}|\) is different from that in the EGARCH processes. It is more complex to derive the conditions for the invertibility of the HYEGARCH process. This is a work in progress and will continue to be a focus of my future studies.

3.4.4 The invertibility of the derivatives of the ARMA-EGARCH process

To establish the asymptotic normality of the ARMA-EGARCH process, it is also essential to derive that the first derivative of \(v_n^{(n)}\) converges to that of the \(u_n^{(n)}\) in the EGARCH error. Firstly, let us consider the EARCH(\(\infty\)) process with respect to the parameter \(\beta\). These are:

\[
\frac{\partial v_n^{(n)}}{\partial \beta} = -\frac{w}{(1 - \beta)^2} + \sum_{i=1}^{n-1} (i - 1) \beta^{i-2} \cdot g_{\tau, \theta} \left( |v_{n-i}^{(n)}|, \xi_{n-i} \right)
\]

\[
+ \sum_{i=1}^{n-1} \beta^{i-1} \cdot g_{\tau, \theta} \left( |v_{n-i}^{(n)}|, \xi_{n-i} \right) \frac{\partial v_n^{(n)}}{\partial \beta}.
\]
and:

\[
\frac{\partial u_n^{(n)}}{\partial \beta} = - \frac{w}{(1 - \beta)^2} + \sum_{i=1}^{n-1} (i - 1) \beta^{i-2} \cdot g_{\gamma,\theta} \left( |u_{n-i}^{(n)}|, \xi_{n-i} \right) \\
+ \sum_{i=1}^{n-1} \beta^{i-1} \cdot g_{\gamma,\theta} \left( |u_{n-i}^{(n)}|, \xi_{n-i} \right) \frac{\partial u_{n-i}^{(n)}}{\partial \beta} \\
+ \sum_{j=0}^\infty (j + n - 1) \beta^{j+n-2} \cdot g_{\gamma,\theta} \left( \ln |z_{t-n-j}|, \xi_{t-n-j} \right) \\
+ \sum_{j=0}^\infty \beta^{j+n-1} \cdot g_{\gamma,\theta} \left( \ln |z_{t-n-j}|, \xi_{t-n-j} \right) \frac{\partial u_{t-n-j}^{(n)}}{\partial \beta}.
\]

Then:

\[
\left| \frac{\partial v_n^{(n)}}{\partial \beta} - \frac{\partial u_n^{(n)}}{\partial \beta} \right| \\
\leq \sum_{i=1}^{n-1} \beta^{i-1} \delta_{t-i} \exp(v_{n-i}^{(n)}) \left| \frac{\partial v_{n-i}^{(n)}}{\partial \beta} - \frac{\partial \ln |z_{n-i}|}{\partial \beta} \right| \\
+ \sum_{i=1}^{n-1} (i - 1) \beta^{i-2} \delta_{t-i} \exp(\Delta_{t-i}) \left| v_{n-i}^{(n)} - u_{n-i}^{(n)} \right| \\
+ \sum_{i=1}^{n-1} \beta^{i-1} \delta_{t-i} \exp(\Delta_{t-i}) \left| v_{n-i}^{(n)} - u_{n-i}^{(n)} \right| \left| \frac{\partial \ln |z_{n-i}|}{\partial \beta} \right| \\
+ \sum_{j=0}^\infty (j + n - 1) \beta^{j+n-2} \delta_{t-n-j} \left| z_{t-n-j} \right| \\
+ \sum_{j=0}^\infty \beta^{j+n-1} \delta_{t-n-j} \left| z_{t-n-j} \right| \left| \frac{\partial \ln |z_{t-n-j}|}{\partial \beta} \right|.
\]

Similar to Lemma 2.2 and Proposition 2.1 of Martinet and McAleer (2015), we
are able obtain an upper bound for \( \left| \frac{\partial v_n^{(n)}}{\partial \beta} - \frac{\partial u_n^{(n)}}{\partial \beta} \right| \), that is:

\[
\left| \frac{\partial v_n^{(n)}}{\partial \beta} - \frac{\partial u_n^{(n)}}{\partial \beta} \right| 
\leq \sum_{j=0}^{\infty} \delta_{1-n-j} |z_{t-n-j}|
\]

\[
= \left\{ \sum_{p=1}^{n-1} \sum_{l=p}^{n-1} \sum_{j_i \in A_l^{(n)}} (j_p - 1) \beta^{j_p - 2} \prod_{i=1, i \neq p}^{l} \beta^{j_i - 1} \prod_{i=1}^{l} \delta_{t-s_i} \exp \left( \sum_{i=1}^{l} \Delta t-s_i \right) \beta^{j+n-s_t-1} \right\}
\]

Then, similar to Proposition 4.1 of Martinet and McAleer (2015), in the EGARCH(1, 1) case, it is clear that under condition (3.38):

\[
E \left[ \frac{\delta_t |z_t|}{1-\beta} \right] + \ln (\beta + E [\delta_t |z_t|]) < 0,
\]

\( \left| \frac{\partial v_n^{(n)}}{\partial \beta} - \frac{\partial u_n^{(n)}}{\partial \beta} \right| \) also converges to zero as \( n \) tends to \( \infty \). And following a similar procedure, we are able to derive the convergence of the second derivative with respect to \( \beta \), that is:

\[
\left| \frac{\partial^2 v_n^{(n)}}{\partial \beta \partial \beta} - \frac{\partial^2 u_n^{(n)}}{\partial \beta \partial \beta} \right| \xrightarrow{a.s.} 0.\]

We are also able to obtain the convergence of first derivation and second derivative with respect to other parameters from EGARCH error in the ARMA-EGARCH process.
3.5 Asymptotic theory of the QMLE in ARMA(1,1) with an EGARCH(1,1) error

This section aims to establish the asymptotic properties of the QMLE in the ARMA(1,1)-EGARCH(1,1) process. To establish the asymptotic theory of the QMLE, it is necessary to consider the uniform convergence. Ling and McAleer (2003) introduced the modified uniform convergence theorem, based on Theorem 4.2.1 of Amemiya (1985), which can be applied when deriving the asymptotic properties of the QMLE in the ARMA-EGARCH model. This theorem makes the verification of the limiting properties of the QMLE easier in the ARMA-EGARCH model. The modified uniform convergence theorem is as follows:

**Theorem 3.5.1** (see Theorem 3.1 in Ling and McAleer (2003)): Let $f(x_t, \lambda)$ be a measurable function of $x_t$ in Euclidean space for each $\lambda \in \Theta$, a compact subset of $\mathbb{R}^m$ (Euclidean $m$-space), and a continuous function of $\lambda \in \Theta$ for each $x_t$. Suppose that $x_t$ is a sequence of strictly stationary and ergodic time series, such that $Ef(x_t, \lambda) = 0$ and $E \sup_{\lambda \in \Theta} |f(x_t, \lambda)| < \infty$. Then $\sup_{\lambda \in \Theta} \left| \frac{1}{n} \sum_{t=1}^{n} f(x_t, \lambda) \right| = o_p(1)$.

The proof of the uniform convergence theorem can be found in Ling and McAleer (2003). Ling and McAleer (2003) derived the uniform convergence theorem using the ergodic theorem that replaced the Kolmogorov law of large numbers in the proof of Theorem 4.2.1 of Amemiya (1985).
3.5.1 Consistency of the QMLE in ARMA(1,1)-EGARCH(1,1) process

This subsection aims to derive the conditions for the consistency of the QMLE. The modified Theorem 4.1.1 of Amemiya (1985) is applied to verify the consistency of the QMLE in the ARMA(1,1)-EGARCH(1,1) process. The observed likelihood process may not be a stationary process. Thus the unobserved log-likelihood function, conditional on infinite past observations, is convenient for showing the convergence of the likelihood function. The following lemmas are using to support the consistency of the QMLEs of the ARMA(1,1)-EGARCH(1,1) process.

**Lemma 3.5.1** Suppose that $y_t$ is generated by the ARMA(1,1)-EGARCH(1,1) process under Assumptions 3.3.1–3.3.5 and $E(y_t)^2 < \infty$, and define $\bar{L}(\lambda) = E[l_t(\lambda)]$. Accordingly, $\bar{L}(\lambda) < \infty$ for all $\lambda \in \Theta$ and $\sup_{\lambda \in \Theta} |L_n(\lambda) - \bar{L}(\lambda)| = o_p(1)$.

This lemma proves the existence of $\bar{L}(\lambda) = E[l_t(\lambda)]$, which is the corresponding limit of $L_n(\lambda)$, and shows that the difference between the unobserved log-likelihood functions $L_n(\lambda)$ and $\bar{L}(\lambda)$ converges to zero in probability.

**Lemma 3.5.2** Suppose that $y_t$ is generated by the ARMA(1,1)-EGARCH(1,1) process under Assumptions 3.3.1–3.3.5, then $\bar{L}(\lambda) = E[l_t(\lambda)]$ achieves a unique maximum at $\lambda_0$.

This lemma confirms the identification condition for the consistency. This means that $E[l_t(\lambda)]$ is uniquely maximised at $\lambda_0$. It also verifies the existence of $\partial \xi_t / \partial \varphi$. The same procedure as that used in Section 5.4.1 of Straumann (2005) is applied to show the existence of $\partial \ln h_t / \partial \xi$. This implies that $(\varphi - \varphi_0)' (\partial \xi_t / \partial \varphi) = 0$. 
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can be obtained if and only if $\varphi = \varphi_0$, and that $(\varsigma - \varsigma_0)' (\partial \ln h_t / \partial \varsigma) = 0$ can be supported if and only if $\varsigma = \varsigma_0$ almost surely.

**Lemma 3.5.3** Suppose that $y_t$ is generated by the ARMA$(1,1)$-EGARCH$(1,1)$ process under Assumptions 3.3.1–3.3.5, and the invertibility condition (3.38) holds, then $\sup_{\lambda \in \Theta} |L_n(\lambda) - \tilde{L}_n(\lambda)| = o_p(1)$.

This lemma ensures that the difference between the unobserved log-likelihood function $L_n(\lambda)$ and the likelihood function $\tilde{L}_n(\lambda)$ of the ARMA$(1,1)$-EGARCH$(1,1)$ model converges to zero in probability. This means that the gap between the likelihood process that is conditional on infinite past observations and the likelihood function depends on the finite past information can be asymptotically ignored.

Lemmas 3.5.1, 3.5.2 and 3.5.3 ensure that the difference between $\tilde{L}_n(\lambda)$ and $L(\lambda)$ converges to zero in probability at $\lambda_0$. According to these Lemmas, all the conditions for consistency (Amemiya 1985, Theorem 4.1.1) hold and thus $\hat{\lambda}_n$ is the consistent estimator of $\lambda_0$. This result is presented as Theorem 3.5.2.

**Theorem 3.5.2** Under Assumptions 3.3.1–3.3.5 of the ARMA$(1,1)$-EGARCH$(1,1)$ process and the invertibility condition (3.38), the QMLE $\hat{\lambda}_n$ is consistent, which implies that $\hat{\lambda}_n$ converges to $\lambda_0$ as $n$ tends to infinity.

### 3.5.2 Asymptotic normality of the QMLE in ARMA$(1,1)$ with an EGARCH$(1,1)$ error

This subsection focuses on establishing the asymptotic normality of the QMLE for the ARMA$(1,1)$-EGARCH$(1,1)$ model. Theorem 3.5.1 is used, which places a
weaker restriction on the moment conditions. The Taylor expansion of the derivatives of the log-likelihood function is also applied to derive the asymptotic normality of the QMLE. Ling and McAleer (2003) investigated the asymptotic normality of the QMLE for the vector ARMA-GARCH model under a sixth-order moments conditions. Francq and Zakoïan (2004) derived the asymptotic normality of the ARMA-GARCH model under a fourth-order moment assumption. This subsection follows a similar procedure to that of Ling and McAleer (2003) to establish the asymptotic normality properties of the ARMA(1,1)-EGARCH(1,1) model.

Straumann (2005) derived the conditions for the asymptotic normality of the EGARCH(1,1) process with $\beta = 0$ in Theorem 5.7.9. Wintenberger (2013) extended these results to derive the asymptotic normality of the SQMLE by applying the (MX) condition, replacing the uniform moments condition on the compact set $\Theta$ with the likelihood function and its derivative, and proved that the (MM) assumption is necessary and sufficient for the existence of the asymptotic covariance matrix. The (MX) and (MM) conditions are as follows:

(MX): The EGARCH(1,1) volatility $(h_t)$ constitutes a geometrically ergodic Markov chain.

(MM): $E[z_0^4] < \infty$ and $E\left[\left(\beta_0 - \frac{1}{2} ((\theta_0 z_0 + \gamma_0 |z_0|))^2\right)^2\right] < 1$.

According to Theorem 4.1.3 of Amemiya (1985), some conditions need to be satisfied in order to establish asymptotic normality. Firstly, the QMLE $\hat{\lambda}_n$ needs to be a consistent estimator of $\lambda_0$. This condition was derived in the previous subsection. Secondly, the existence of $\Omega_0$ needs to be shown and the gradient of $\tilde{L}_n$, which is $n^{-1/2} \sum_{t=1}^n (\partial \tilde{L}_t / \partial \lambda)$, needs to converge to $N(0, \Omega_0)$ in distribution. The third condition is that the $\tilde{L}_n$ function is twice continuously differentiable. This
means the Hessian matrix of \( \tilde{L}_n \), (i.e. \( n^{-1} \sum_{t=1}^{n} (\tilde{\partial}_{t}^2 / \partial \lambda \partial \lambda') \)), exists and is continuous in the parameter space \( \Theta \). It also requires \( n^{-1} \sum_{t=1}^{n} (\tilde{\partial}_{t}^2 / \partial \lambda \partial \lambda') \) to converge to \( \Sigma_0 \) for any sequence \( \lambda_n \), such that \( \lambda_n \to \lambda_0 \) in probability. If all of the conditions hold, then \( \sqrt{n}(\lambda_n - \lambda_0) \) converges to \( N(0, \Sigma_0^{-1} \Omega_0 \Sigma_0^{-1}) \) in distribution. For a consistent estimator of the covariance matrix, it is also necessary to show that \( \Sigma_0 \) and \( \Omega_0 \) can be estimated consistently by \( \hat{\Sigma}_n \) and \( \hat{\Omega}_n \), respectively.

**Lemma 3.5.4** Suppose that \( y_t \) is generated by the ARMA(1,1)-EGARCH(1,1) model under Assumptions 3.3.1–3.3.5, and the invertibility condition holds, and \( E[y_t]^4 < \infty \), and \( E[z_{0t}]^4 < \infty \), and:
\[
E \left| \beta_0 - \frac{1}{2} \theta_0 z_{0t-1} \right| \left| \frac{1}{2} \gamma_0 |z_{0t-1}| \right|^2 < 1,
\]
then \( \Omega_0 = E[(\partial l_{0t}/\partial \lambda)(\partial l_{0t}/\partial \lambda')] \) is finite. Furthermore, if \( \Omega_0 > 0 \), then:
\[
\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{\partial l_{0t}}{\partial \lambda} \xrightarrow{d} N(0, \Omega_0), \tag{3.42}
\]
where \( \lambda = (\varphi', \varsigma')', \partial l_{0t}/\partial \lambda = \partial l_t/\partial \lambda|_{\lambda_0}, \partial \tilde{l}_{0t}/\partial \lambda = \partial \tilde{l}_t/\partial \lambda|_{\lambda_0} \).

This lemma shows that the score function converges to \( N(0, \Omega_0) \) in distribution.

**Lemma 3.5.5** Suppose that \( y_t \) is generated by the ARMA(1,1)-EGARCH(1,1) model under Assumptions 3.3.1–3.3.5, and the invertibility condition holds, and \( E[y_t]^4 < \infty \), and \( E[z_{0t}]^4 < \infty \). Then, (i)
\[
\sup_{\lambda \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \frac{\partial^2 l_t}{\partial \lambda \partial \lambda'} - E \left[ \frac{\partial^2 l_{0t}}{\partial \lambda \partial \lambda'} \right] \right\| = o_p(1);
\]
(ii)
\[
\sup_{\lambda \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial^2 l_t}{\partial \lambda \partial \lambda'} - \frac{\partial^2 \tilde{l}_t}{\partial \lambda \partial \lambda'} \right] \right\| = o_p(1). \tag{3.43}
\]
Part (i) of this lemma shows that the difference between $\frac{1}{n} \sum_{t=1}^{n} \frac{\partial^2 l_t}{\partial \lambda \partial \lambda'}$ and $E[\frac{\partial^2 l_t}{\partial \lambda \partial \lambda'}]$ converges to zero in probability. Part (ii) of this lemma shows that the difference between the second derivative of the unobserved log-likelihood function and that of the observed function asymptotically equal zero. This lemma implies that $\hat{\Sigma}_n = \frac{1}{n} \sum_{t=1}^{n} \frac{\partial^2 l_t}{\partial \lambda \partial \lambda'}$ is a consistent estimator of $\Sigma_0 = E[\frac{\partial^2 l_0}{\partial \lambda \partial \lambda'}]$.

**Lemma 3.5.6** Under Assumptions 3.3.1–3.3.5, suppose that the invertibility condition holds, and $E[y_t^4] < \infty$, and $E[z_{0t}^4] < \infty$, and

$$E\left| \beta_0 - \frac{1}{2} \theta_0 z_{0t-1} - \frac{1}{2} \gamma_0|z_{0t-1} | \right|^2 < 1.$$ 

If $\sqrt{n}(\lambda_n - \lambda_0) = o_p(1)$, then, (i)

$$\frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial l_t}{\partial \lambda} \frac{\partial l_t}{\partial \lambda'} - \frac{\partial l_{0t}}{\partial \lambda} \frac{\partial l_{0t}}{\partial \lambda'} \right]_{\lambda_n} = o_p(1);$$

(ii)

$$\frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial l_t}{\partial \lambda} \frac{\partial l_t}{\partial \lambda'} \right]_{\lambda_n} = \Omega_0 + o_p(1).$$

This lemma shows that $\hat{\Omega}_n = \frac{1}{n} \sum_{t=1}^{n} \left[ (\frac{\partial l_t}{\partial \lambda})(\frac{\partial l_t}{\partial \lambda'}) \right]_{\lambda_n}$ is a consistent estimator of $\Omega_0$.

The conditions for the asymptotic normality (Amemiya, 1985, Theorem 4.1.3) have been verified by Lemmas 3.5.4–3.5.6 under the following assumptions and restrictions. Under the Assumptions 3.3.1–3.3.5, the conditions of $E[y_t^4] < \infty$, $E[z_{0t}^4] < \infty$, and $\Omega_0 > 0$ and the invertibility condition, Lemmas 3.5.4–3.5.6 ensure that $n^{1/2}(\lambda_n - \lambda_0)$ converges to $N(0, \Sigma_0^{-1}\Omega_0 \Sigma_0^{-1})$ in distribution. The asymptotic variance is $\Sigma_0^{-1}\Omega_0 \Sigma_0^{-1}$ and it can be estimated consistent by $\hat{\Sigma}_n^{-1}\hat{\Omega}_n \hat{\Sigma}_n^{-1}$. Thus, we are able to establish the following theorem.
Theorem 3.5.3 Assume that $y_t$ is generated by the ARMA(1,1)-EGARCH(1,1) model under Assumptions 3.3.1-3.3.5, and the invertibility condition holds, and the conditions of $E[y_t]^4 < \infty$, and $E[z_{0t}]^4 < \infty$, and

$$E \left| \beta_0 - \frac{1}{2} \theta_0 z_{0t-1} - \frac{1}{2} \gamma_0 |z_{0t-1}| \right|^2 < 1$$

hold. Then $n^{1/2} (\hat{\lambda}_n - \lambda_0)$ converges to $N(0, \Sigma_0^{-1} \Omega_0 \Sigma_0^{-1})$ in distribution, where $\lambda = (\varphi', \varsigma')'$, $\Sigma_0 = -E [\partial^2 l_{0t}/\partial \lambda \partial \lambda']$ and $\Omega_0 = E[(\partial l_{0t}/\partial \lambda)(\partial l_{0t}/\partial \lambda')]$. Moreover, the $\tilde{\Sigma}_n$ and $\tilde{\Omega}_n$ are consistent estimators of $\Sigma_0$ and $\Omega_0$.

3.6 The asymptotic theory of the QMLE in HY/FIEGARCH processes

This section aims to establish the asymptotic theory for the HY/FIEGARCH processes. In the previous chapter, it can be seen that the HYEGARCH process embodies the hyperbolic memory in volatility and the FIEGARCH process captures the long memory in volatility. In both cases, the effect of the shocks to volatility decay very slowly. It is hard to establish the asymptotic theory of the FIEGARCH process. This section provides the consistency of the QMLE in the HYEGARCH process and investigates the asymptotic normality in the HY/FIEGARCH processes.
3.6.1 Asymptotic theory of the QMLE in the HYEGARCH process

The slowly decay rate of the lag coefficients makes it harder to derive the asymptotic property of the QMLE for an objective function that is based on finite past information. First, the asymptotic theory of the estimation, given infinite past information, is considered and then an extension to estimations depending on finite past information is derived.

Estimations with infinite past information

This part aims to derive the asymptotic property of $\varphi_n$, which is:

$$\varphi_n = \arg \max_{\varphi \in \Theta} \ln(L_n(\varphi)).$$

Lemmas 3.6.1 to 3.6.2 ensure that $\varphi_n$ is a consistent estimator of $\varphi_0$.

**Lemma 3.6.1** Supposing that $\xi_t$ is generated by the HYEGARCH(0, d, 0) process under Assumptions 3.3.7 and 3.3.9, and $E[\xi_t^2] < \infty$, define $\bar{L}(\varphi) = E[l_t(\varphi)]$. Then, $\bar{L}(\varphi) < \infty$ for all $\varphi \in \Theta$ and $\sup_{\lambda \in \Theta} |L_n(\varphi) - \bar{L}(\varphi)| = o_p(1)$.

Lemma 3.6.1 is similar to Lemma 3.5.1 and shows that the difference between the unobserved log-likelihood function $L_n(\varphi)$ and the corresponding limit $E[l_t(\varphi)]$ converges to zero in probability in the HYEGARCH process. In order to demonstrate the uniform convergence between these two objective functions, the existence of $E|l_t(\varphi)|$ first needs to be established. If this is supported, then the uniform convergence theorem can be applied to show the convergence of these two functions.
Lemma 3.6.2 If we suppose that $\xi_t$ is generated by the HYEGARCH$(0, d, 0)$ process under Assumptions 3.3.7 and 3.3.9, $L(\lambda) = E[ l_t(\theta) ]$ achieves a unique maximum at $\theta_0$.

This lemma shows that $L(\lambda)$ has a unique maximum value at a true parameter point $\theta_0$. According to Lemmas 3.6.1 and 3.6.2, $\theta_n$ is a consistent estimator of the true parameter, $\theta_0$. The remainder of this part studies the asymptotic distribution of $\theta_n$ in the pure HYEGARCH process.

First, the asymptotic distribution of the gradient of the $L_n(\theta)$ function in Lemma 3.6.3 is considered. By the mean value theorem, we have:

$$0 = \frac{1}{n} \sum_{t=1}^{n} \frac{\partial l_t}{\partial \theta} = \frac{1}{n} \sum_{t=1}^{n} \frac{\partial l_{0t}}{\partial \theta} + \frac{1}{n} \sum_{t=1}^{n} \frac{\partial^2 l_t}{\partial \theta \partial \theta^j} \Bigg|_{\theta^j = (\theta-\theta_0)} ,$$

where $\theta^j$ lies between $\theta_n$ and $\theta_0$.

Lemma 3.6.3 Suppose that $\xi_t$ is generated by the HYEGARCH$(0, d, 0)$ process under Assumptions 3.3.6, 3.3.7 and 3.3.9, and $E[\xi_t^2] < \infty$, and $E[z_{0t}]^4 < \infty$, and $E\left| \sum_{j=1}^{\infty} b_{0j} \left( -\frac{1}{2}\theta_0 z_{0t-j} - \frac{1}{2} |z_{0t-j}| \right) \right|^2 < 1$. Then $\Omega_{01} = E[(\partial l_{0t}/\partial \theta)(\partial l_{0t}/\partial \theta')]$ is finite. Furthermore, if $\Omega_{01} > 0$, then:

$$\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{\partial l_{0t}}{\partial \theta} \rightarrow^d N(0, \Omega_{01}), \tag{3.44}$$

where $\theta = (\omega, c, d, \theta')$, $\partial l_{0t}/\partial \theta = \partial l_t/\partial \theta|_{\theta_0}$.

This lemma shows that the score function $\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \partial l_{0t}/\partial \theta$ converges to $N(0, \Omega_{01})$ in distribution. It is also essential to prove that:

$$\frac{1}{n} \sum_{t=1}^{n} \frac{\partial^2 l_t}{\partial \theta \partial \theta^j} \Bigg|_{\theta^j = (\theta-\theta_0)} - E \left[ \frac{\partial^2 l_{0t}}{\partial \theta \partial \theta'} \right] = o_p(1),$$

as $n$ tends to $\infty$. This is shown in the following lemmas.
Lemma 3.6.4 Suppose that $\xi_t$ is generated by the HYEGARCH(0,d,0) process under Assumptions 3.3.6, 3.3.7 and 3.3.9, and $E[z_{0t}]^4 < \infty$, and:

$$E \left| \sum_{j=1}^{\infty} b_{0j} \left( -\frac{1}{2} \theta_0 z_{0t-j} - \frac{1}{2} |z_{0t-j}| \right) \right|^2 < 1.$$ 

Then,

$$\sup_{\varphi \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \frac{\partial^2 l_t}{\partial \varphi \partial \varphi'} - E \left[ \frac{\partial^2 l_{0t}}{\partial \varphi \partial \varphi'} \right] \right\| = o_p(1)$$

This lemma shows that the Hessian matrix of the $L_n$ converges to its corresponding limit $\Sigma_{01}$.

Lemma 3.6.5 If we suppose that $\xi_t$ is generated by the HYEGARCH(0,d,0) process under the Assumptions 3.3.6, 3.3.7 and 3.3.9, and $E[z_{0t}]^4 < \infty$, and:

$$E \left| \sum_{j=1}^{\infty} b_{0j} \left( -\frac{1}{2} \theta_0 z_{0t-j} - \frac{1}{2} |z_{0t-j}| \right) \right|^2 < 1.$$ 

If $\sqrt{n}(\vartheta_n - \vartheta_0) = o_p(1)$ holds, then:

$$\frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial l_t}{\partial \varphi} \frac{\partial l_t}{\partial \varphi'} - \frac{\partial l_{0t}}{\partial \varphi} \frac{\partial l_{0t}}{\partial \varphi'} \right]_{\varphi_n} = o_p(1),$$

and:

$$\frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial l_{0t}}{\partial \varphi} \frac{\partial l_{0t}}{\partial \varphi'} \right]_{\varphi_n} - E \left[ \frac{\partial l_{0t}}{\partial \varphi} \frac{\partial l_{0t}}{\partial \varphi'} \right] = o_p(1).$$

By the Lemma 3.6.1-3.6.5, it is able to derive the following theorem:

Theorem 3.6.1 Suppose that $\xi_t$ is generated by the HYEGARCH(0,d,0) process under Assumptions 3.3.6, 3.3.7 and 3.3.9, $E[\xi_t]^2 < \infty$, and $E[z_{0t}]^4 < \infty$, and:

$$E \left| \sum_{j=1}^{\infty} b_{0j} \left( -\frac{1}{2} \theta_0 z_{0t-j} - \frac{1}{2} |z_{0t-j}| \right) \right|^2 < 1,$$
\[ \sqrt{n}(\hat{\vartheta}_n - \vartheta_0) \rightarrow^d N(0, \Sigma_{\vartheta_1}^{-1}\Omega_1\Sigma_{\vartheta_1}^{-1}) \]

as \( n \) tends to infinity, which means that the estimator \( \hat{\vartheta}_n \) is asymptotically normally distributed.

**Estimations with finite past information**

Subsection 3.6.1 has shown the CAN property of \( \hat{\vartheta}_n \), however, the likelihood function depends on infinite past information, and this cannot be obtained in empirical applications. Thus, this subsection provides the asymptotic theory of a feasible log-likelihood function that depends on finite past information. However, based on the previous sections, it is hard to derive the invertibility condition for the HYEGARCH process. First, let us define the following:

\[
\begin{cases}
\ln \tilde{h}_t = \omega + \sum_{j=1}^{n-1} b_j g_1(\tilde{z}_{t-j}) \\
\ln h_t = \omega + \sum_{j=1}^{\infty} b_j g_1(z_{t-j})
\end{cases}
\]

Then,

\[
E \left| \ln h_t - \ln \tilde{h}_t \right| \\
= E \left| \omega + \sum_{j=1}^{\infty} b_j g_1(z_{t-j}) - \omega + \sum_{j=1}^{n-1} b_j g_1(\tilde{z}_{t-j}) \right| \\
\leq \sum_{j=1}^{n-1} b_j E |g_1(z_{t-j}) - g(\tilde{z}_{t-j})| + E \left| \sum_{j=n}^{\infty} b_j g_1(z_{t-j}) \right|.
\]

Following the investigation in Section 3.4.3, the invertibility condition of the HYEGARCH process is very likely to be satisfied. Although the proof of the invertibility conditions is still work in progress, we expect that the HYEGARCH satisfies the invertibility conditions. Here, we assume that \( \sum_{j=1}^{n-1} b_j E |g_1(z_{t-j}) - g_1(\tilde{z}_{t-j})| \).
converges to 0 almost surely as \( n \) tends to infinity can be satisfied. Then
\[
E \left| \ln h_t - \ln \tilde{h}_t \right| \leq E \left| \sum_{j=n}^{\infty} b_j g_1(z_{t-j}) \right| \\
\leq E |g_1(z_t)| \sum_{j=n}^{\infty} b_j \\
= O(n^{-d}).
\]
where \( E |g_1(z_t)| < \infty \).

**Lemma 3.6.6** Suppose that \( \xi_t \) is generated by the HYEGARCH\((0,d,0)\) process under Assumptions 3.3.7 and 3.3.9, and \( E[z_t]^4 < \infty \), then \( \sup_{\lambda \in \Theta} |L_n(\theta) - \tilde{L}_n(\hat{\theta})| \to L^1 0 \) as \( n \to \infty \).

**Theorem 3.6.2** Assuming that the Assumptions 3.3.7 and 3.3.9 hold. Then, under conditions of Lemmas 3.6.1, 3.6.2 and 3.6.6, \( \hat{\theta}_n \) is a consistent estimator of \( \theta_0 \), as \( n \to \infty \).

This theorem shows that the \( \hat{\theta}_n \) is a consistent estimator of \( \theta_0 \). By the Taylor series expansion, we have:
\[
0 = \frac{1}{n} \sum_{t=1}^{n} \frac{\partial \tilde{l}_t}{\partial \theta} = \frac{1}{n} \sum_{t=1}^{n} \frac{\partial \tilde{l}_0}{\partial \theta} + \frac{1}{n} \sum_{t=1}^{n} \frac{\partial^2 l_t}{\partial \theta \partial \theta'} \bigg|_{\hat{\theta}} \left( \hat{\theta} - \theta_0 \right),
\]
where \( \hat{\theta} \) lies between \( \hat{\theta}_n \) and \( \theta_0 \). To establish the asymptotic distribution of the feasible estimator \( \hat{\theta}_n \) in the HYEGARCH process, it is essential to investigate the asymptotic behaviour of:
\[
\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{\partial l_{0t}}{\partial \theta} \to^d N(0, \Omega_{01}) \quad (3.45)
\]
and:
\[
\sup_{\hat{\theta} \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \frac{\partial^2 \tilde{l}_t}{\partial \theta \partial \theta'} \bigg|_{\hat{\theta}} - E \left[ \frac{\partial^2 l_{0t}}{\partial \theta \partial \theta'} \right] \right\| = o_p(1).
\]
In Subsection 3.6.1, the convergence of \( \frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{\partial l_{0t}}{\partial \theta} \) and \( \frac{1}{n} \sum_{t=1}^{n} \frac{\partial^2 l_t}{\partial \theta^2} \) has been derived. Then, to derive the asymptotic distribution of \( \hat{\theta}_n \), it is essential to investigate the difference between the gradient of the \( L_n(\theta) \) and that of \( \tilde{L}_n(\theta) \), and the difference between the Hessian matrix of \( L_n(\theta) \) and that of \( \tilde{L}_n(\theta) \). The following lemmas can be derived under the existence of fourth moment of the first derivative of \( \ln h_t \) and under Theorem 3.6.2. The Lemma 3.6.7 ensures the convergence of the difference between the gradient.

**Lemma 3.6.7** Suppose that \( \xi_t \) is generated by the HYEGARCH(0,d,0) process under Assumptions 3.3.6, 3.3.7 and 3.3.9, and \( E[z_{0t}]^4 < \infty \), then:

\[
E \sup_{\vartheta \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial l_{0t}}{\partial \vartheta} - \frac{\partial \tilde{l}_{0t}}{\partial \vartheta} \right] \right\| = o_p(1). \tag{3.46}
\]

**Lemma 3.6.8** Suppose that \( \xi_t \) is generated by the HYEGARCH(0,d,0) process under Assumption 3.3.6, 3.3.7 and 3.3.9, and \( E[z_{0t}]^4 < \infty \), then:

\[
E \sup_{\vartheta \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial^2 l_t}{\partial \vartheta \partial \vartheta'} - \frac{\partial^2 \tilde{l}_t}{\partial \vartheta \partial \vartheta'} \right] \right\| = o_p(1), \tag{3.47}
\]

and:

\[
\sup_{\vartheta \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \frac{\partial^2 \tilde{l}_t}{\partial \vartheta \partial \vartheta'} - E \left[ \frac{\partial^2 l_{0t}}{\partial \vartheta \partial \vartheta'} \right] \right\| = o_p(1).
\]

**Remark 1** To establish the asymptotic distribution of \( \hat{\theta}_n \), it is essential to show the score function converges to \( N(0, \Omega_{01}) \) in distribution, where \( \Omega_{01} = E[(\partial l_{0t}/\partial \theta)(\partial l_{0t}/\partial \theta')] \).

The Lemma 3.6.3 shows that:

\[
\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{\partial l_{0t}}{\partial \theta} \xrightarrow{d} N(0, \Omega_{01}). \tag{3.48}
\]

Then if \( \frac{1}{\sqrt{n}} \sum_{t=1}^{n} \left\| \frac{\partial l_{0t}}{\partial \theta} - \frac{\partial \tilde{l}_{0t}}{\partial \theta} \right\| \) converges to zero as \( n \) tends to infinity, the same results can be extended to:

\[
\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{\partial \tilde{l}_{0t}}{\partial \theta} \xrightarrow{d} N(0, \Omega_{01}). \tag{3.49}
\]
Since:
\[
\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \left\| \frac{\partial l_{qt}}{\partial \theta} - \frac{\partial \tilde{l}_{qt}}{\partial \theta} \right\| = \frac{1}{\sqrt{n}} \sum_{t=1}^{n} \left\| \frac{\xi_t^2}{h_{qt}} - 1 \right\| \left( \frac{\partial \ln (h_{qt})}{\partial \theta} - \left( \frac{\xi_t^2}{h_{qt}} - 1 \right) \frac{\partial \ln (h_{qt})}{\partial \theta} \right) + \frac{1}{\sqrt{n}} \sum_{t=1}^{n} \left\| \left( \frac{\xi_t^2}{h_{qt}} - 1 \right) \frac{\partial \ln (h_{qt})}{\partial \theta} \right\| \leq \frac{1}{\sqrt{n}} \sum_{t=1}^{n} \left\| \left( \frac{\xi_t^2}{h_{qt}} - 1 \right) \frac{\partial \ln (h_{qt})}{\partial \theta} \right\| \leq \frac{1}{\sqrt{n}} \sum_{t=1}^{n} \left\| \left( \frac{\xi_t^2}{h_{qt}} - 1 \right) \frac{\partial \ln (h_{qt})}{\partial \theta} \right\|,
\]
then suppose that $E|\xi_t|^6 < \infty$, and denotes:
\[
\Xi_{12} = \frac{1}{\sqrt{n}} \sum_{t=1}^{n} \left\| \xi_t^2 \left( \frac{1}{h_{qt}} - \frac{1}{\tilde{h}_{qt}} \right) \frac{\partial \ln (\tilde{h}_{qt})}{\partial \theta} \right\|
\]
then:
\[
E[\Xi_{12}] = \frac{1}{\sqrt{n}} \sum_{t=1}^{n} E \left\| \xi_t^2 \left( \frac{1}{h_{qt}} - \frac{1}{\tilde{h}_{qt}} \right) \frac{\partial \ln (\tilde{h}_{qt})}{\partial \theta} \right\| \leq C \frac{1}{\sqrt{n}} \sum_{t=1}^{n} \left( E|\xi_t|^3 \right)^{\frac{1}{3}} \left( E|\ln h_{qt} - \ln \tilde{h}_{qt}|^2 \right)^{\frac{1}{2}} \left( E \left| \frac{\partial \ln (\tilde{h}_{qt})}{\partial \theta} \right|^6 \right)^{\frac{1}{6}} \leq C \Xi_{12} \frac{1}{\sqrt{n}} \sum_{t=1}^{n} \left( E|\ln h_{qt} - \ln \tilde{h}_{qt}|^2 \right)^{\frac{1}{2}} = Cn^{d+\frac{1}{2}}.
\]
This means that $E[\Xi_{12}]$ cannot converge to zero. Thus, $\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \left\| \frac{\partial l_{qt}}{\partial \theta} - \frac{\partial \tilde{l}_{qt}}{\partial \theta} \right\|$ does not converge to zero as $n$ goes to infinity. Therefore, the asymptotic normality of $\hat{\theta}_n$ cannot be shown by that of $\tilde{\theta}_n$ in the HYEGARCH process. However, there might be another method that can be applied to derive the asymptotic normality of the $\hat{\theta}_n$ in the HYEGARCH process. This is worthy of further studies.
3.6.2 Investigation of the asymptotic theory of the QMLE in the FIEGARCH process

If we compared the FIEGARCH and HYEGARCH processes, the former can capture long memory in volatility. However, the asymptotic theory of the QMLE in these processes is still an open question. For the asymptotic property of the long memory in volatility, Beran and Schützner (2009) and Schützner (2009) introduced the truncated (and feasible) QMLE of the parameter vector in the long memory case of the LARCH(\(1\)) process. This method was also used by Grublytė et al. (2015) to investigate the asymptotic theory of the QMLE in the generalised quadratic ARCH (GQARCH) model, which is also able to capture the long-run dependence of volatility.

The truncated (and feasible) QMLE of the parameter vector was introduced in Definition 6.3 of Schützner (2009). Let \(\epsilon > 0\) and \(0 < \iota < 1\). Define \(m(n) = [n^\epsilon] - 1\). For the sample \(\xi_1, \ldots, \xi_n\), the truncated (and feasible) estimator of the parameter vector \(\theta\) is defined by:

\[
\hat{\theta}_n^{(\epsilon,\iota)} = \arg \max_{\theta \in \Theta} \tilde{L}_{n,\iota}(\theta),
\]

where the truncated objective function is given by:

\[
\tilde{L}_{n,h}(\theta) = \frac{1}{m(n) + 1} \sum_{t=m(n)}^{n} \frac{\xi_{st}^2}{h_t(\theta) + \epsilon} + \ln(h_t(\theta) + \epsilon),
\]

where \([\cdot]\) denotes the floor function, (i.e.\([x]\) is the largest integer smaller than \(x\)). In this truncated objective function, the additional function \(m(n)\) is used to avoid \(\hat{\theta}_n^{(\epsilon)}\) and \(\hat{\theta}_n^{(\epsilon,\iota)}\) having different asymptotic distributions because \(|h_t(\theta_0) - \tilde{h}_t(\theta_0)|\) and \(|\ln(h_t(\theta_0) - \ln(\tilde{h}_t(\theta_0))|\) converge to zero very slowly. More precisely, \(h_t(\theta_0)\) may obtain a poor estimation of \(\tilde{h}_t(\theta_0)\) if \(\tilde{h}_t(\theta_0)\) depends on only a small amount of the past information, so there will be a large difference between \(\tilde{h}_t(\theta_0)\) and \(h_t(\theta_0)\).
Beran and Schützner (2009) proposed that skipping the first \( n - m(n) - 1 \) samples is instrumental in solving these problems. Thus, if we use only the most reliable past information to get an approximation of \( \tilde{h}_t(\varphi_0) \), the value of \( m(n) \) needs to be chosen to make \( \left| \ln h_t(\varphi_0) - \ln \tilde{h}_t(\varphi_0) \right| \) converge to zero when \(-1/2 < d < 0\).

This truncated (and feasible) estimator can probably also be applied to the FIEGARCH process if the following conditions can be supported. In the FIEGARCH case, \( \ln h_t \) with a lower bound, since:

\[
\ln h_t = \omega + \alpha (1 - (1 - L)^d) g_1(z_t)) \\
= \omega + \alpha \sum_{j=1}^{\infty} b_j g_1(z_{t-j}) \\
= \omega + \alpha \sum_{j=1}^{\infty} b_j \left( \theta \frac{\xi_{t-j}}{\sqrt{h_{t-j}}} + \left| \frac{\xi_{t-j}}{\sqrt{h_{t-j}}} \right| \right),
\]

where all \( \alpha b_j \) are positive values, and under the condition \( |\theta| \leq 1 \), then, \( \ln h_t \geq \omega \). However, since \( g_1(z_t) = \theta z_t + |z_t| \) does not satisfy the condition of \( L_2 \)-mixingale or martingale difference the sum of \( \alpha b_j \) is non-summable, and the Rosenthal’s inequality cannot be applied here. This makes it hard to derive the invertibility of the FIEGARCH process. If we define the \( g_1(z_t) = \theta z_t + |z_t| - E|z_t| \), then the \( g_1(z_t) \) satisfies the condition of the martingale difference then the Rosenthal’s inequality can be used to obtain the upper bound of \( |\ln h_t| \). However, this raises problems in deriving the uniform convergence of \( \sup_{\lambda \in \Theta} |L_n(\varphi) - L(\varphi)| \). If these problems can be solved, then the truncated (and feasible) QML estimator of the parameter might be applied to show the asymptotic normality of the FIEGARCH process. This will be investigated deeply in my further studies.
3.6.3 Simulations for the HY/FIEGARCH models

To illustrate the asymptotic property of the QMLE for the simulated series of HYEGARCH and FIEGARCH models with standard normally distributed $z_t$, the true parameters are chosen as follows. In the HYEGARCH process, $\alpha = 1$ is fixed, and setting $\omega_0 = 1$, and $d_0 = 0.1, 0.2, 0.3, 0.4$; in the FIEGARCH process, $\alpha = -1$ is fixed, and setting $\omega_0 = 1$, and $d_0 = -0.1, -0.2, -0.3, -0.4$. The process $\xi_t$ is generated via the HYEGARCH($0,d,0$) and FIEGARCH($0,d,0$) models with 2002 pre-samples. To compare the asymptotic properties of the estimators with finite sample results, a Monte Carlo experiment is applied as follows. In this experiment, the sample sizes $n = 501, 2001$, with $N = 1000$ replications. All of the simulations are using software TSM and results are shown in Tables 3.1 and 3.2. It is obvious that the bias and RMSE are decreasing as the samples increase from 501 to 2001 in both HYEGARCH and FIEGARCH processes. The estimators are more consistent as $n$ tends to infinity.

3.7 Conclusion

This study investigated the asymptotic theory of the QMLE in the ARMA models with EGARCH-type errors. The contributions of this study are as follows. Firstly, this chapter investigated the invertibility of the conditional variance and the derivatives of the conditional variance of the QMLE in the ARMA(1,1)-EGARCH(1,1) model by applying the method of Martinet and McAleer (2015). The invertibility of the conditional variance follows the EGARCH(1,1) process has also been investigated by Straumann (2005), Straumann and Mikosch (2006), Wintenberger (2013) and Kyriakopoulou (2015). Straumann (2005), and Straumann and Mikosch
Table 3.1: Simulation results for the QMLE in the HYEGARCH(0, d, 0) process. Note: this table reports the simulation results for the QMLE in the HYEGARCH(0, d, 0) processes, with \( d = 0.1, 0.2, 0.3, 0.4 \). These simulations were run with 2002 pre-samples and samples of length \( n = \{501, 2001\} \) with 1000 Monte Carlo replications. Both the bias and RMSE of these estimators, averages of over 1000 replications, are presented in this table. It is can be seen from this table that the bias and RMSE decreased with sample increasing for each parameter. Large samples provide more precise results than small samples.

<table>
<thead>
<tr>
<th>n</th>
<th>2001</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \omega )</td>
<td>( d )</td>
<td>( \omega )</td>
<td>( d )</td>
<td>( \omega )</td>
<td>( d )</td>
</tr>
<tr>
<td>TRUE</td>
<td>1</td>
<td>0.1</td>
<td>1</td>
<td>0.2</td>
<td>1</td>
<td>0.3</td>
</tr>
<tr>
<td>BIAS</td>
<td>-0.002</td>
<td>-0.004</td>
<td>-0.004</td>
<td>0.003</td>
<td>0</td>
<td>-0.001</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.039</td>
<td>0.048</td>
<td>0.043</td>
<td>0.052</td>
<td>0.044</td>
<td>0.053</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>501</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \omega )</td>
<td>( d )</td>
<td>( \omega )</td>
<td>( d )</td>
<td>( \omega )</td>
<td>( d )</td>
</tr>
<tr>
<td>TRUE</td>
<td>1</td>
<td>-0.1</td>
<td>1</td>
<td>-0.2</td>
<td>1</td>
<td>-0.3</td>
</tr>
<tr>
<td>BIAS</td>
<td>-0.007</td>
<td>0.009</td>
<td>-0.023</td>
<td>0.010</td>
<td>-0.050</td>
<td>0.009</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.048</td>
<td>0.039</td>
<td>0.091</td>
<td>0.036</td>
<td>0.190</td>
<td>0.035</td>
</tr>
</tbody>
</table>

Table 3.2: Simulation results for the QMLE in the FIEGARCH(0, d, 0) process. Note: In this table, the simulation procedure is similar as that in the Table 3.1, except the DGP considers the FIEGARCH(0, d, 0) processes, with \( d = -0.1, -0.2, -0.3, -0.4 \). This table also shows that large samples have better performance for the QMLE in the relevant FIEGARCH processes than small samples.

<table>
<thead>
<tr>
<th>n</th>
<th>2001</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \omega )</td>
<td>( d )</td>
<td>( \omega )</td>
<td>( d )</td>
<td>( \omega )</td>
<td>( d )</td>
</tr>
<tr>
<td>TRUE</td>
<td>1</td>
<td>-0.1</td>
<td>1</td>
<td>-0.2</td>
<td>1</td>
<td>-0.3</td>
</tr>
<tr>
<td>BIAS</td>
<td>-0.018</td>
<td>0.031</td>
<td>-0.049</td>
<td>0.030</td>
<td>-0.105</td>
<td>0.034</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.099</td>
<td>0.088</td>
<td>0.178</td>
<td>0.080</td>
<td>0.628</td>
<td>0.080</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>501</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \omega )</td>
<td>( d )</td>
<td>( \omega )</td>
<td>( d )</td>
<td>( \omega )</td>
<td>( d )</td>
</tr>
<tr>
<td>TRUE</td>
<td>1</td>
<td>-0.1</td>
<td>1</td>
<td>-0.2</td>
<td>1</td>
<td>-0.3</td>
</tr>
<tr>
<td>BIAS</td>
<td>-0.018</td>
<td>0.031</td>
<td>-0.049</td>
<td>0.030</td>
<td>-0.105</td>
<td>0.034</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.099</td>
<td>0.088</td>
<td>0.178</td>
<td>0.080</td>
<td>0.628</td>
<td>0.080</td>
</tr>
</tbody>
</table>
(2006) provided a invertibility condition for the EGARCH(1,1) models by using the SRE approach. However, Wintenberger (2013) argued that the invertibility condition of Straumann and Mikosch (2006) cannot satisfy the conditions for the asymptotic theory of the EGARCH(1,1) models in some cases. He extended Straumann’s (2005) results, proposed the notion of continuous invertibility and derived the invertibility of the first and second derivative of the conditional variance. Kyriakopoulou (2015) summarised the invertibility conditions of Straumann and Mikosch (2006) and also considered the continuous invertibility from Wintenberger (2013). However, the studies of Straumann and Mikosch (2006) and Wintenberger (2013) only considered the invertibility for the EGARCH(1,1) model, and it is hard to obtain explicit representations of the (continuous) invertibility conditions, except for the EGARCH(0,1) case. Martinet and McAleer (2015) provided an explicit condition for the invertibility of the conditional variance processes in the some of the EGARCH\((p, q)\) and some of the EARCH\((\infty)\) models. This chapter extended the study of Martinet and McAleer (2015) to investigate the invertibility of the derivatives of the conditional variance of the QMLE in the ARMA(1,1) model with an EGARCH(1,1) error. This supports the establishment of the asymptotic normality of the QMLE in the relevant models.

Secondly, this study extended the previous work and finally established the asymptotic theory for the QMLE in the ARMA(1,1)-EGARCH(1,1) model. For empirical studies, it might be too restrictive to assume that the return processes follow pure (exponential) conditional heteroscedasticity models, and more and more researchers consider the return process to be the ARMA model with (exponential) conditional heteroscedasticity errors. However, previous studies mainly considered the asymptotic properties of the QMLE in the pure EGARCH(1,1) model, see Straumann and Mikosch (2006), Wintenberger (2013) and Kyriakopoulou (2015).
In this chapter, to establish the CAN of the QMLE in the ARMA-EGARCH model, I applied the modified asymptotic theory of Amemiya (1985), which was used by Ling and McAleer (2003) to establish the asymptotic theory for the vector ARMA-GARCH process. Under the invertibility condition of the conditional variance in the ARMA(1,1)-EGARCH(1,1) process, and other moment conditions, the consistency of the QMLE in the ARMA-EGARCH process was established. For the asymptotic normality of the QMLE, this study also applied the modified uniform convergence theorem of Ling and McAleer (2003), which is helpful for obtaining a weaker moment condition. Kyriakopoulou (2015) also provided a similar idea by using the ergodic theorem for continuous valued sequences of random function to establish the uniform convergence of the derivatives of the log-likelihood function. Meanwhile, to ensure the stationarity of the derivative of the conditional variance processes, this study found that a moment condition, which is same as the (MM) condition from Wintenberger (2013), also needs to be satisfied. In addition, this chapter also found that the fourth moment of the return processes and the invertibility condition for conditional variance processes are needed to satisfy the asymptotic normality of the QMLE in the ARMA-EGARCH process. Under certain conditions, the asymptotic normality of the QMLE in the ARMA(1,1)-EGARCH(1,1) was established.

Thirdly, this study also established the consistency of the QMLE in the HYEGARCH process under the assumption of invertibility and provided an investigation into the asymptotic normality of the QMLE in the HYEGARCH model and the asymptotic normality of the QMLE in the FIEGARCH models. The simulation results showed that the QMLE is a consistency estimator for the pure HY/FIEGARCH models.
Motived by this study and previous literature, there are several topics are worth further study. Firstly, the method of Martinet and McAleer (2015) can probably also be applied to derive the invertibility of the HYEGARCH and FIEGARCH models. This study also tried to apply the method of Martinet and McAleer (2015) to derive the invertibility condition for the HYEGARCH process. Although it is hard to derive the explicit invertibility conditions because the lag coefficient of the HYEGARCH process has a hyperbolic decay rate, we can see that this method is probably also suitable for obtaining the invertibility condition for the HYEGARCH processes.

Moreover, Kyriakopoulou (2015) provided explicit expressions for the moment conditions and bounds for the EGARCH(1,1) models. The method of Kyriakopoulou (2015) can probably also be extended to derive the accurate moment conditions and the explicit expression of the asymptotic covariance matrix for the ARMA(1,1) model with EGARCH(1,1) errors. In addition, it would also be interesting to establish the asymptotic properties of the QMLE in the ARMA\((r,s)\) models with EGARCH\((p,q)\) errors following a similar procedure to that in current study.

Furthermore, based on the investigation into the asymptotic theory of the QMLE in the HYEGARCH and FIEGARCH models, the method of Beran and Schützner (2009) might be useful for establishing the asymptotic theory for the FIEGARCH model.
3.8 Appendix B

3.8.1 Proof of Lemma 3.4.1

Proof of Lemma 3.4.1. This proof follows the proof of the Lemma 2.2 in Martinet and McAleer (2015). For the HYEGARCH process, by inequality (3.40), it can be obtained that:

\[ a_1(t) = \sum_{j=0}^{\infty} b_{j+n} \delta_{t-n-j} |z_{t-n-j}| + \sum_{i=1}^{n-1} b_i \delta_{t-i} |\exp(\Delta_{t-i})| V_{n-i}^{(n)} - U_{n-i}^{(n)}. \]

Also by inequality (3.40), the upper bound of \( V_{n-i}^{(n)} - U_{n-i}^{(n)} \) is:

\[ \left| V_{n-i}^{(n)} - U_{n-i}^{(n)} \right| \leq \sum_{j=0}^{\infty} b_{j+n-i} \delta_{t-n-j} |z_{t-n-j}| + \sum_{j_1=1}^{n-i-1} b_{j_1} \delta_{t-i-j_1} |\exp(\Delta_{t-i-j_1})| V_{n-i-j_1}^{(n)} - U_{n-i-j_1}^{(n)}. \]

It follows on substituting the inequality (3.51) in (3.40) that:

\[ \left| V_{n-i}^{(n)} - U_{n-i}^{(n)} \right| \leq \sum_{j=0}^{\infty} b_{j+n} \delta_{t-n-j} |z_{t-n-j}| + \sum_{i=1}^{n-1} b_i \delta_{t-i} |\exp(\Delta_{t-i})| \left( \sum_{j_1=1}^{n-i-1} b_{j_1} \delta_{t-i-j_1} |\exp(\Delta_{t-i-j_1})| V_{n-i-j_1}^{(n)} - U_{n-i-j_1}^{(n)} \right) \]

\[ = \sum_{j=0}^{\infty} b_{j+n} \delta_{t-n-j} |z_{t-n-j}| + \sum_{i=1}^{n-1} b_i b_{j+n-i} \delta_{t-i} |\exp(\Delta_{t-i})| \delta_{t-n-j} |z_{t-n-j}| \]

\[ + \sum_{i=1}^{n-1} \sum_{j_1=1}^{n-i-1} b_i b_{j_1} \delta_{t-i-j_1} |\exp(\Delta_{t-i} + \Delta_{t-i-j_1})| V_{n-i-j_1}^{(n)} - U_{n-i-j_1}^{(n)} \]

\[ = a_2(t), \]
where by inequality (3.51), the upper bound of \( |V_{n-i-j_1}^{(n)} - U_{n-i-j_1}^{(n)}| \) is:

\[
\begin{align*}
|V_{n-i-j_1}^{(n)} - U_{n-i-j_1}^{(n)}| & \\
& \leq \sum_{j=0}^{\infty} b_{j+n-i-j_1} \delta_{t-n-j} |z_{t-n-j}| + \sum_{j_2=1}^{n-i-j_1-1} b_{j_2} \delta_{t-i-j_1-j_2} |\exp(\Delta_t-i-j_1-j_2)| \\
& \leq \sum_{j=0}^{\infty} b_{j+n-i-j_1} \delta_{t-n-j} |z_{t-n-j}| + \sum_{j_2=1}^{n-i-j_1-1} b_{j_2} \delta_{t-i-j_1-j_2} |\exp(\Delta_t-i-j_1-j_2)|.
\end{align*}
\]

Then, substituting the inequality (3.53) in (3.52), we can get that:

\[
\begin{align*}
& |V_n^{(n)} - U_n^{(n)}| \\
& \leq \sum_{j=0}^{\infty} b_{j+n} \delta_{t-n-j} |z_{t-n-j}| + \sum_{i=1}^{n-1} \sum_{j=0}^{\infty} b_i b_{j+n-i} \delta_{t-i-j} |\exp(\Delta_t-i)\delta_{t-n-j} |z_{t-n-j}| + \\
& \sum_{i=1}^{n-1} \sum_{j_1=1}^{n-i-1} b_i b_{j_1} \delta_{t-i-j_1} |\exp(\Delta_t-i + \Delta_t-i-j_1)| \sum_{j=0}^{\infty} b_{j+n-i-j_1} \delta_{t-n-j} |z_{t-n-j}| \\
& + \sum_{i=1}^{n-1} \sum_{j_1=1}^{n-i-1} b_i b_{j_1} \delta_{t-i-j_1} |\exp(\Delta_t-i + \Delta_t-i-j_1)| \\
& \sum_{j_2=1}^{n-i-j_1-1} b_{j_2} \delta_{t-i-j_1-j_2} |\exp(\Delta_t-i-j_1-j_2)| \left| V_{n-i-j_1-j_2}^{(n)} - U_{n-i-j_1-j_2}^{(n)} \right| \\
& = \sum_{j=0}^{\infty} b_{j+n} \delta_{t-n-j} |z_{t-n-j}| + \sum_{i=1}^{n-1} \sum_{j=0}^{\infty} b_i b_{j+n-i} \delta_{t-i-j} |\exp(\Delta_t-i)\delta_{t-n-j} |z_{t-n-j}| \\
& + \sum_{i=1}^{n-1} \sum_{j_1=1}^{n-i-1} \sum_{j=0}^{\infty} b_i b_{j+n-i-j_1} \delta_{t-i-j_1} \delta_{t-n-j} |\exp(\Delta_t-i + \Delta_t-i-j_1)| \\
& + \sum_{i=1}^{n-1} \sum_{j_1=1}^{n-i-1} \sum_{j_2=1}^{n-i-j_1-1} b_i b_{j_1} b_{j_2} \delta_{t-i-j_1} \delta_{t-i-j_1-j_2} |\exp(\Delta_t-i + \Delta_t-i-j_1 + \Delta_t-i-j_1-j_2)| \left| V_{n-i-j_1-j_2}^{(n)} - U_{n-i-j_1-j_2}^{(n)} \right| \\
& = a_3(t).
\end{align*}
\]
Thus, the general $a_k(t)$ can be obtained as:

$$a_k(t) = \sum_{j=0}^{\infty} b_{j+n} \delta_{t-n-j} \cdot z_{t-n-j} + \sum_{j=0}^{\infty} \delta_{t-n-j} \cdot z_{t-n-j}$$

$$= \left( \sum_{p=1}^{k-1} \sum_{j_1, \ldots, j_p \in A_p^{(n)}} \prod_{i=1}^{p} b_{j_i} \prod_{i=1}^{p} \delta_{t-S_i} \exp \left( \sum_{i=1}^{p} \Delta_{t-S_i} \right) b_{j+n-S_p} \right) + \sum_{j_1, \ldots, j_k \in A_p^{(n)}} \prod_{i=1}^{k} b_{j_i} \prod_{i=1}^{k} \delta_{t-S_i} \exp \left( \sum_{i=1}^{k} \Delta_{t-S_i} \right) \left| V_{n-S_k}^{(n)} - U_{n-S_k}^{(n)} \right| .$$

Following similar idea to the inequality (3.53), then $\left| V_{n-S_k}^{(n)} - U_{n-S_k}^{(n)} \right|$ is:

$$\left| V_{n-S_k}^{(n)} - U_{n-S_k}^{(n)} \right| \leq \sum_{j=0}^{\infty} b_{j+n-S_k} \delta_{t-n-j} \cdot z_{t-n-j}$$

$$+ \sum_{j_{k+1}=1}^{n-S_k-1} b_{j_{k+1}} \cdot \delta_{t-S_{k+1}} \cdot z_{t-n-j} \cdot \exp \left( \Delta_{t-S_{k+1}} \right) \left| V_{n-S_{k+1}}^{(n)} - U_{n-S_{k+1}}^{(n)} \right| .$$

Then, substituting the inequality (3.55) in (3.54), we can get that the third term of (3.54) as:

$$\sum_{j_1, \ldots, j_k \in A_p^{(n)}} \prod_{i=1}^{k} b_{j_i} \prod_{i=1}^{k} \delta_{t-S_i} \exp \left( \sum_{i=1}^{k} \Delta_{t-S_i} \right) \left| V_{n-S_k}^{(n)} - U_{n-S_k}^{(n)} \right|$$

$$\leq \sum_{j_1, \ldots, j_k \in A_p^{(n)}} \prod_{i=1}^{k} b_{j_i} \prod_{i=1}^{k} \delta_{t-S_i} \exp \left( \sum_{i=1}^{k} \Delta_{t-S_i} \right) \left| V_1^{(n)} - U_1^{(n)} \right|$$

$$+ \sum_{j_1, \ldots, j_k \in A_p^{(n)}} \prod_{i=1}^{k} b_{j_i} \prod_{i=1}^{k} \delta_{t-S_i} \exp \left( \sum_{i=1}^{k} \Delta_{t-S_i} \right)$$

$$+ \sum_{j_{k+1}=1}^{n-S_k-1} b_{j_{k+1}} \cdot \delta_{t-S_{k+1}} \cdot z_{t-n-j} \cdot \exp \left( \Delta_{t-S_{k+1}} \right) \left| V_{n-S_{k+1}}^{(n)} - U_{n-S_{k+1}}^{(n)} \right|$$

$$+ \sum_{j_1, \ldots, j_k \in A_p^{(n)}} \prod_{i=1}^{k} b_{j_i} \prod_{i=1}^{k} \delta_{t-S_i} \exp \left( \sum_{i=1}^{k} \Delta_{t-S_i} \right) \left( \sum_{j=0}^{\infty} b_{j+n-S_k} \delta_{t-n-j} \cdot z_{t-n-j} \right)$$
since:

$$\left| V_1^{(n)} - U_1^{(n)} \right| \leq \sum_{j=0}^{\infty} b_{j+1} \delta_{t-n-j} |z_{t-n-j}|,$$

then:

$$\sum_{j_1, \ldots, j_k \in A_p^k, \tilde{S}_k < n-1} \prod_{i=1}^{k} b_{j_i} \prod_{i=1}^{k} \delta_{t-\tilde{S}_i} \exp \left( \sum_{i=1}^{k} \Delta_{t-\tilde{S}_i} \right) \left| V_{n-\tilde{S}_k}^{(n)} - U_{n-\tilde{S}_k}^{(n)} \right| (3.56)$$

$$\leq \sum_{j_1, \ldots, j_k \in A_p^k, \tilde{S}_k < n-1} \prod_{i=1}^{k} b_{j_i} \prod_{i=1}^{k} \delta_{t-\tilde{S}_i} \exp \left( \sum_{i=1}^{k} \Delta_{t-\tilde{S}_i} \right) \left( \sum_{j=0}^{\infty} b_{j+n-\tilde{S}_k} \delta_{t-n-j} |z_{t-n-j}| \right)$$

$$\leq \sum_{j_1, \ldots, j_k \in A_p^k, \tilde{S}_k < n-1} \prod_{i=1}^{k} b_{j_i} \prod_{i=1}^{k} \delta_{t-\tilde{S}_i} \cdot b_{j_{k+1}} \delta_{t-\tilde{S}_k-j_{k+1}} \exp \left( \sum_{i=1}^{k} \Delta_{t-\tilde{S}_i} + \Delta_{t-\tilde{S}_k-j_{k+1}} \right)$$

Then, substituting (3.56) in $a_k(t)$, and since that

$$\left\{ j_1, \ldots, j_k \in A_p^k, j_{k+1} \in [1, n-\tilde{S}_k-1] : \tilde{S}_k < n-1 \right\} = A_{k+1}^k$$

Then, it is straightforward that $a_k(t) \leq a_{k+1}(t)$, and this means that:

$$\left| V_n^{(n)} - U_n^{(n)} \right| \leq a_k \leq a_{k+1}.$$
3.8.2 Proof of Lemma 3.5.1

Proof of Lemma 3.5.1. The expectation value of the absolute value of the unobserved log-likelihood function is:

\[ E|l_t(\lambda)| = E|\ln h_t| + E \left[ \frac{\xi_t^2}{h_t} \right] . \]

Based on the ARMA(1,1) process:

\[ \xi_t = \frac{(1 - \phi_1 L)(y_t - \mu)}{1 + \psi_1 L}. \]  \hspace{1cm} (3.57)

Then:

\[ |\xi_t| \leq C_0 \xi + C \sum_{i=0}^{\infty} \rho^{-i}|y_{t-i}|, \] \hspace{1cm} (3.58)

where \( C_0 \xi = |(1 - \phi_1)\mu/(1 + \psi_1)|, C > 0 \) are constants, and \( \rho > 1 \), independent to all \( \lambda \in \Theta \). Suppose \( E(y_t)^2 < \infty \), then \( E \sup_{\lambda \in \Theta} (\xi_t)^2 < \infty \). By the Assumption 3.3.5, \( h_t \) has a lower bound uniformly over \( \Theta \). Then \( E \sup_{\lambda \in \Theta} [\xi_t^2/h_t] < \infty \). Since the \( h_t \) follows the EGARCH(1,1) process, and by the Assumption 3.3.3 \( |\beta| < 1 \), the EGARCH(1,1) process can be reorganised as:

\[
|\ln h_t| = \left| \frac{w}{1 - \beta} + \sum_{j=0}^{\infty} \beta^j \left( \theta \frac{\xi_{t-j}}{\sqrt{h_{t-j}}} + \gamma \frac{\xi_{t-j}}{\sqrt{h_{t-j}}} \right) \right|
\leq C + \sum_{j=0}^{\infty} \beta^j \left( \theta \xi_{t-j} + \gamma \frac{\xi_{t-j}}{\sqrt{h_{t-j}}} \right)
\leq C + \sum_{j=0}^{\infty} \beta^j \left( \theta \xi_{t-j} + \gamma \xi_{t-j} \frac{\xi_{t-j}}{\sqrt{h_{t-j}}} \right)
= C + C_h \sum_{j=0}^{\infty} \beta^j (\theta \xi_{t-j} + \gamma |\xi_{t-j}|)
\leq C + C_{h1} \sum_{j=0}^{\infty} |\rho_{1j}||y_{t-j}|,
\]

where \( C, C_h, C_{h1} > 0 \) are constants and \( |\rho_1| < 1 \) independent of all \( \lambda \in \Theta \), then under condition \( E(y_t)^2 < \infty \), \( |\ln h_t| \) can be bounded such that, \( E \sup_{\lambda \in \Theta} |\ln h_t| < \infty \).
Thus, $E|l_t(\lambda)| < \infty$ for all $\lambda \in \Theta$. And since $l_t$ is defined based on all the past information, then $E \sup_{\lambda \in \Theta} |l_t - E l_t| < \infty$, and $E [l_t - E l_t] = 0$. Thus, set $f(X_t, \lambda) = l_t - E l_t$, applying the uniform convergence theorem 3.5.1, then $\sup_{\lambda \in \Theta} \frac{1}{n} \sum_{t=1}^{n} l_t - E l_t = o_p(1)$. Therefore, $\sup_{\lambda \in \Theta} |L_n(\lambda) - \overline{L}(\lambda)| = o_p(1)$ holds. This completes the proof. ■

### 3.8.3 Proof of Lemma 3.5.2

**Proof of Lemma 3.5.2.** The expectation value of the $l_t(\lambda)$ function is:

$$
E [l_t(\lambda)] = -E [\ln h_t] - E \left[ \frac{\xi_t^2}{h_t} \right] 
$$

$$
= -E [\ln h_t] - E \left[ \frac{(\xi_t - \xi_{0t} + \xi_{0t})^2}{h_t} \right] 
$$

$$
= \left\{-E [\ln h_t] - E \left[ \frac{\xi_{0t}^2}{h_t} \right] \right\} - E \left[ \frac{(\xi_t - \xi_{0t})^2}{h_t} \right] 
$$

$$
= l_1(\lambda) + l_2(\lambda).
$$

To maximise the second term ($l_2(\lambda)$):

$$
\max l_2(\lambda) = -E \left[ \frac{(\xi_t - \xi_{0t})^2}{h_t} \right] = 0,
$$

if and only if $\xi_t = \xi_{0t}$, because $h_t > 0$, this means:

$$
\xi_t - \xi_{0t} = 0.
$$

Then, by the mean value expansion:

$$
\xi_t - \xi_{0t} = \frac{\partial \xi_t}{\partial \varphi} \bigg|_{\varphi} (\varphi - \varphi_0) = 0,
$$
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where \( \varphi = (\mu, \phi_1, \psi_1)' \) and \( \varphi^\dagger \) lies between \( \varphi \) and \( \varphi_0 \); then:

\[
E(\xi_t - \xi_{0t})^2 = E \left[ (\varphi - \varphi_0)' \frac{\partial \xi_t}{\partial \varphi} \frac{\partial \xi_t}{\partial \varphi'} \bigg|_{\varphi^\dagger} (\varphi - \varphi_0) \right] 
\]
\[
= (\varphi - \varphi_0)' E \left[ \frac{\partial \xi_t}{\partial \varphi} \frac{\partial \xi_t}{\partial \varphi'} \bigg|_{\varphi^\dagger} \right] (\varphi - \varphi_0) 
\]
\[
= 0.
\]

The first derivative of \( \xi_t \) with respect to parameter vector \( \varphi \), in the ARMA(1,1), are given by:

\[
\frac{\partial \xi_t}{\partial \varphi} = \begin{pmatrix}
(\phi_1 - 1) \\
-(y_{t-1} - \mu) \\
-\xi_{t-1}
\end{pmatrix} - \psi_1 \frac{\partial \xi_{t-1}}{\partial \varphi}.
\]  

(3.61)

Multiplying \((\varphi - \varphi_0)'\) on both sides of Equation (3.61), and let \((\varphi - \varphi_0)'(\partial \xi_t/\partial \varphi) = 0\), then by the stationarity of \((\partial \xi_t/\partial \varphi)\):

\[
(\varphi - \varphi_0)' \begin{pmatrix}
(\phi_1 - 1) \\
-(y_{t-1} - \mu) \\
-\xi_{t-1}
\end{pmatrix} = 0.
\]  

(3.62)

According to assumption 3.3.2, the Equation (3.62) holds if and only if \((\varphi - \varphi_0)' = 0\). Thus:

\[
E \left[ \frac{\partial \xi_t}{\partial \varphi} \bigg|_{\varphi^\dagger} \right] > 0,
\]

and:

\[
E(\xi_t - \xi_{0t})^2 = (\varphi - \varphi_0)' E \left[ \frac{\partial \xi_t}{\partial \varphi} \bigg|_{\varphi^\dagger} \right] (\varphi - \varphi_0) = 0
\]

holds if and only if \( \varphi - \varphi_0 = 0 \), that is \( \varphi = \varphi_0 \). To maximise the first term, that is \( \max l_1(\lambda) \):

\[
l_1(\lambda) = -E \ln |h_t| - E \left[ \frac{\xi_{0t}^2}{h_t} \right] 
\]
\[
= -E \ln \left| \frac{h_{0t}}{h_t} \right| - E \left[ \frac{h_{0t}}{h_t} \right] 
\]
\[
= -E \ln (h_{0t}) - \left[ -E \ln \left| \frac{h_{0t}}{h_t} \right| + E \left( \frac{h_{0t}}{h_t} \right) \right].
\]  

(3.63)
Then, \( \max l_1(\lambda) = -1 - E \ln(h_{0t}) \), and this can be obtained if and only if \( h_t = h_{0t} \), this means \( \ln h_t = \ln h_{0t} \). Thus:

\[
E[l_1(\lambda)] \leq \max_{\lambda \in \Theta} l_1(\lambda) + \max_{\lambda \in \Theta} l_2(\lambda)
\]

\[
\leq -1 - E \ln(h_{0t}),
\]

and it can be held if and only if:

\[
\varphi = \varphi_0,
\]

and:

\[
\ln h_t = \ln h_{0t}.
\]

Then:

\[
(\ln h_t - \ln h_{0t})|_{\varphi=\varphi_0} = \frac{\partial \ln h_t}{\partial \varsigma'}|_{(\varphi_0, \varsigma^\dagger)} (\varsigma - \varsigma_0) = 0,
\]

with probability one, where \( \varsigma' = (w, \beta, \theta, \gamma) \) and \( \varsigma^\dagger \) lies between \( \varsigma \) and \( \varsigma_0 \). The first order derivative of \( \ln h_t \) with respect to parameter vector \( \varsigma \) which is from the EGARCH\((1,1)\) part are:

\[
\frac{\partial \ln h_t}{\partial \varsigma} = \begin{pmatrix}
1 \\
\ln h_{t-1} \\
z_{t-1} \\
|z_{t-1}|
\end{pmatrix} + \left( \beta - \frac{1}{2} \theta z_{t-1} - \frac{1}{2} \gamma |z_{t-1}| \right) \frac{\partial \ln h_{t-1}}{\partial \varsigma},
\]

where \( \varsigma' = (w, \beta, \theta, \gamma) \). Then, multiplying \((\varsigma - \varsigma_0)'\) on both sides of the Equation (3.66), then:

\[
(\varsigma - \varsigma_0)' \frac{\partial \ln h_t}{\partial \varsigma} = (\varsigma - \varsigma_0)' \begin{pmatrix}
1 \\
\ln h_{t-1} \\
z_{t-1} \\
|z_{t-1}|
\end{pmatrix} + \left( \beta - \frac{1}{2} \theta z_{t-1} - \frac{1}{2} \gamma |z_{t-1}| \right) (\varsigma - \varsigma_0)' \frac{\partial \ln h_{t-1}}{\partial \varsigma},
\]
because the stationarity of $\partial \ln h_t / \partial \varsigma$, if $(\zeta - \zeta_0)' \partial \ln h_t / \partial \varsigma = 0$, then:

$$
(\zeta - \zeta_0)' \begin{pmatrix}
1 \\
\ln h_{t-1} \\
z_{t-1} \\
|z_{t-1}|
\end{pmatrix}
= 0.
$$

(3.68)

First consider the $\beta - \beta_0$, if $\beta - \beta_0 \neq 0$, this implies that $\ln h_{t-1}$ is linearly dependent with $z_{t-1}$. However, $\ln h_{t-1}$ and $z_{t-1}$ are independent. Thus $\beta = \beta_0$. Then for the rest of the Equation (3.68), denote:

$$
f(z_{t-1}) = (w - w_0) + (\theta - \theta_0)z_{t-1} + (\gamma - \gamma_0)(|z_{t-1}|) = 0.
$$

For general choice of these parameters, $f(z_{t-1}) = 0$ almost surely if and only if $((w - w_0), (\theta - \theta_0), (\gamma - \gamma_0)) = (0, 0, 0)$ holds. That means $\partial \ln h_t / \partial \varsigma \neq 0$,

$$
(\zeta - \zeta_0)' \left. \frac{\partial \ln h_t}{\partial \varsigma} \right|_{(\phi_0 = t)} = 0
$$

(3.69)

if and only if $\zeta = \zeta_0$. Therefore, $\bar{L}(\lambda)$ is uniquely maximised at $\lambda_0$. This completes the proof.

3.8.4 Proof of Lemma 3.5.3

Proof of Lemma 3.5.3. The difference between the unobserved likelihood function and the observed likelihood function is as follows:

$$
L_n(\lambda) - \bar{L}_n(\lambda) = \frac{1}{n} \sum_{t=1}^{n} \left[ \ln \tilde{h}_t(\lambda) - \ln h_t(\lambda) \right] + \frac{1}{n} \sum_{t=1}^{n} \left( \frac{\xi_t^2(\lambda)}{h_t(\lambda)} - \frac{\tilde{\xi}_t^2(\lambda)}{\tilde{h}_t(\lambda)} \right).
$$

Then:

$$
|h_t(\lambda) - \tilde{h}_t(\lambda)| \leq \left| \ln h_t(\lambda) - \ln \tilde{h}_t(\lambda) \right| + \left| \frac{\xi_t^2(\lambda)}{h_t(\lambda)} - \frac{\tilde{\xi}_t^2(\lambda)}{\tilde{h}_t(\lambda)} \right|.
$$

(3.70)
By assumption 3.3.2 and the ARMA(1,1) process, the $\xi_t$ and $\tilde{\xi}_t$ can be written as:

$$
\xi_t = \sum_{i=0}^{\infty} \gamma_i(y_{t-i} - \mu), \quad \tilde{\xi}_t = \sum_{i=0}^{t-1} \gamma_i(y_{t-i} - \mu), \quad (3.71)
$$

where $(1 + \psi_1 L)^{-1}(1 - \phi_1 L) = \sum_{i=0}^{\infty} \gamma_i L^i$, then:

$$
|\xi_t - \tilde{\xi}_t| \leq c \sum_{i=t}^{\infty} \rho_2^{-i} |y_{t-i} - \mu|, \quad (3.72)
$$

where $\rho_2 > 1$ and $c$ and $\rho_2$ are constants independent of the parameter $\lambda$. Thus:

$$
E \sup_{\lambda \in \Theta} (\xi_t - \tilde{\xi}_t) = O(\rho_2^{-t}). \quad (3.73)
$$

This means that $\tilde{\xi}_t$ converges to $\xi_t$ as $t$ tends to infinity. For the second term of inequality (3.70):

$$
\left| \frac{\xi_t^2}{h_t} - \frac{\tilde{\xi}_t^2}{h_t} \right| \leq \left| \frac{\xi_t^2}{h_t} - \frac{\xi_t^2}{h_t} \right| + \left| \frac{\xi_t^2}{h_t} - \frac{\tilde{\xi}_t^2}{h_t} \right|
$$

$$
= \xi_t^2 \left| \frac{1}{h_t} - \frac{1}{h_t} \right| + \frac{1}{h_t} \left| \xi_t^2 - \tilde{\xi}_t^2 \right|
$$

where:

$$
\frac{1}{h_t} \left| \xi_t^2 - \tilde{\xi}_t^2 \right|
$$

$$
= \frac{1}{h_t} \left| \xi_t^2 + \xi_t^2 - 2\xi_t \tilde{\xi}_t + \xi_t \tilde{\xi}_t + \xi_t \tilde{\xi}_t - \xi_t^2 - \tilde{\xi}_t^2 \right|
$$

$$
\leq \frac{2}{h_t} \left| \xi_t - \tilde{\xi}_t \right| + \frac{1}{h_t} \left( \xi_t - \tilde{\xi}_t \right)^2
$$

and then by section 5.4.1 in Straumann (2005), $\ln h_t \geq m$ and $\ln \tilde{h}_t \geq m - \epsilon$ for all $t$ where $m = \inf_{\lambda \in \Theta} w/(1 - \beta)$, and by the mean value theorem, this yields a constant $c > 0$ with:

$$
\sup_{\lambda \in \Theta} \xi_t^2 \left| \frac{1}{h_t} - \frac{1}{h_t} \right| = \xi_t^2 \left| \exp(-\ln h_t) - \exp(-\ln \tilde{h}_t) \right|
$$

$$
\leq c \xi_t^2 \ln h_t - \ln \tilde{h}_t.
$$
Since $\xi_t$ converges to $\tilde{\xi}_t$ as $t$ tends to infinity in the conditional mean equation, then for the conditional variance equation, similar approach to Martinet and McAleer (2015) is used to show the invertibility of EGARCH(1,1) process, see section 3.4, under the conditions:

$$E \left[ \frac{\delta_t |z_t|}{1 - \beta} \right] + \ln (\beta + E [\delta_t |z_t|]) < 0,$$

where $\delta_t = (\gamma/2) + (\theta/2) \text{sign}(z_t)$ and $\gamma \geq \theta$, then:

$$| \ln h_t - \ln \tilde{h}_t | \sim o_p(1).$$

Thus:

$$\left| \frac{\xi^2_t}{h_t} - \frac{\tilde{\xi}^2_t}{\tilde{h}_t} \right| \leq c|\xi_t| |\ln h_t - \ln \tilde{h}_t| + \frac{2|\xi_t|}{h_t} |\xi_t - \tilde{\xi}_t| + \frac{1}{\tilde{h}_t} \left( \xi_t - \tilde{\xi}_t \right)^2 = o_p(1)$$

and \( \frac{1}{n} \sum_{t=1}^{n} \xi^2_t \text{ sup } \lambda \in \Theta \ | \ln h_t - \ln \tilde{h}_t | \sim o_p(1) \). Therefore:

$$\text{ sup } \lambda \in \Theta \ | L_n(\lambda) - \tilde{L}_n(\lambda) | = o_p(1). \quad (3.74)$$

This means that the difference between the unobserved likelihood process and the observed likelihood process asymptotically converges to zero. This completes the proof. 

3.8.5 Proof of Theorem 3.5.2

Proof of Theorem 3.5.2. By Assumption 3.3.1, the space $\Theta$ is compact and $\lambda_0$ is an interior point in $\Theta$. Then, by Lemmas 3.5.1 and 3.5.3, $\tilde{L}_n(\lambda)$ converges to
\( L(\lambda) \) uniformly in \( \Theta \), that is:

\[
\sup_{\lambda \in \Theta} |\bar{L}_n(\lambda) - L(\lambda)| = \sup_{\lambda \in \Theta} |\bar{L}_n(\lambda) + L_n(\lambda) - L_n(\lambda) - L(\lambda)| \\
\leq \sup_{\lambda \in \Theta} |L_n(\lambda) - L(\lambda)| + \sup_{\lambda \in \Theta} |L_n(\lambda) - \bar{L}_n(\lambda)| \\
= o_p(1).
\]

Then, by Lemma 3.5.2, that shows that \( \bar{L}(\lambda) \) has a unique maximum at \( \lambda_0 \). Therefore, the estimator \( \hat{\lambda}_n \) is a consistent estimator of the true parameters. This completes the proof.

### 3.8.6 Proof of Lemma 3.5.4

**Proof of Lemma 3.5.4.** The first derivative of the log-likelihood function \( l_t(\lambda) \) with respect to \( \varphi_0 = (\mu_0, \phi_{01}, \psi_{01})' \) is:

\[
\frac{\partial l_t(\lambda)}{\partial \varphi} = -\frac{\partial \ln h_{0t}}{\partial \varphi} \left( 1 - \frac{\xi_{0t}^2}{h_{0t}} \right) - 2 \frac{\xi_{0t}}{h_{0t}} \frac{\partial \xi_{0t}}{\partial \varphi}.
\]

Then:

\[
E \left\| \frac{\partial l_{0t}}{\partial \varphi} \right\|^2 \leq E \left\| \frac{\partial \ln h_{0t}}{\partial \varphi} \right\|^2 E \left| 1 - \frac{\xi_{0t}^2}{h_{0t}} \right|^2 + 2E \left\| \frac{\xi_{0t}}{\sqrt{h_{0t}}} \right\|^2 \frac{\partial \xi_{0t}}{\partial \varphi} \right\|^2
\]

by Minkowski’s inequality and the independent relationship between \( z_{0t} \) and \( h_{0t} \).

In the second term of the inequality (3.76), if \( E \left[ y_t^2 \right] < \infty \), then it ensures that:

\[
E \left\| \frac{\partial \xi_{0t}}{\partial \varphi} \right\|^2 < \infty,
\]

and because \( h_{0t} \) has a lower bound uniformly for all \( \lambda \in \Theta \), thus:

\[
E \sup_{\lambda \in \Theta} \left\| \frac{1}{\sqrt{h_{0t}}} \frac{\partial \xi_{0t}}{\partial \varphi} \right\|^2 < \infty.
\]
By Lemma 3.5.2, \( E \left[ \left( \frac{\partial \xi_{0t}}{\partial \varphi} \right) \left( \frac{\partial \xi_{0t}}{\partial \varphi'} \right) \right] \) is positive defined, and \( \sqrt{h_{0t}} > 0 \), thus:

\[
E \left[ \frac{1}{\sqrt{h_{0t}}} \frac{\partial \xi_{0t}}{\partial \varphi} \frac{\partial \xi_{0t}}{\partial \varphi'} \right] > 0.
\] (3.79)

For the first term of the inequality (3.76), since the \( \ln h_{0t} \) can be rewritten as:

\[
\ln h_{0t} = w_0 + \theta_0 \frac{\xi_{0t-1}}{\sqrt{h_{0t-1}}} + \gamma_0 \frac{\xi_{0t-1}}{\sqrt{h_{0t-1}}} + \beta_0 \ln h_{0t-1}.
\]

Then, the first derivative of the \( \ln h_t \) with respect to parameters \( \varphi_0 \) in the conditional mean equation are:

\[
\frac{\partial \ln h_{0t}}{\partial \varphi} = \left( \theta_0 \frac{\partial \xi_{0t-1}}{\partial \varphi} + \gamma_0 \frac{\partial \xi_{0t-1}}{\partial \varphi} \right) \frac{1}{\sqrt{h_{0t-1}}}
\]

\[
+ \left( \beta_0 - \frac{1}{2} \theta_0 \frac{z_{0t-1}}{\sqrt{h_{0t-1}}} - \frac{1}{2} \gamma_0 \frac{z_{0t-1}}{\sqrt{h_{0t-1}}} \right) \frac{\partial \ln h_{0t-1}}{\partial \varphi},
\]

and:

\[
E \left\| \frac{\partial \ln h_{0t}}{\partial \varphi} \right\|^2 \leq E \left\| \frac{\theta_0 \frac{\partial \xi_{0t-1}}{\partial \varphi}}{\sqrt{h_{0t-1}}} \right\|^2 + E \left\| \gamma_0 \frac{\partial \xi_{0t-1}}{\partial \varphi} \right\|^2 + \frac{1}{\sqrt{h_{0t-1}}} \left\| \frac{\partial \ln h_{0t-1}}{\partial \varphi} \right\|^2
\]

\[
+ E \left\| \beta_0 - \frac{1}{2} \theta_0 \frac{z_{0t-1}}{\sqrt{h_{0t-1}}} - \frac{1}{2} \gamma_0 \frac{z_{0t-1}}{\sqrt{h_{0t-1}}} \right\|^2 E \left\| \frac{\partial \ln h_{0t-1}}{\partial \varphi} \right\|^2. \] (3.80)

According to the stationarity property of \( E \| \partial \ln h_{0t} / \partial \varphi \|^2 \), and if:

\[
E \left| \beta_0 - \frac{1}{2} \theta_0 \frac{z_{0t-1}}{\sqrt{h_{0t-1}}} - \frac{1}{2} \gamma_0 \frac{z_{0t-1}}{\sqrt{h_{0t-1}}} \right|^2 < 1, \] (3.81)

then:

\[
E \left\| \frac{\partial \ln h_{0t}}{\partial \varphi} \right\|^2 < \infty.
\]

And suppose \( E [z_{0t}]^4 < \infty \), then:

\[
E \left| 1 - \frac{z_{0t}^2}{\sqrt{h_{0t}}} \right|^2 < \infty.
\]

Thus, under the conditions \( E [y_t]^2 < \infty, E [z_{0t}]^4 < \infty \), the inequality (3.81), and \( h_t \) has a lower bound:

\[
E \left\| \frac{\partial h_{0t}}{\partial \varphi} \right\|^2 < \infty.
\]
The derivatives of the log-likelihood function with respect to $\zeta_0$:

$$\frac{\partial l_{0t}}{\partial \zeta} = -\frac{\partial \ln h_{0t}}{\partial \zeta} \left( 1 - \frac{\xi_{0t}^2}{h_{0t}} \right),$$

where the parameter vector $\zeta_0' = (w_0, \beta_0, \theta_0, \gamma_0)$, similarly,

$$E \left\| \frac{\partial l_{0t}}{\partial \zeta} \right\|^2 = E \left\| -\frac{\partial \ln h_{0t}}{\partial \zeta} \left( 1 - \frac{\xi_{0t}^2}{h_{0t}} \right) \right\|^2$$

$$= E \left\| \frac{\partial \ln h_{0t}}{\partial \zeta} \right\|^2 E \left| 1 - \frac{\xi_{0t}^2}{h_{0t}} \right|^2,$$

where:

$$\frac{\partial \ln h_{0t}}{\partial \zeta} = \begin{pmatrix}
1 \\
\ln h_{0t-1} \\
\zeta_{0t-1} \\
|\zeta_{0t-1}|
\end{pmatrix} + \left( \beta_0 - \frac{1}{2} \theta_0 \zeta_{0t-1} - \frac{1}{2} \gamma_0 |\zeta_{0t-1}| \right) \frac{\partial \ln h_{0t-1}}{\partial \zeta}.$$

Then:

$$E \left\| \frac{\partial \ln h_{0t}}{\partial \zeta} \right\|^2$$

$$= E \left\| \begin{pmatrix}
1 \\
\ln h_{0t-1} \\
\zeta_{0t-1} \\
|\zeta_{0t-1}|
\end{pmatrix} + \left( \beta_0 - \frac{1}{2} \theta_0 \zeta_{0t-1} - \frac{1}{2} \gamma_0 |\zeta_{0t-1}| \right) \frac{\partial \ln h_{0t-1}}{\partial \zeta} \right\|^2$$

$$\leq E \left\| \begin{pmatrix}
1 \\
\ln h_{0t-1} \\
\zeta_{0t-1} \\
|\zeta_{0t-1}|
\end{pmatrix} \right\|^2 + E \left\| \left( \beta_0 - \frac{1}{2} \theta_0 \zeta_{0t-1} - \frac{1}{2} \gamma_0 |\zeta_{0t-1}| \right) \frac{\partial \ln h_{0t-1}}{\partial \zeta} \right\|^2.$$

By the stationarity of $\partial \ln h_{0t}/\partial \zeta$, and if condition (3.81) holds, then:

$$E \left\| \frac{\partial \ln h_{0t}}{\partial \zeta} \right\|^2 < \infty.$$
By Lemma 3.5.2, $\partial \ln h_{ot}/\partial \zeta \neq 0$, then:

$$E \left\| \frac{\partial \ln h_{ot}}{\partial \zeta} \right\|^2 > 0.$$ 

In addition, since:

$$E \left[ \frac{\partial l_{ot}}{\partial \varphi} \frac{\partial l_{ot}}{\partial \zeta^t} \right] = E \left[ \left( -\frac{\partial \ln h_{ot}}{\partial \varphi} \left( 1 - \frac{\xi_{ot}^2}{h_{ot}} \right) - 2 \frac{\xi_{ot}}{h_{ot}} \frac{\partial \xi_{ot}}{\partial \varphi} \right) \left( -\frac{\partial \ln h_{ot}}{\partial \zeta^t} \left( 1 - \frac{\xi_{ot}^2}{h_{ot}} \right) \right) \right]$$

$$= E \left[ \frac{\partial \ln h_{ot}}{\partial \varphi} \left( 1 - \frac{\xi_{ot}^2}{h_{ot}} \right) \frac{\partial \ln h_{ot}}{\partial \zeta^t} \left( 1 - \frac{\xi_{ot}^2}{h_{ot}} \right) + 2 \frac{\xi_{ot}}{h_{ot}} \frac{\partial \xi_{ot}}{\partial \varphi} \frac{\partial \ln h_{ot}}{h_{ot}} \left( 1 - \frac{\xi_{ot}^2}{h_{ot}} \right) \right]$$

$$= E \left[ \frac{\partial \ln h_{ot}}{\partial \varphi} \frac{\partial \ln h_{ot}}{\partial \zeta^t} \left( 1 - \frac{\xi_{ot}^2}{h_{ot}} \right)^2 \right] + 2E \left[ \frac{\partial \xi_{ot}}{\partial \varphi} \frac{\partial \ln h_{ot}}{\partial \zeta^t} \frac{1}{\sqrt{h_{ot}}} \z_{ot} \left( 1 - \frac{\xi_{ot}^2}{h_{ot}} \right) \right],$$

where:

$$2E \left[ \frac{\partial \xi_{ot}}{\partial \varphi} \frac{\partial \ln h_{ot}}{\partial \zeta^t} \frac{1}{\sqrt{h_{ot}}} \z_{ot} \left( 1 - \frac{\xi_{ot}^2}{h_{ot}} \right) \right] = 2E \left[ \frac{\partial \xi_{ot}}{\partial \varphi} \frac{\partial \ln h_{ot}}{\partial \zeta^t} \frac{1}{\sqrt{h_{ot}}} \right] 2E \left[ \z_{ot} \left( 1 - \frac{\xi_{ot}^2}{h_{ot}} \right) \right]$$

$$= 0,$$

when $z_{ot}$ is symmetric distribution. This also holds because the term $\frac{\partial \xi_{ot}}{\partial \varphi} \frac{\partial \ln h_{ot}}{\partial \zeta^t} \frac{1}{\sqrt{h_{ot}}}$ is independent with $z_{ot}$. Thus:

$$E \left[ \frac{\partial l_{ot}}{\partial \varphi} \frac{\partial l_{ot}}{\partial \zeta^t} \right] = E \left[ \frac{\partial \ln h_{ot}}{\partial \varphi} \frac{\partial \ln h_{ot}}{\partial \zeta^t} \left( 1 - \frac{\xi_{ot}^2}{h_{ot}} \right)^2 \right],$$

and suppose $E[z_{ot}]^4 < \infty$, then:

$$E \left[ \frac{\partial \ln h_{ot}}{\partial \varphi} \frac{\partial \ln h_{ot}}{\partial \zeta^t} \left( 1 - \frac{\xi_{ot}^2}{h_{ot}} \right)^2 \right] = E \left[ \frac{\partial \ln h_{ot}}{\partial \varphi} \frac{\partial \ln h_{ot}}{\partial \zeta^t} \right] E \left[ \left( 1 - \frac{\xi_{ot}^2}{h_{ot}} \right)^2 \right]$$

$$< \infty.$$
Therefore, $0 < \Omega_0 < \infty$. Let:

$$S_n = \sum_{t=1}^{n} c_j \frac{\partial l_{0t}}{\partial \lambda}$$

(3.82)

where $c$ is a constant vector with the same dimension as $\lambda$. Then $S_n$ is a martingale array with respect to $F_t$. And since:

$$E \left[ \frac{S_n}{n} \right] = c'E \left[ \frac{\partial l_{0t} \partial l_{0t}}{\partial \lambda \partial \lambda} \right] c > 0,$$

then by the central limit theorem of Stout (1974), $\sqrt{n}S_n$ converges to $N(0, c'\Omega_0 c)$ in distribution. Finally, by the Cramer-Wold device, $n^{-1/2} \sum_{t=1}^{n} \partial l_{0t} / \partial \lambda$ converges to $N(0, \Omega_0)$ in distribution. Similarly to the Lemma 3.5.3, it can be obtained that:

$$\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \left\| \frac{\partial l_{0t}}{\partial \lambda} - \frac{\partial \tilde{l}_{0t}}{\partial \lambda} \right\| = o_p(1). \quad (3.83)$$

Since:

$$\left\| \frac{\partial l_{0t}}{\partial \lambda} - \frac{\partial \tilde{l}_{0t}}{\partial \lambda} \right\| \leq \left\| \frac{\partial \ln \tilde{h}_{0t}}{\partial \lambda} \right\| \left\| \frac{\xi_{0t}^2}{h_{0t}} - \tilde{\xi}_{0t}^2 \right\| + \left\| \frac{\partial \ln \tilde{h}_{0t}}{\partial \lambda} - \frac{\partial \ln h_{0t}}{\partial \lambda} \right\| \left\| 1 - \frac{\xi_{0t}^2}{h_{0t}} \right\| + 2 \left\| \frac{\tilde{\xi}_{0t}}{h_{0t}} - \frac{\xi_{0t}}{h_{0t}} \right\| \left\| \frac{\partial \tilde{\xi}_{0t}}{\partial \varphi} \right\| + 2 \left\| \frac{\xi_{0t}}{h_{0t}} \right\| \left\| \frac{\partial \tilde{\xi}_{0t}}{\partial \lambda} - \frac{\partial \xi_{0t}}{\partial \lambda} \right\|,$$

by Lemma 3.5.3,

$$\sup_{\lambda \in \Theta} \frac{1}{n} \sum_{t=1}^{n} \left| \frac{\xi_{0t}^2}{h_{0t}} - \tilde{\xi}_{0t}^2 \right| = o_p(1), \quad (3.84)$$

and since:

$$\left| \frac{\tilde{\xi}_{0t}}{h_{0t}} - \frac{\xi_{0t}}{h_{0t}} \right| \leq \left| \xi_{0t} \right| \left| \frac{1}{h_{0t}} - \frac{1}{\tilde{h}_{0t}} \right| + \frac{1}{\tilde{h}_{0t}} \left| \xi_{0t} - \tilde{\xi}_{0t} \right|,$$

and:

$$\sup_{\lambda \in \Theta} \frac{1}{n} \sum_{t=1}^{n} \left| \frac{1}{h_{0t}} - \frac{1}{\tilde{h}_{0t}} \right| = o_p(1), \quad (3.85)$$

then:

$$\sup_{\lambda \in \Theta} \frac{1}{n} \sum_{t=1}^{n} \left| \frac{\tilde{\xi}_{0t}}{h_{0t}} - \frac{\xi_{0t}}{h_{0t}} \right| = o_p(1). \quad (3.86)$$
And because:

\[
\left\| \frac{\partial \tilde{\xi}_0 t}{\partial \lambda} - \frac{\partial \xi_0 t}{\partial \lambda} \right\| = \left\| \frac{\partial \tilde{\xi}_0 t}{\partial \varphi} - \frac{\partial \xi_0 t}{\partial \varphi} \right\| ,
\]

and:

\[
\left\| \frac{\partial \tilde{\xi}_0 t}{\partial \varphi} - \frac{\partial \xi_0 t}{\partial \varphi} \right\| = \left\| \begin{array}{c} 0 \\ \sum_{i=i}^{\infty} (-\psi_1)^i (Y_{t-i} - \mu) \\ \sum_{i=t}^{\infty} (-\psi_1)^i (\xi_{t-1} - \tilde{\xi}_{t-1}) \end{array} \right\|_{\varphi_0}.
\]

Thus:

\[
\sup_{\lambda \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \left[ \left\| \frac{\partial \tilde{\xi}_0 t}{\partial \lambda} - \frac{\partial \xi_0 t}{\partial \lambda} \right\| \right] \right\| = o_p(1). \tag{3.87}
\]

For term:

\[
\left\| \frac{\partial \ln \tilde{h}_0 t}{\partial \lambda} - \frac{\partial \ln h_0 t}{\partial \lambda} \right\| ,
\]

where \( \lambda' = vec(\mu, \phi_1, \psi_1, w, \beta, \theta, \gamma) \), and by subsection 3.4.4:

\[
\left\| \frac{\partial \ln \tilde{h}_0 t}{\partial \beta} - \frac{\partial \ln h_0 t}{\partial \beta} \right\| = o_p(1),
\]

and similarly it is able to obtain the convergences for other parameters, then:

\[
\left\| \frac{1}{n} \sum_{t=1}^{n} \left[ \left\| \frac{\partial \ln \tilde{h}_0 t}{\partial \lambda} - \frac{\partial \ln h_0 t}{\partial \lambda} \right\| \right] \right\| = o_p(1).
\]

Thus, \( n^{-\frac{1}{2}} \sum_{t=1}^{n} \left\| \frac{\partial h_0 t}{\partial \lambda} \right\| \) converges to \( N(0, \Omega_0) \) in distribution. This completes the proof. ■

### 3.8.7 Proof of Lemma 3.5.5

**Proof of Lemma 3.5.5.** To show (i), according to the expression of the ARMA(1,1)-EGARCH(1,1) model and the log-likelihood functions, the second order derivative of the log-likelihood with respect to the parameter vector \( \lambda \):

\[
\frac{\partial^2 l_t(\lambda)}{\partial \lambda \partial \lambda'} = 2 \xi_t \frac{\partial \ln h_t}{\partial \lambda} \frac{\partial \ln h_t}{\partial \lambda'} - \frac{\xi_t^2}{h_t} \frac{\partial \ln h_t}{\partial \lambda} \frac{\partial \ln h_t}{\partial \lambda'} + \left( \frac{\xi_t^2}{h_t} - 1 \right) \frac{\partial^2 \ln h_t}{\partial \lambda \partial \lambda'} \\
-2 \frac{\partial \ln h_t}{\partial \lambda} \frac{\partial \xi_t}{\partial \lambda} \frac{1}{h_t} - \frac{\xi_t}{h_t} \frac{\partial^2 \xi_t}{\partial \lambda \partial \lambda'} + 2 \frac{\xi_t}{h_t} \frac{\partial \xi_t}{\partial \lambda} \frac{\partial \ln h_t}{\partial \lambda'}.
\]
Taking the expectation on both sides of the above equation:

\[
E \left[ \frac{\partial^2 l_t(\lambda)}{\partial \lambda \partial \lambda'} \right] = E \left[ 2 \frac{\xi_t \partial \xi_t \partial \ln h_t}{h_t \partial \lambda'} \frac{\partial \ln h_t}{\partial \lambda} - \frac{\xi_t^2}{h_t} \frac{\partial \ln h_t}{\partial \lambda} \right] + \left( \frac{\xi_t^2}{h_t} - 1 \right) \frac{\partial^2 \ln h_t}{\partial \lambda \partial \lambda'}
\]

\[
-2 \frac{\partial \xi_t \partial \xi_t}{\partial \lambda' \partial h_t} - 2 \frac{\xi_t}{h_t} \frac{\partial^2 \xi_t}{\partial \lambda \partial \lambda'} + 2 \frac{\xi_t}{h_t} \frac{\partial \xi_t}{\partial h_t}
\]

\[
= -E \left[ \frac{\partial \ln h_t}{\partial \lambda'} \frac{\partial \ln h_t}{\partial \lambda} \right] - 2E \left[ \frac{\partial \xi_t \partial \xi_t}{\partial \lambda' \partial h_t} (h_t)^{-1} \right],
\]

since \( \xi_t = \xi_{0t} \) and \( \ln h_t = \ln h_{0t} \) when \( \lambda = \lambda_0 \), and \( z_t = z_{0t} \sim iid(0, 1) \), then:

\[
2E \left[ \frac{\xi_t}{h_t} \frac{\partial \xi_t}{\partial h_t} \right] = 2E \left[ z_t(h_t)^{-1} \frac{\partial \xi_t}{\partial h_t} \right] = 0,
\]

\[
E \left[ \left( \frac{\xi_t^2}{h_t} - 1 \right) \frac{\partial^2 \ln h_t}{\partial \lambda \partial \lambda'} \right] = E \left[ \left( z_t^2 - 1 \right) \frac{\partial^2 \ln h_t}{\partial \lambda \partial \lambda'} \right] = 0,
\]

\[
2E \left[ \frac{\xi_t}{h_t} \frac{\partial^2 \xi_t}{\partial \lambda \partial \lambda'} \right] = 2E \left[ z_t(h_t)^{-1} \frac{\partial^2 \xi_t}{\partial \lambda \partial \lambda'} \right] = 0,
\]

\[
2E \left[ \frac{\xi_t}{h_t} \frac{\partial \xi_t}{\partial h_t} \frac{\partial \ln h_t}{\partial \lambda} \right] = 2E \left[ z_t(h_t)^{-1} \frac{\partial \xi_t}{\partial h_t} \frac{\partial \ln h_t}{\partial \lambda} \right] = 0,
\]

and:

\[
E \left[ \frac{\xi_t^2}{h_t} \frac{\partial \ln h_t}{\partial \lambda'} \frac{\partial \ln h_t}{\partial \lambda} \right] = E \left[ z_t^2 \frac{\partial \ln h_t}{\partial \lambda'} \frac{\partial \ln h_t}{\partial \lambda} \right] = E \left[ \frac{\partial \ln h_t}{\partial \lambda'} \frac{\partial \ln h_t}{\partial \lambda} \right].
\]

So, to show \( E[\partial^2 l_t(\lambda)/\partial \lambda \partial \lambda'] < \infty \), it is essential to prove that:

\[
E \left[ \frac{\partial \ln h_t}{\partial \lambda'} \frac{\partial \ln h_t}{\partial \lambda} \right] < \infty,
\]

(3.88)

and:

\[
E \left[ \frac{\partial \xi_t}{\partial \lambda'} \frac{\partial \xi_t}{\partial h_t} \frac{1}{h_t} \right] < \infty.
\]

(3.89)

By Lemma 3.5.4, the conditions (3.88) and (3.89) can be held. Therefore:

\[
E \sup_{\lambda \in \Theta} \left\| \frac{\partial^2 l_t}{\partial \lambda \partial \lambda'} \right\| < \infty.
\]

Thus, according to the modified uniform convergence theorem:

\[
\sup_{\lambda \in \Theta} \left\| \frac{1}{n} \sum_{i=1}^n \frac{\partial^2 l_t}{\partial \lambda \partial \lambda'} - E \left[ \frac{\partial^2 l_t}{\partial \lambda \partial \lambda'} \right] \right\| = o_p(1),
\]

(3.90)
holds. And also:

$$\sup_{\lambda \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \frac{\partial^2 l_t}{\partial \lambda \partial \lambda'} - E \left[ \frac{\partial^2 l_{t'}}{\partial \lambda \partial \lambda'} \right] \right\| = o_p(1). \quad (3.91)$$

Proof of (ii) Similarly to the Lemma 3.5.3:

$$\sup_{\lambda \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial^2 l_t}{\partial \lambda \partial \lambda'} - \frac{\partial^2 \tilde{l}_t}{\partial \lambda \partial \lambda'} \right] \right\| = o_p(1). \quad (3.92)$$

Since:

$$\frac{\partial^2 l_t}{\partial \lambda \partial \lambda'} - \frac{\partial^2 \tilde{l}_t}{\partial \lambda \partial \lambda'} = \left( \frac{\xi_t^2}{h_t} - 1 \right) \left( \frac{\partial^2 \ln h_t}{\partial \lambda \partial \lambda'} - \frac{\partial^2 \ln \tilde{h}_t}{\partial \lambda \partial \lambda'} \right) + \left( \frac{\xi_t^2}{h_t} - \frac{\tilde{\xi}_t^2}{h_t} \right) \left( \frac{\partial^2 \ln \tilde{h}_t}{\partial \lambda \partial \lambda'} - \frac{\partial \ln \tilde{h}_t \partial \ln \tilde{h}_t}{\partial \lambda \partial \lambda'} \right)$$

$$+ \left( 2 \frac{\partial \xi_t}{\partial \lambda} \frac{\partial \ln h_t}{\partial \lambda'} - \frac{\partial^2 \xi_t}{\partial \lambda \partial \lambda'} + 2 \frac{\partial \xi_t}{\partial \lambda} \frac{\partial \ln h_t}{\partial \lambda'} \right) \left( \frac{\xi_t}{h_t} - \frac{\tilde{\xi}_t}{h_t} \right)$$

$$+ 2 \left( \frac{\partial^2 \xi_t}{\partial \lambda \partial \lambda'} - \frac{\partial^2 \xi_t}{\partial \lambda \partial \lambda'} \right) \frac{\tilde{\xi}_t}{h_t} + 2 \frac{\partial \xi_t}{\partial \lambda'} \frac{\partial \xi_t}{\partial \lambda} \left( \frac{1}{h_t} - \frac{1}{\tilde{h}_t} \right) + L_{11} + L_{12} + L_{13} + L_{14},$$

where:

$$L_{11} = 2 \left( \frac{\partial \xi_t}{\partial \lambda'} \frac{\partial \ln h_t}{\partial \lambda} - \frac{\partial \tilde{\xi}_t}{\partial \lambda'} \frac{\partial \ln \tilde{h}_t}{\partial \lambda} \right) \frac{\tilde{\xi}_t}{h_t}$$

$$= 2 \frac{\partial \xi_t}{\partial \lambda'} \left( \frac{\partial \ln h_t}{\partial \lambda} - \frac{\partial \ln \tilde{h}_t}{\partial \lambda} \right) \frac{\xi_t}{h_t} + 2 \left( \frac{\partial \xi_t}{\partial \lambda'} - \frac{\partial \tilde{\xi}_t}{\partial \lambda'} \right) \frac{\partial \ln \tilde{h}_t \frac{\xi_t}{h_t}}{h_t},$$

$$L_{12} = 2 \left( \frac{\partial \xi_t}{\partial \lambda} \frac{\partial \ln h_t}{\partial \lambda'} - \frac{\partial \tilde{\xi}_t}{\partial \lambda} \frac{\partial \ln \tilde{h}_t}{\partial \lambda'} \right) \frac{\tilde{\xi}_t}{h_t}$$

$$= 2 \frac{\partial \xi_t}{\partial \lambda} \left( \frac{\partial \ln h_t}{\partial \lambda'} - \frac{\partial \ln \tilde{h}_t}{\partial \lambda'} \right) \frac{\xi_t}{h_t} + 2 \left( \frac{\partial \xi_t}{\partial \lambda} - \frac{\partial \tilde{\xi}_t}{\partial \lambda} \right) \frac{\partial \ln \tilde{h}_t \frac{\xi_t}{h_t}}{h_t},$$

$$L_{13} = \frac{\xi_t^2}{h_t} \left( \frac{\partial \ln \tilde{h}_t \partial \ln \tilde{h}_t}{\partial \lambda'} - \frac{\partial \ln h_t \partial \ln h_t}{\partial \lambda} \right)$$

$$= \frac{\xi_t^2}{h_t} \frac{\partial \ln \tilde{h}_t}{\partial \lambda'} \left( \frac{\partial \ln \tilde{h}_t}{\partial \lambda} - \frac{\partial \ln h_t}{\partial \lambda} \right) + \frac{\xi_t^2}{h_t} \left( \frac{\partial \ln \tilde{h}_t}{\partial \lambda} - \frac{\partial \ln h_t}{\partial \lambda} \right) \frac{\partial \ln h_t}{\partial \lambda},$$
\[ L_{14} = 2 \left( \frac{\partial \xi_t}{\partial \lambda'} \frac{\partial \xi_t}{\partial \lambda} - \frac{\partial \xi_t}{\partial \lambda} \frac{\partial \xi_t}{\partial \lambda'} \right) \frac{1}{h_t} \]

\[ = \frac{2 \partial \xi_t}{\partial \lambda} \left( \frac{\partial \xi_t}{\partial \lambda} - \frac{\partial \xi_t}{\partial \lambda} \right) \frac{1}{h_t} + 2 \left( \frac{\partial \xi_t}{\partial \lambda'} - \frac{\partial \xi_t}{\partial \lambda'} \frac{\partial \xi_t}{\partial \lambda} \right) \frac{\partial \xi_t}{\partial \lambda} \frac{1}{h_t}. \]

Similar to the subsection 3.4.4, it is able to obtain:

\[ \left\| \frac{\partial^2 \ln h_t}{\partial \lambda \partial \lambda'} - \frac{\partial^2 \ln \tilde{h}_t}{\partial \lambda \partial \lambda'} \right\| = o_p(1), \]

and similar to the proof of the Lemma 3.5.4:

\[ \sup_{\lambda \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \left[ \left( \frac{\partial^2 \tilde{\xi}_t}{\partial \lambda \partial \lambda'} - \frac{\partial^2 \xi_t}{\partial \lambda \partial \lambda'} \right) \right] \right\| = o_p(1), \]  

(3.93)

then:

\[ \sup_{\lambda \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \left[ \left( 1 - \frac{\xi_t^2}{h_t} \right) \left( \frac{\partial^2 \ln h_t}{\partial \lambda \partial \lambda'} - \frac{\partial^2 \ln \tilde{h}_t}{\partial \lambda \partial \lambda'} \right) \right] \right\| = o_p(1), \]  

(3.94)

and:

\[ \sup_{\lambda \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \left[ \left( \frac{\partial^2 \tilde{\xi}_t}{\partial \lambda \partial \lambda'} - \frac{\partial^2 \xi_t}{\partial \lambda \partial \lambda'} \right) \frac{\tilde{\xi}_t}{h_t} \right] \right\| = o_p(1), \]  

(3.95)

and by Lemma 3.5.3 and 3.5.4:

\[ \sup_{\lambda \in \Theta} \frac{1}{n} \sum_{t=1}^{n} \left| \frac{\xi_t^2}{h_t} - \frac{\tilde{\xi}_t^2}{h_t} \right| = o_p(1), \]  

(3.96)

and:

\[ \sup_{\lambda \in \Theta} \frac{1}{n} \sum_{t=1}^{n} \left| \frac{\xi_t}{h_t} - \frac{\tilde{\xi}_t}{h_t} \right| = o_p(1). \]  

(3.97)

In addition:

\[ \sup_{\lambda \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial \xi_t}{\partial \lambda'} - \frac{\partial \tilde{\xi}_t}{\partial \lambda'} \right] \right\| = o_p(1), \]  

(3.98)

and:

\[ \sup_{\lambda \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial \ln \tilde{h}_t}{\partial \lambda'} - \frac{\partial \ln h_t}{\partial \lambda'} \right] \right\| = o_p(1). \]  

(3.99)

Thereby:

\[ \sup_{\lambda \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial^2 \tilde{\xi}_t}{\partial \lambda \partial \lambda'} - \frac{\partial^2 \xi_t}{\partial \lambda \partial \lambda'} \right] \right\| = o_p(1). \]  

(3.100)

This completes the proof.  \[ \blacksquare \]
3.8.8 Proof of Lemma 3.5.6

Proof of Lemma 3.5.6. To prove (i), since:

\[
\begin{bmatrix}
\frac{\partial h_t}{\partial h_t} & \frac{\partial h_t}{\partial \lambda} \\
\frac{\partial l_t}{\partial h_t} & \frac{\partial l_t}{\partial \lambda}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial l_t}{\partial \lambda} \\
\frac{\partial l_t}{\partial \lambda'}
\end{bmatrix}
= \begin{bmatrix}
\left(\frac{\xi_t^2}{h_t} - 1\right)^2 \frac{\partial \ln h_t}{\partial \lambda} \frac{\partial \ln h_t}{\partial \lambda'} \\
\left(\frac{\xi_t^2}{h_t} - 1\right) \frac{\partial \ln h_t}{\partial \lambda} \frac{\partial \xi_t}{\partial \lambda'} - \left(\frac{\xi_t^2}{h_t} - 1\right)^2 \frac{\partial \ln h_t}{\partial \lambda} \frac{\partial \ln h_{0t}}{\partial \lambda'}
\end{bmatrix}
\]

Then, it is necessary to hold the following conditions (ignore the constant) to ensure the convergence of the difference between \((\partial h_t/\partial \lambda)^2\) and \((\partial l_{0t}/\partial \lambda)^2\), firstly considers the convergence of the following equation:

\[
\begin{align*}
&\left\|
\begin{bmatrix}
\left(\frac{\xi_t^2}{h_t} - 1\right)^2 \frac{\partial \ln h_t}{\partial \lambda} \frac{\partial \ln h_t}{\partial \lambda'} \\
\left(\frac{\xi_t^2}{h_t} - 1\right) \frac{\partial \ln h_t}{\partial \lambda} \frac{\partial \xi_t}{\partial \lambda'} - \left(\frac{\xi_t^2}{h_t} - 1\right)^2 \frac{\partial \ln h_t}{\partial \lambda} \frac{\partial \ln h_{0t}}{\partial \lambda'}
\end{bmatrix}
\right\| \\
\leq &\left(\frac{\xi_{0t}^2}{h_{0t}} - 1\right)^2 \left\| \frac{\partial \ln h_t}{\partial \lambda} \frac{\partial \ln h_t}{\partial \lambda'} \right\| \\
&+ \left(\frac{\xi_t^2}{h_t} - 1\right)^2 \left(\frac{\xi_t^2}{h_t} - 1\right)^2 \left\| \frac{\partial \ln h_t}{\partial \lambda} \right\|^2 \\
= &\left(\frac{\xi_{0t}^2}{h_{0t}} - 1\right)^2 \left\| \frac{\partial \ln h_t}{\partial \lambda} \frac{\partial \ln h_t}{\partial \lambda'} \right\| \\
&+ \left(\frac{\xi_t^2}{h_t} - 1\right)^2 \left(\frac{\xi_t^2}{h_t} - 1\right)^2 \left\| \frac{\partial \ln h_t}{\partial \lambda} \right\|^2 \\
&- 2 \frac{\partial \ln h_t}{\partial \lambda} \frac{\partial \ln h_{0t}}{\partial \lambda'} + 2 \frac{\partial \ln h_{0t}}{\partial \lambda} \frac{\partial \ln h_{0t}}{\partial \lambda'} \\
&+ \left(\frac{\xi_{0t}^2}{h_{0t}} - 1\right)^2 \left(\frac{\xi_{0t}^2}{h_{0t}} - 1\right)^2 \left\| \frac{\partial \ln h_t}{\partial \lambda} \right\|^2 \\
&+ \left(\frac{\xi_t^2}{h_t} - 1\right)^2 \left(\frac{\xi_t^2}{h_t} - 1\right)^2 \left\| \frac{\partial \ln h_t}{\partial \lambda} \right\|^2 \\
&+ \left(\frac{\xi_{0t}^2}{h_{0t}} - 1\right)^2 \left(\frac{\xi_{0t}^2}{h_{0t}} - 1\right)^2 \left\| \frac{\partial \ln h_t}{\partial h_t} \right\|^2.
\end{align*}
\]
In the third term of the inequality (3.101):

\[
\left| \left( \frac{\xi_t^2}{h_t} - 1 \right)^2 - \left( \frac{\xi_{0t}^2}{h_{0t}} - 1 \right)^2 \right|
\]

\[
\leq \left| \left( \frac{\xi_t^2}{h_t} - 1 \right)^2 - 2 \left( \frac{\xi_t^2}{h_t} - 1 \right) \left( \frac{\xi_{0t}^2}{h_{0t}} - 1 \right) + \left( \frac{\xi_{0t}^2}{h_{0t}} - 1 \right)^2 \right|
\]

\[
+ 2 \left( \frac{\xi_t^2}{h_t} - 1 \right) \left( \frac{\xi_{0t}^2}{h_{0t}} - 1 \right) - 2 \left( \frac{\xi_{0t}^2}{h_{0t}} - 1 \right)^2
\]

\[
= \left| \left( \frac{\xi_t^2}{h_t} - 1 \right) - \left( \frac{\xi_{0t}^2}{h_{0t}} - 1 \right) \right|^2 + 2 \left| \left( \frac{\xi_t^2}{h_t} - 1 \right) - \left( \frac{\xi_{0t}^2}{h_{0t}} - 1 \right) \right| \left| \frac{\xi_{0t}^2}{h_{0t}} - 1 \right|
\]

\[
= \frac{\xi_t^2}{h_t} - \frac{\xi_{0t}^2}{h_{0t}} \right|^2 + 2 \left| \frac{\xi_t^2}{h_t} - \frac{\xi_{0t}^2}{h_{0t}} \right| \left| \frac{\xi_{0t}^2}{h_{0t}} - 1 \right|
\]

where:

\[
\left| \frac{\xi_t^2}{h_t} - \frac{\xi_{0t}^2}{h_{0t}} \right| = \left| \frac{\xi_t^2}{h_t} - \frac{\xi_{0t}^2}{h_{0t}} \right|
\]

\[
= \frac{\xi_t^2}{h_t} - 2 \frac{\xi_t \xi_{0t}}{h_t h_{0t}} + \frac{\xi_{0t}^2}{h_{0t}} + 2 \frac{\xi_t \xi_{0t}}{h_t h_{0t}} - 2 \frac{\xi_{0t}^2}{h_{0t}}
\]

\[
\leq \left| \frac{\xi_t}{\sqrt{h_t}} - \frac{\xi_{0t}}{\sqrt{h_{0t}}} \right|^2 + 2 \left| \frac{\xi_t}{\sqrt{h_t}} - \frac{\xi_{0t}}{\sqrt{h_{0t}}} \right| \left| \frac{\xi_{0t}}{\sqrt{h_{0t}}} \right|
\]

and:

\[
\left| \frac{\xi_t}{\sqrt{h_t}} - \frac{\xi_{0t}}{\sqrt{h_{0t}}} \right|
\]

\[
\leq |\xi_t - \xi_{0t}| \frac{1}{\sqrt{h_t}} + |\sqrt{h_t} - \sqrt{h_{0t}}| \left| \frac{\xi_{0t}}{\sqrt{h_{0t}}} \right|
\]

\[
\leq \|\sqrt{n}(\lambda_n - \lambda_0)\| \frac{1}{\sqrt{n}} \max_{1 \leq t \leq n} \left( \left\| \frac{\partial \xi_t}{\partial \lambda} \right\| \right) \frac{1}{\sqrt{h_t}}
\]

\[
+ \frac{\|\xi_{0t}\|}{\sqrt{h_{0t}}} \frac{1}{\sqrt{n}} \|\sqrt{n}(\lambda_n - \lambda_0)\| \max_{1 \leq t \leq n} \left( \left\| \frac{\partial \ln h_t}{\partial \lambda} \right\| \right) \lambda_{1n}^\dagger
\]

\[
= o_p(1) + o_p(1)|z_{0t}|^2;
\]

where \(\lambda_{1n}^\dagger\) and \(\lambda_{2n}^\dagger\) lie between \(\lambda_n\) and \(\lambda_0\). Thus:

\[
\left| \left( \frac{\xi_t^2}{h_t} - 1 \right)^2 - \left( \frac{\xi_{0t}^2}{h_{0t}} - 1 \right)^2 \right| \leq o_p(1) + o_p(1)|z_{0t}|^4.
\]
And by the Taylor expansion:

\[
\frac{\partial \ln h_t}{\partial \lambda} - \frac{\partial \ln h_{0t}}{\partial \lambda} = \left. \frac{\partial^2 \ln h_t}{\partial \lambda \partial \lambda'} \right|_{\lambda_0^*} (\lambda_t - \lambda_0), \tag{3.102}
\]

where \(\lambda_0^*\) lies between \(\lambda_0\) and \(\lambda_n\). For the conditional variance equation, by Lemma 3.5.4:

\[
E \left\| \frac{\partial \ln h_t}{\partial \lambda} \right\|^2 < \infty.
\]

Then, according to Chung (1968):

\[
\frac{1}{\sqrt{n}} \max_{1 \leq t \leq n} \sup_{\lambda \in \Theta} \left| \frac{\partial \ln h_t}{\partial \lambda} \right| = o_p(1), \tag{3.103}
\]

and:

\[
\frac{1}{\sqrt{n}} \max_{1 \leq t \leq n} \sup_{\lambda \in \Theta} \left\| \frac{\partial^2 \ln h_t}{\partial \lambda \partial \lambda'} \right\| = o_p(1) \tag{3.104}
\]

as well. Then:

\[
\left\| \left( \frac{\xi_t^2}{h_t} - 1 \right) \frac{\partial \ln h_t}{\partial \lambda} \frac{\partial \ln h_t}{\partial \lambda'} - \left( \frac{\xi_{0t}^2}{h_{0t}} - 1 \right) \frac{\partial \ln h_{0t}}{\partial \lambda} \frac{\partial \ln h_{0t}}{\partial \lambda'} \right\|
\]

\[
\leq \left( \frac{\xi_{0t}^2}{h_{0t}} - 1 \right)^2 \left\| \frac{\partial \ln h_t}{\partial \lambda} - \frac{\partial \ln h_{0t}}{\partial \lambda} \right\|^2 + 2 \left( \frac{\xi_{0t}^2}{h_{0t}} - 1 \right)^2 \left\| \frac{\partial \ln h_t}{\partial \lambda} - \frac{\partial \ln h_{0t}}{\partial \lambda} \right\| \left\| \frac{\partial \ln h_{0t}}{\partial \lambda} \right\|
\]

\[
+ (o_p(1) + o_p(1)|z_{0t}|^4) \left\| \frac{\partial \ln h_t}{\partial \lambda} \right\|^2
\]

\[
= \left( \frac{\xi_{0t}^2}{h_{0t}} - 1 \right)^2 \left\| \frac{\partial^2 \ln h_t}{\partial \lambda \partial \lambda'} \right\| \lambda_t - \lambda_0 \right\|^2 + 2 \left( \frac{\xi_{0t}^2}{h_{0t}} - 1 \right)^2 \left\| \frac{\partial^2 \ln h_t}{\partial \lambda \partial \lambda'} \right\| \lambda_t - \lambda_0 \right\| \left\| \frac{\partial \ln h_{0t}}{\partial \lambda} \right\|
\]

\[
+ (o_p(1) + o_p(1)|z_{0t}|^4) \left\| \frac{\partial \ln h_t}{\partial \lambda} \right\|^2
\]

\[
\leq \left( \frac{\xi_{0t}^2}{h_{0t}} - 1 \right)^2 \left\| \frac{1}{\sqrt{n}} \left\| \sqrt{n}(\lambda_t - \lambda_0) \right\|^2 \right\| \left\| \frac{\partial^2 \ln h_t}{\partial \lambda \partial \lambda'} \right\|^2 + \left( \frac{\xi_{0t}^2}{h_{0t}} - 1 \right)^2 \left\| \frac{1}{\sqrt{n}} \left\| \sqrt{n}(\lambda_t - \lambda_0) \right\| \left\| \frac{\partial^2 \ln h_t}{\partial \lambda \partial \lambda'} \right\| \right.
\]

\[
+ \frac{\partial \ln h_t}{\partial \lambda} \right\| + (o_p(1) + o_p(1)|z_{0t}|^4) \left\| \frac{\partial \ln h_t}{\partial \lambda} \right\|^2
\]

\[
= o_p(1) \left[ \left\| \frac{\partial^2 \ln h_t}{\partial \lambda \partial \lambda'} \right\|^2 + \left\| \frac{\partial^2 \ln h_t}{\partial \lambda \partial \lambda'} \right\| \left\| \frac{\partial \ln h_t}{\partial \lambda} \right\| + \frac{\partial \ln h_t}{\partial \lambda} \right\|^2 \right] \left[ 1 + |z_{0t}|^4 \right]
\]

\[
= o_p(1) H \left[ 1 + |z_{0t}|^4 \right],
\]
where \( H = \| \frac{\partial^2 \ln h_t}{\partial \lambda^2} \| + \| \frac{\partial \ln h_t}{\partial \lambda} \|^2 + \| \frac{\partial \ln h_t}{\partial \lambda} \|^2. \) Then, under the conditions \( E[y_t]^4 < \infty, E[z_t]^4 < \infty, \) thus, \( E[H (1 + |z_0|^4)] < \infty. \) According to the ergodic theorem,

\[
\frac{1}{n} \sum_{t=1}^{n} H (1 + |z_0|^4) = o_p(1). \tag{3.105}
\]

That is:

\[
\frac{1}{n} \sum_{t=1}^{n} \left\| \left( \frac{\xi_t^2}{h_t} - 1 \right)^2 \frac{\partial \ln h_t}{\partial \lambda} \right\| = o_p(1). \tag{3.106}
\]

Then, for the term:

\[
\frac{1}{n} \sum_{t=1}^{n} \left\| \left( \frac{\xi_t^2}{h_t} - 1 \right)^2 \frac{\partial \ln h_t}{\partial \lambda} - \left( \frac{\xi_0^2}{h_0} - 1 \right)^2 \frac{\partial \ln h_0}{\partial \lambda} \right\| = o_p(1).
\]

since

\[
\left\| \frac{\partial \xi_t}{\partial \varphi} \right\| \leq c_0 + c_1 \sum_{i=1}^{\infty} \rho_i^t |y_{t-i}| = R_{1t},
\]

\( E[y_t^2] < \infty. \) Then, following Chung (1968):

\[
\frac{1}{\sqrt{n}} \max_{1 \leq t \leq n} \sup_{\lambda \in \Theta} \left| \frac{\partial \xi_t}{\partial \varphi} \right| = o_p(1). \tag{3.107}
\]

And according to the Taylor expansion:

\[
\frac{\partial \xi_t}{\partial \varphi} \frac{\partial \xi_0}{\partial \varphi} = \frac{\partial^2 \xi_0}{\partial \varphi^2} \bigg|_{\varphi_n} (\varphi_n - \varphi_0), \tag{3.108}
\]

where \( \varphi_n \) lies between \( \varphi_n \) and \( \varphi_0. \) Since:

\[
\frac{\xi_t^2 - \xi_0^2}{h_t^2 - h_0^2} \leq \frac{\xi_t^2 - \xi_0^2}{h_t^2 - h_0^2} + \frac{\xi_t^2 - \xi_0^2}{h_t h_0} - \frac{\xi_0^2}{h_0}
\]

\[
= \frac{1}{h_t} \left( \frac{\xi_t^2 - \xi_0^2}{h_t} + \frac{\xi_0^2}{h_0} \right).
\]
where:

\[
\frac{\xi^2_t}{h_t} - \frac{\xi^2_{0t}}{h_{0t}} = o_p(1) + o_p(1)|z_{0t}|^2;
\]

and:

\[
\max \left| \frac{1}{h_t} - \frac{1}{h_{0t}} \right| = \| \sqrt{n}(\lambda_n - \lambda_0) \| \left\| \frac{1}{\sqrt{n}} \max \left| \frac{1}{h_t} \frac{\partial \ln h_t}{\partial \lambda} \right| \right\| = o_p(1).
\]

Then:

\[
\left| \frac{1}{h_t} \left( 1 - \frac{\xi^2_t}{h_t} \right) - \frac{1}{h_{0t}} \left( 1 - \frac{\xi^2_{0t}}{h_{0t}} \right) \right|
\]

\[
= \left| \frac{1}{h_t} \left( 1 - \frac{\xi^2_t}{h_t} \right) - \frac{1}{h_{0t}} \left( 1 - \frac{\xi^2_{0t}}{h_{0t}} \right) + \frac{1}{h_{0t}} \left( 1 - \frac{\xi^2_{0t}}{h_{0t}} \right) \right|
\]

\[
\leq \frac{1}{h_t} \frac{\xi^2_t}{h_t} - \frac{1}{h_{0t}} \frac{\xi^2_{0t}}{h_{0t}} + \left| \frac{1}{h_t} - \frac{1}{h_{0t}} \right| \left| 1 - \frac{\xi^2_{0t}}{h_{0t}} \right|
\]

\[
= o_p(1) + o_p(1)|z_{0t}|^2.
\]

Thus:

\[
\frac{1}{n} \sum_{t=1}^{n} 4 \left\| \frac{\xi^2_t \partial \xi_t \partial \xi^2_t}{h^2_t \partial \lambda \partial \lambda'} - \frac{\xi^2_{0t} \partial \xi_{0t} \partial \xi^2_{0t}}{h^2_{0t} \partial \lambda \partial \lambda'} \right\| = o_p(1). \tag{3.109}
\]

Then, for the term:

\[
\left\| \frac{\xi_t \left( \frac{\xi^2_t}{h_t} - 1 \right) \partial \xi_t \partial \ln h_t - \frac{\xi_{0t} \left( \frac{\xi^2_{0t}}{h_{0t}} - 1 \right)}{h_{0t}} \partial \xi_{0t} \partial \ln h_{0t}}{h_t} \partial \lambda \partial \lambda' \right\| \tag{3.110}
\]

\[
\leq \left\| \frac{\xi_t \left( \frac{\xi^2_t}{h_t} - 1 \right)}{h_t} - \frac{\xi_{0t} \left( \frac{\xi^2_{0t}}{h_{0t}} - 1 \right)}{h_{0t}} \right\| \left\| \frac{\partial \xi_t \partial \ln h_t}{\partial \lambda} \partial \lambda' \right\|
\]

\[
+ \left\| \frac{\xi_{0t} \left( \frac{\xi^2_{0t}}{h_{0t}} - 1 \right)}{h_{0t}} \right\| \left\| \frac{\partial \xi_{0t} \partial \ln h_{0t}}{\partial \lambda} \partial \lambda' \right\|
\]

and for the first term of the right hand side of inequality (3.110):

\[
\left\| \frac{\xi_t \left( \frac{\xi^2_t}{h_t} - 1 \right) - \xi_{0t} \left( \frac{\xi^2_{0t}}{h_{0t}} - 1 \right)}{h_{0t}} \right\| \left\| \frac{\partial \xi_t \partial \ln h_t}{\partial \lambda} \right\|
\]

\[
\leq \left( \frac{\xi_t}{h_t} - \frac{\xi_{0t}}{h_{0t}} \right) \left| \frac{\xi^2_t}{h_t} - 1 \right| + \left( \frac{\xi_{0t}}{h_{0t}} \right) \left| \frac{\xi^2_{0t}}{h_{0t}} - 1 \right| \left\| \frac{\partial \xi_t \partial \ln h_t}{\partial \lambda} \right\|
\]

\[
= o_p(1),
\]
and:

\[
\left|\frac{\xi_{ot}}{h_{ot}} \left(\frac{\xi_{ot}^2}{h_{ot}} - 1\right) - \frac{\partial \xi_t \partial \ln h_t - \partial \xi_{ot} \partial \ln h_{ot}}{\partial \lambda \partial \lambda'}\right| \leq \left|\frac{z_{ot}}{\sqrt{h_{ot}}} \left(z_{ot}^2 - 1\right) - \frac{\partial \xi_t \partial \ln h_t - \partial \xi_{ot} \partial \ln h_{ot}}{\partial \lambda \partial \lambda'}\right| = o_p(1),
\]

because of:

\[
\left|\frac{\partial \xi_t \partial \ln h_t - \partial \xi_{ot} \partial \ln h_{ot}}{\partial \lambda \partial \lambda'}\right| \leq \left|\frac{\partial \xi_t \partial \ln h_t - \partial \xi_{ot} \partial \ln h_{ot}}{\partial \lambda \partial \lambda'}\right| + \left|\frac{\partial \xi_t \partial \xi_{ot}}{\partial \lambda \partial \lambda'}\right| \leq \frac{1}{\|\partial \lambda\| \|\partial \lambda'\|} \left|\frac{\partial \ln h_t - \partial \ln h_{ot}}{\partial \lambda} - \frac{\partial \ln h_t - \partial \ln h_{ot}}{\partial \lambda'}\right| = o_p(1).
\]

Then:

\[
\frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\xi_t}{h_t} \left(\frac{\xi_t^2}{h_t} - 1\right) - \frac{\partial \xi_t \partial \ln h_t - \partial \xi_{ot} \partial \ln h_{ot}}{\partial \lambda \partial \lambda'} \right]_{\lambda_n} = o_p(1). \tag{3.111}
\]

Finally:

\[
\frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial l_t \partial l_t}{\partial \lambda \partial \lambda'} - \frac{\partial l_{ot} \partial l_{ot}}{\partial \lambda \partial \lambda'} \right]_{\lambda_n} = o_p(1) \tag{3.112}
\]

(i) holds. Assume \((\partial l_{ot}/\partial \lambda)(\partial l_{ot}/\partial \lambda')\) is strictly stationary and ergodic and:

\[E\|\!(\partial l_{ot}/\partial \lambda)(\partial l_{ot}/\partial \lambda')\| < \infty.\]

By the ergodic theorem, it is able to obtain that:

\[
\frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial l_t \partial l_t}{\partial \lambda \partial \lambda'} \right]_{\lambda_n} = E \left[ \frac{\partial l_{ot} \partial l_{ot}}{\partial \lambda \partial \lambda'} \right] + o_p(1) = \Omega_0 + o_p(1).
\]

And similarly to Lemma 3.5.3, it is able to obtain:

\[
\frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial l_t \partial l_t}{\partial \lambda \partial \lambda'} - \frac{\partial \tilde{l}_t \partial \tilde{l}_t}{\partial \lambda \partial \lambda'} \right]_{\lambda_n} = o_p(1). \tag{3.113}
\]
Then:

\[
\frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial l_t}{\partial \lambda} \frac{\partial \hat{l}_t}{\partial \lambda} \right] - E \left[ \frac{\partial l_{0t}}{\partial \lambda} \frac{\partial l_{0t}}{\partial \lambda} \right] = o_p(1). \tag{3.114}
\]

\[
= \frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial l_t}{\partial \lambda} \frac{\partial l_t}{\partial \lambda} - \frac{\partial l_{0t}}{\partial \lambda} \frac{\partial l_{0t}}{\partial \lambda} \right] - E \left[ \frac{\partial l_{0t}}{\partial \lambda} \frac{\partial l_{0t}}{\partial \lambda} \right] = o_p(1).
\]

Thus (ii) holds, that is:

\[
\hat{\Omega}_n - E \left[ \frac{\partial l_{0t}}{\partial \lambda} \frac{\partial l_{0t}}{\partial \lambda} \right] = o_p(1). \tag{3.115}
\]

This means that \( \hat{\Omega}_n = \frac{1}{n} \sum_{t=1}^{n} \left[ (\partial \hat{l}_t/\partial \lambda)(\partial \hat{l}_t/\partial \lambda) \right] \) is a consistent estimator of \( \Omega_0 = E \left[ (\partial l_{0t}/\partial \lambda)(\partial l_{0t}/\partial \lambda) \right] \). This completes the proof.

### 3.8.9 Proof of Lemma 3.6.1

**Proof of Lemma 3.6.1.** Since:

\[
E|h_t(\theta)| = E|\ln h_t| + E \left[ \frac{\xi_t^2}{h_t} \right], \tag{3.116}
\]

and by the expression of the HYEGARCH(0, d, 0):

\[
E|\ln h_t| = E \left| \omega + \sum_{j=1}^{\infty} b_j g_1(z_{t-j}) \right| \\
\leq |\omega| + E \left[ \sum_{j=1}^{\infty} \max_{\varphi \in \Theta} |b_j g_1(z_{t-j})| \right] \\
\leq |\omega| + E |g_1(z_1)| E \left[ \sum_{j=1}^{\infty} \max_{\varphi \in \Theta} (c_j^{-d-1}) \right] \\
< \infty,
\]
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and suppose $|\theta| \leq 1$, then:

$$
\ln h_t = \omega + \sum_{j=1}^{\infty} b_j g_1(z_{t-j})
= \omega + \sum_{j=1}^{\infty} b_j \left( \theta \frac{\xi_{t-j}}{\sqrt{h_{t-j}}} + \left| \frac{\xi_{t-j}}{\sqrt{h_{t-j}}} \right| \right)
\geq \omega.
$$

Thus, $\ln h_t \geq \omega$, and $h_t \geq \exp(\omega)$, this ensures $h_t$ has lower bound over $\Theta$. Thereby, under $E[\xi_t^2] < \infty$, and:

$$
\sup_{\theta \in \Theta} E[|l_t(\vartheta)|] = \sup_{\theta \in \Theta} \left( E[|\ln h_t|] + E \left[ \frac{\xi_t^2}{h_t} \right] \right) \\
\leq \sup_{\theta \in \Theta} (E[|\ln h_t|]) + CE \left[ \xi_t^2 \right] \\
< \infty,
$$

$L_n(\vartheta)$ converges to the function $\mathcal{L}(\vartheta)$ by ergodicity of $\xi_t^2$ and $\ln h_t$ for each individual $\vartheta \in \Theta$. This completes the proof. ■

3.8.10 Proof of Lemma 3.6.2

Proof of Lemma 3.6.2. Since:

$$
\mathcal{L}(\vartheta) - \mathcal{L}(\vartheta_0)
= E[l_t(\vartheta)] - E[l_{0t}(\vartheta)] \\
= -E \ln |h_t(\vartheta)| - E \left[ \frac{\xi_t^2}{h_t(\vartheta)} \right] + E \ln |h_{0t}(\vartheta)| + E \left[ \frac{\xi_t^2}{h_{0t}(\vartheta)} \right] \\
= E \ln \frac{|h_{0t}(\vartheta)|}{h_t(\vartheta)} - E \left[ \frac{\xi_t^2}{h_t(\vartheta)} \right] + E \left[ \frac{\xi_t^2}{h_{0t}(\vartheta)} \right] \\
= E \ln \frac{|h_{0t}(\vartheta)|}{h_t(\vartheta)} - E \left[ \frac{h_{0t}(\vartheta)}{h_t(\vartheta)} \right] + E \left[ \frac{h_{0t}(\vartheta)}{h_{0t}(\vartheta)} \right] \\
= E \left[ \ln \frac{|h_{0t}(\vartheta)|}{h_t(\vartheta)} - \frac{h_{0t}(\vartheta)}{h_t(\vartheta)} + 1 \right],
$$
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and because of $\ln x < x - 1$ for $1 \neq x > 0$, thus:

$$\bar{L}(\vartheta) < \bar{L}(\vartheta_0),$$

and:

$$\bar{L}(\vartheta) = \bar{L}(\vartheta_0),$$

for all $\vartheta$ if and only if $h_{0t}(\vartheta)/h_t(\vartheta) = 1$, that is $h_t(\vartheta_0) = h_t(\vartheta)$ almost surely, and also $\ln h_t(\vartheta_0) = \ln h_t(\vartheta)$, $g(z_t)(\vartheta_0) = g(z_t)(\vartheta)$ which means that:

$$\omega_0 + \sum_{j=1}^{\infty} c_0 j^{-d_0-1} g(z_{0t-j}) = \omega + \sum_{j=1}^{\infty} c j^{-d-1} g(z_{t-j}). \quad (3.117)$$

Taking the variance of both sides of the above equation and reorganised it, then:

$$\sum_{j=1}^{\infty} E \left[ g(z_{0t-j})^2 \right] \left( c_0 j^{-d_0-1} - c j^{-d-1} \right)^2 = 0,$$

and $0 < E [g(z_{0t-j})^2] < \infty$, then:

$$\sum_{j=1}^{\infty} (c_0 j^{-d_0-1} - c j^{-d-1})^2 = 0, \quad (3.118)$$

this implies that $c_0 j^{-d_0-1} = c j^{-d-1}$ for all $j \geq 1$ and $c_0, c$ are positive constants. Then, the Equation (3.118) holds almost surely if and only if $c = c_0$ and $d = d_0$. Then, substituting $c = c_0$ and $d = d_0$ into the Equation (3.117), it is clear that $\omega_0 = \omega$ almost surely. This completes the proof.

3.8.11 Proof of Lemma 3.6.3

**Proof of Lemma 3.6.3.** Since:

$$\frac{\partial l_{0t}}{\partial \vartheta} = \left( \frac{\xi_i^2}{h_{0t}} - 1 \right) \frac{\partial \ln (h_{0t})}{\partial \vartheta},$$

then:

$$E \left[ \frac{\partial l_{0t}}{\partial \vartheta} \mid \mathcal{F}_{t-1} \right] = E \left[ \left( \frac{\xi_i^2}{h_{0t}} - 1 \right) \frac{\partial \ln (h_{0t})}{\partial \vartheta} \mid \mathcal{F}_{t-1} \right] = 0,$$

153
and:

\[
E \left[ \frac{\partial l_{0t} \partial l_{0t}}{\partial \vartheta \partial \vartheta'} \right] = E \left[ \left( \frac{\xi^2}{h_{0t}} - 1 \right)^2 \frac{\partial \ln (h_{0t})}{\partial \vartheta} \frac{\partial \ln (h_{0t})}{\partial \vartheta'} \right] < \infty,
\]

if \( E[z_{0t}]^4 < \infty \) and \( E \left[ \sum_{j=1}^{\infty} b_{0j} \left( -\frac{1}{2} \theta_{0z_{0t-j}} - \frac{1}{2} |z_{0t-j}| \right) \right]^2 < 1 \) by Lemma 3.6.4. Then:

\[
C' E \left[ \frac{\partial l_{0t} \partial l_{0t}}{\partial \vartheta \partial \vartheta'} \right] C
\]

\[
= E \left[ \left( \frac{\xi^2}{h_{0t}} - 1 \right)^2 \frac{C' \partial \ln (h_{0t})}{\partial \vartheta} \frac{\partial \ln (h_{0t})}{\partial \vartheta'} C \right]
\]

\[
= E \left[ \left( \frac{\xi^2}{h_{0t}} - 1 \right)^2 \left( C' \frac{\partial \ln (h_{0t})}{\partial \vartheta} \right)^2 \right]
\]

\[
> 0,
\]

where \( C \) is with the same dimension as \( \vartheta \), and:

\[
\frac{\partial \ln (h_{0t})}{\partial \vartheta} = \left( \begin{array}{c}
1 \\
\sum_{j=1}^{\infty} c_0 j^{d_{0t-1}} z_{0t-j} \\
\sum_{j=1}^{\infty} j^{d_{0t-1}} g_1 \left( \frac{\xi_{t-j}}{h_{0t-j}} \right) \\
- \sum_{j=1}^{\infty} c_0 j^{d_{0t-1}} \ln j \cdot g_1 \left( \frac{\xi_{t-j}}{h_{0t-j}} \right) \\
+ \sum_{j=1}^{\infty} b_{0j} \left( -\frac{1}{2} \theta_{0z_{0t-j}} - \frac{1}{2} |z_{0t-j}| \right) \frac{\partial \ln h_{0t-j}}{\partial \vartheta}
\end{array} \right)
\]

(3.119)

If assume that:

\[
(C' \frac{\partial \ln (h_{0t})}{\partial \vartheta'})^2 = 0,
\]

almost surely, and by the stationarity of \( \frac{\partial \ln (h_{0t})}{\partial \vartheta} \), then:

\[
C \left( \begin{array}{c}
1 \\
\sum_{j=1}^{\infty} c_0 j^{d_{0t-1}} z_{0t-j} \\
\sum_{j=1}^{\infty} j^{d_{0t-1}} g_1 \left( \frac{\xi_{t-j}}{h_{0t-j}} \right) \\
- \sum_{j=1}^{\infty} c_0 j^{d_{0t-1}} \ln j \cdot g_1 \left( \frac{\xi_{t-j}}{h_{0t-j}} \right)
\end{array} \right) = 0.
\]
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That is:

\[ c_1 + c_2 \sum_{j=1}^{\infty} c_0 j^{d_0 - 1} z_{t-j} + c_3 \sum_{j=1}^{\infty} j^{d_0 - 1} g(z_{t-j}) - c_4 \sum_{j=1}^{\infty} c_0 j^{d_0 - 1} \ln j g(z_{t-j}) = 0, \]

which means that:

\[
\begin{align*}
&c_1 + \left( c_2 \sum_{j=1}^{\infty} c_0 j^{d_0 - 1} + \theta c_3 \sum_{j=1}^{\infty} j^{d_0 - 1} - \theta c_4 \sum_{j=1}^{\infty} c_0 j^{d_0 - 1} \ln j \right) z_{t-j} \\
&+ \left( c_3 \sum_{j=2}^{\infty} j^{d_0 - 1} - c_4 \sum_{j=2}^{\infty} c_0 j^{d_0 - 1} \ln j \right) |z_{t-j}|
\end{align*}
\]

\[ = -c_3 |z_{t-1}|. \]

Then, similar to Straumann (2005) Section 5.4.1, since \( z_t \) with mean 0 and variance 1 and its distribution is not concentrated in two points, it is able to obtain that the left hand side of the above equation is independent to the right hand of the equation, thus \( c_3 = 0 \) almost surely; and:

\[
\begin{align*}
&c_1 + \left( c_2 \sum_{j=1}^{\infty} c_0 j^{d_0 - 1} - \theta c_4 \sum_{j=1}^{\infty} c_0 j^{d_0 - 1} \ln j \right) z_{t-j} \\
&+ \left( -c_4 \sum_{j=2}^{\infty} c_0 j^{d_0 - 1} \ln j \right) |z_{t-j}|
\end{align*}
\]

\[ = 0, \]

almost surely if and only if:

\[ c_1 = 0, \ c_4 = 0, \] and then \( c_2 = 0. \)

Thus, \( C = 0. \) Therefore, similar to the Theorem 6.3 of Schützner (2009), by the Theorem 23.1 in Billingsley (1968)\(^9\) and the Cramer-Wold device\(^10\), we can get:

\[
\frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{\partial l_{0t}}{\partial \theta} \rightarrow^d N(0, \Omega_{01}). \tag{3.120}
\]

\(^9\)The theorem 23.1 in Billingsley (1968): Let \( \{ \varepsilon_1, \varepsilon_2, \ldots \} \) be a stationary, ergodic process for which

\[ E \{ \varepsilon_n \mid \varepsilon_1, \varepsilon_2, \ldots, \varepsilon_{n-1} \} = 0 \]

with probability 1 and for which \( E[\varepsilon_n^2] = \sigma^2 \) is positive and finite. If \( X_n(t, \omega) = S_{[n, t]}^t(\omega)/\sigma \sqrt{n} \), then \( X_n \rightarrow^d W \).

\(^10\)Cramer-Wold device: Suppose \( \{ x_n \}_{n=1}^\infty \) is a sequence of random \( K \)-vectors that satisfies \( c Y_n \rightarrow^d c \overline{Y} \) as \( n \rightarrow \infty \) for all \( c \in \mathbb{R}^k \). Then \( Y_n \rightarrow^d Y \).
This completes the proof. ■

3.8.12 Proof of Lemma 3.6.4

Proof of Lemma 3.6.4. Since:

$$\frac{\partial^2 l_t(\vartheta)}{\partial \vartheta \partial \vartheta'} = \left( \frac{\xi_t^2}{h_t} - 1 \right) \frac{\partial^2 \ln (h_t)}{\partial \vartheta \partial \vartheta'} - \frac{\xi_t^2}{h_t} \frac{\partial \ln (h_t)}{\partial \vartheta'} \frac{\partial \ln (h_t)}{\partial \vartheta}$$

Taking expectation value on both sides of the above equation on true parameters:

$$E \left[ \frac{\partial^2 l_{0t}(\vartheta)}{\partial \vartheta \partial \vartheta'} \right] = E \left[ \left( \frac{\xi_t^2}{h_{0t}} - 1 \right) \frac{\partial^2 \ln (h_{0t})}{\partial \vartheta \partial \vartheta'} - \frac{\xi_t^2}{h_{0t}} \frac{\partial \ln (h_{0t})}{\partial \vartheta'} \frac{\partial \ln (h_{0t})}{\partial \vartheta} \right]$$

$$= E \left[ \left( \frac{\xi_t^2}{h_{0t}} - 1 \right) \frac{\partial^2 \ln (h_{0t})}{\partial \vartheta \partial \vartheta'} \right] - E \left[ \frac{\xi_t^2}{h_{0t}} \frac{\partial \ln (h_{0t})}{\partial \vartheta'} \frac{\partial \ln (h_{0t})}{\partial \vartheta} \right]$$

$$= -E \left[ \frac{\partial \ln (h_{0t})}{\partial \vartheta'} \frac{\partial \ln (h_{0t})}{\partial \vartheta} \right],$$

where:

$$E \left[ \left( \frac{\xi_t^2}{h_{0t}} - 1 \right) \frac{\partial^2 \ln (h_{0t})}{\partial \vartheta \partial \vartheta'} \right] = 0.$$

Thus, in order to prove the existence of $E \left[ \frac{\partial^2 l_{0t}(\vartheta)}{\partial \vartheta \partial \vartheta'} \right]$, it is essential to show the existence of $E \left[ \left( \frac{\partial \ln (h_{0t})}{\partial \vartheta} \right) \left( \frac{\partial \ln (h_{0t})}{\partial \vartheta} \right) \right]$. Where:

$$\frac{\partial \ln (h_{0t})}{\partial \vartheta} = \left( \begin{array}{c} 1 \\ \sum_{j=1}^{\infty} c_0 j^{-d_0 - 1} z_{0t-j} \\ \sum_{j=1}^{\infty} j^{-d_0 - 1} g_1 (z_{0t-j}) \\ - \sum_{j=1}^{\infty} c_0 j^{-d_0 - 1} \ln j \cdot g_1 (z_{0t-j}) \\ \sum_{j=1}^{\infty} b_{0j} \left( -\frac{1}{2} \theta_0 z_{0t-j} - \frac{1}{2} |z_{0t-j}| \right) \frac{\partial \ln h_{0t-j}}{\partial \vartheta} \end{array} \right).$$
Then,

\[
E \left\| \frac{\partial \ln h_{0t}}{\partial \theta} \right\|^2 \leq E \left\| \begin{pmatrix}
1 \\
\sum_{j=1}^{\infty} c_0 j^{-d_0-1} z_{0t-j} \\
\sum_{j=1}^{\infty} j^{-d_0-1} g_1 (z_{0t-j}) \\
-\sum_{j=1}^{\infty} c_0 j^{-d_0-1} \ln j \cdot g_1 (z_{0t-j}) \\
\end{pmatrix} \right\|^2 \\
+ E \left\| \sum_{j=1}^{\infty} b_{0j} \left(-\frac{1}{2} \theta_0 z_{0t-j} - \frac{1}{2} |z_{0t-j}|\right) \frac{\partial \ln h_{0t-j}}{\partial \theta} \right\|^2
\]

Thus, by the stationarity of \( \partial \ln h_{0t}/\partial \theta \), and if \( E [g_1 (z_{0t-j})^2] < \infty \), and:

\[
E \left\| \sum_{j=1}^{\infty} b_{0j} \left(-\frac{1}{2} \theta_0 z_{0t-j} - \frac{1}{2} |z_{0t-j}|\right) \right\|^2 < 1,
\]

then \( E \left\| \partial \ln h_{0t}/\partial \theta \right\|^2 < \infty \), and \( E [\partial^2 l_{0t}(\theta)/\partial \theta \partial \theta'] < \infty \). Thus, by the uniform convergence theorem and the \( \hat{\theta}_n \) is a consistent estimator of \( \theta_0 \), the following result

\[
\frac{1}{n} \sum_{t=1}^{n} \frac{\partial^2 l_t}{\partial \theta \partial \theta'} \bigg|_{\theta_0} - E \left[ \frac{\partial^2 l_{0t}}{\partial \theta \partial \theta'} \right] = o_p(1)
\]

holds. This completes the proof. ■

3.8.13 Proof of Lemma 3.6.5

Proof of Lemma 3.6.5. Similar procedure to the proof of Lemma 3.5.6, since:

\[
\frac{\partial l_t}{\partial \theta} \frac{\partial l_t}{\partial \theta'} = \left( \frac{\xi_t^2}{h_t} - 1 \right)^2 \frac{\partial \ln (h_t)}{\partial \theta} \frac{\partial \ln (h_t)}{\partial \theta'}
\]
then:

\[
\left\| \frac{\partial l_t \partial l_t}{\partial \theta \partial \theta'} - \frac{\partial l_{0t} \partial l_{0t}}{\partial \theta \partial \theta'} \right\| \leq \left( \frac{x_t^2}{h_{0t}} - 1 \right)^2 \left\| \frac{\partial \ln (h_t) \partial \ln (h_t)}{\partial \theta \partial \theta'} - \frac{\partial \ln (h_{0t}) \partial \ln (h_{0t})}{\partial \theta \partial \theta'} \right\|
\]

\[
\quad + \left\| \left( \frac{x_t^2}{h_t} - 1 \right)^2 - \left( \frac{x_t^2}{h_{0t}} - 1 \right)^2 \right\| \left\| \frac{\partial \ln (h_t) \partial \ln (h_t)}{\partial \theta \partial \theta'} \right\|
\]

\[
\leq \left( \frac{x_t^2}{h_{0t}} - 1 \right)^2 \left\{ \frac{\partial \ln (h_t)}{\partial \theta} - \frac{\partial \ln (h_{0t})}{\partial \theta} \right\}^2 + 2 \left( \frac{x_t^2}{h_{0t}} - 1 \right)^2 \left\{ \frac{\partial \ln (h_t)}{\partial \theta} - \frac{\partial \ln (h_{0t})}{\partial \theta} \right\}
\]

\[
\leq \left( \frac{x_t^2}{h_{0t}} - 1 \right)^2 \frac{1}{\sqrt{n}} \left\{ \sqrt{n} (\theta_t - \theta_0) \right\}^2 \left\| \frac{\partial^2 \ln h_t}{\partial \theta \partial \theta'} \right\|^2 + 2 \left( \frac{x_t^2}{h_{0t}} - 1 \right)^2 \frac{1}{\sqrt{n}} \left\{ \sqrt{n} (\theta_t - \theta_0) \right\}
\]

\[
\leq \left( \frac{x_t^2}{h_{0t}} - 1 \right)^2 \left( \frac{\partial \ln (h_{0t})}{\partial \theta} \right) + \left\| o_p(1) + o_p(1) ||z_{0t}||^4 \right\| \left\| \frac{\partial \ln h_t}{\partial \theta} \right\|^2
\]

\[
= \left( \frac{x_t^2}{h_{0t}} - 1 \right)^2 \left( \frac{\partial \ln (h_{0t})}{\partial \theta} \right) + \left\| o_p(1) + o_p(1) ||z_{0t}||^4 \right\| \left\| \frac{\partial \ln h_t}{\partial \theta} \right\|^2
\]

Thus:

\[
\frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial l_t \partial l_t}{\partial \theta \partial \theta'} - \frac{\partial l_{0t} \partial l_{0t}}{\partial \theta \partial \theta'} \right] \bigg|_{\theta_0} = o_p(1),
\]

and since:

\[
\frac{\partial l_{0t}}{\partial \theta} = \left( \frac{x_t^2}{h_{0t}} - 1 \right) \frac{\partial \ln (h_{0t})}{\partial \theta},
\]

then:

\[
E \left\| \frac{\partial l_{0t}}{\partial \theta} \right\|^2 = E \left( \frac{x_t^2}{h_{0t}} - 1 \right)^2 \left\| \frac{\partial \ln (h_{0t})}{\partial \theta} \right\|^2.
\]

Suppose \( E[|z_{0t}|^4] < \infty \), and since \( E \left\| \partial \ln h_{0t} / \partial \theta \right\|^2 < \infty \), thus by the uniform ergodic theorem:

\[
\frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial l_{0t} \partial l_{0t}}{\partial \theta \partial \theta'} \right] \bigg|_{\theta_0} - E \left[ \frac{\partial l_{0t} \partial l_{0t}}{\partial \theta \partial \theta'} \right] = o_p(1).
\]

This completes the proof. 
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3.8.14 Proof of Lemma 3.6.6

Proof of Lemma 3.6.6. The difference between \( L_n(\vartheta) \) and \( \tilde{L}_n(\vartheta) \) in the HYGARCH is as follows:

\[
\begin{align*}
&\sup_{\vartheta \in \Theta} \left| L_n(\vartheta) - \tilde{L}_n(\vartheta) \right| \\
&\leq \frac{1}{n} \sum_{t=1}^{n} \left| \xi_t^2 \right| \sup_{\vartheta \in \Theta} \left| \frac{1}{h_t(\vartheta)} - \frac{1}{\tilde{h}_t(\vartheta)} \right| \\
&\quad + \frac{1}{n} \sum_{t=1}^{n} \sup_{\vartheta \in \Theta} \left| \ln(h_t(\vartheta)) - \ln(\tilde{h}_t(\vartheta)) \right| \\
&\leq C \left( \frac{1}{n} \sum_{t=1}^{n} \left| \xi_t^2 \right| \sup_{\vartheta \in \Theta} \left| \ln h_t(\vartheta) - \ln \tilde{h}_t(\vartheta) \right| \right) + \\
&\quad \frac{1}{n} \sum_{t=1}^{n} \sup_{\vartheta \in \Theta} \left| \ln(h_t(\vartheta)) - \ln(\tilde{h}_t(\vartheta)) \right| .
\end{align*}
\]

The first inequality follows directly from the triangle inequality, and the second inequality is obtained by the mean value theorem. Then:

\[
\begin{align*}
&E \left[ \sup_{\vartheta \in \Theta} \left| L_n(\vartheta) - \tilde{L}_n(\vartheta) \right| \right] \\
&\leq C \frac{1}{n} \sum_{t=1}^{n} \left( E \left[ \left| \xi_t^2 \right| \sup_{\vartheta \in \Theta} \left| \ln h_t(\vartheta) - \ln \tilde{h}_t(\vartheta) \right| \right] \right) + \\
&\quad C \frac{1}{n} \sum_{t=1}^{n} E \left[ \sup_{\vartheta \in \Theta} \left| \ln h_t(\vartheta) - \ln \tilde{h}_t(\vartheta) \right| \right] \\
&\leq C \frac{1}{n} \sum_{t=1}^{n} \left( E \left[ \left| \xi_t^2 \right| \right] \frac{1}{2} \left[ \sup_{\vartheta \in \Theta} E \left| \ln h_t(\vartheta) - \ln \tilde{h}_t(\vartheta) \right|^2 \right]^{\frac{1}{2}} \right) + \\
&\quad C \frac{1}{n} \sum_{t=1}^{n} E \left[ \sup_{\vartheta \in \Theta} \left| \ln h_t(\vartheta) - \ln \tilde{h}_t(\vartheta) \right| \right] \\
\end{align*}
\]

Since:

\[
\left| \ln h_t(\vartheta) - \ln \tilde{h}_t(\vartheta) \right| = O(n^{-d}),
\]

then:

\[
\frac{1}{n} \sum_{t=1}^{n} \left[ \sup_{\vartheta \in \Theta} E \left| \ln h_t(\vartheta) - \ln \tilde{h}_t(\vartheta) \right|^2 \right]^{\frac{1}{2}} \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty.
\]
And $E[\xi_t]^4 < \infty$ if $E[z_t]^4 < \infty$ since $E[h_t]^2$ can be finite by Section 2.4, finally:

$$E \left[ \sup_{\vartheta \in \Theta} \left| L_n(\vartheta) - \tilde{L}_n(\vartheta) \right| \right] \to 0 \text{ as } n \to \infty.$$ 

This completes the proof. ■

### 3.8.15 Proof of Theorem 3.6.2

**Proof of Theorem 3.6.2.** Similar to Theorem 3.5.2, the Lemmas 3.6.1 and 3.6.2 show uniform convergence of the $L_n(\vartheta)$ to the function $\overline{L}(\vartheta)$ in probability. Moreover, $\overline{L}(\vartheta)$ obtain a unique maximum at $\vartheta_0$. And Lemma 3.6.6 shows the difference between $L_n(\vartheta)$ and $\tilde{L}_n(\vartheta)$ converges to zero in probability. Then since:

$$\sup_{\vartheta \in \Theta} |\tilde{L}_n(\vartheta) - \overline{L}(\vartheta)|$$

$$= \sup_{\vartheta \in \Theta} |\tilde{L}_n(\vartheta) + L_n(\vartheta) - L_n(\vartheta) - \overline{L}(\vartheta)|$$

$$\leq \sup_{\vartheta \in \Theta} |L_n(\vartheta) - \overline{L}(\vartheta)| + \sup_{\vartheta \in \Theta} |L_n(\vartheta) - \tilde{L}_n(\vartheta)|$$

$$= o_p(1),$$

thus, the $\hat{\vartheta}_n$ is a consistent estimator of $\vartheta_0$, as $n \to \infty$. This completes the proof. ■
3.8.16 Proof of Lemma 3.6.7

Proof of Lemma 3.6.7. Since:

\[
\frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial \ell_{0t}}{\partial \theta} - \frac{\partial \tilde{\ell}_{0t}}{\partial \tilde{\theta}} \right]
\]

\[
= \frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\xi_{t}^{2}}{\hat{h}_{0t}} - 1 \right] \frac{\partial \ln (h_{0t})}{\partial \theta} - \left( \frac{\xi_{t}^{2}}{\hat{h}_{0t}} - 1 \right) \frac{\partial \ln (\tilde{h}_{0t})}{\partial \tilde{\theta}} \right]
\]

\[
= \frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\xi_{t}^{2}}{\hat{h}_{0t}} - 1 \right] \left( \frac{\partial \ln (h_{0t})}{\partial \theta} - \frac{\partial \ln (\tilde{h}_{0t})}{\partial \tilde{\theta}} \right)
\]

\[
+ \frac{1}{n} \sum_{t=1}^{n} \left[ \xi_{t}^{2} \left( \frac{1}{\hat{h}_{0t}} - \frac{1}{h_{0t}} \right) \frac{\partial \ln (h_{0t})}{\partial \theta} \right],
\]

then:

\[
\sup_{\theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial \ell_{0t}}{\partial \theta} - \frac{\partial \tilde{\ell}_{0t}}{\partial \tilde{\theta}} \right] \right\| \leq \frac{1}{n} \sum_{t=1}^{n} \left| \frac{\xi_{t}^{2}}{\hat{h}_{0t}} - 1 \right| \sup_{\theta} \left\| \frac{\partial \ln (h_{0t})}{\partial \theta} - \frac{\partial \ln (\tilde{h}_{0t})}{\partial \tilde{\theta}} \right\|
\]

\[
+ C \frac{1}{n} \sum_{t=1}^{n} \xi_{t}^{2} \sup_{\theta} \left\| \ln h_{0t} - \ln \tilde{h}_{0t} \right\| \left\| \frac{\partial \ln (h_{0t})}{\partial \theta} \right\|,
\]

and:

\[
E \left[ \sup_{\theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial \ell_{0t}}{\partial \theta} - \frac{\partial \tilde{\ell}_{0t}}{\partial \tilde{\theta}} \right] \right\| \right]
\]

\[
\leq \frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\xi_{t}^{2}}{\hat{h}_{0t}} - 1 \right] \left( E \left[ \frac{\partial \ln (h_{0t})}{\partial \theta} - \frac{\partial \ln (\tilde{h}_{0t})}{\partial \tilde{\theta}} \right] \right)^{2} \]

\[
+ C \frac{1}{n} \sum_{t=1}^{n} \left[ E \left[ \frac{\xi_{t}^{2}}{\hat{h}_{0t}} \right] \right] \left[ E \left[ \sup_{\theta} \left\| \ln h_{0t} - \ln \tilde{h}_{0t} \right\| \right] \right] \left[ E \left[ \sup_{\theta} \left\| \frac{\partial \ln (h_{0t})}{\partial \theta} \right\| \right] \right] \frac{1}{2},
\]

by the invertibility property of HYEGARCH process and Lemma 3.6.6, we can get:

\[
E \left[ \sup_{\theta} \left\| \ln h_{0t} - \ln \tilde{h}_{0t} \right\| \right]^{4} = o_{p}(1),
\]
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and since:

\[
\frac{\partial \ln (h_{0t})}{\partial \theta} = \begin{pmatrix}
1 \\
\sum_{j=1}^{\infty} c_0 j^{-d_0-1} z_{0t-j} \\
\sum_{j=1}^{\infty} j^{-d_0-1} g_1 \left( \frac{\xi_{t-j}}{\sqrt{h_{0t-j}}} \right) \\
- \sum_{j=1}^{\infty} c_0 j^{-d_0-1} \ln j \cdot g_1 \left( \frac{\xi_{t-j}}{\sqrt{h_{0t-j}}} \right) \\
+ \sum_{j=1}^{\infty} b_{0j} \left( -\frac{1}{2} \theta z_{0t-j} - \frac{1}{2} |z_{0t-j}| \right) \frac{\partial \ln h_{0t-j}}{\partial \theta}
\end{pmatrix}
\] (3.122)

and:

\[
\frac{\partial \ln (\tilde{h}_{0t})}{\partial \theta} = \begin{pmatrix}
1 \\
\sum_{j=1}^{n} c_0 j^{-d_0-1} \tilde{z}_{0t-j} \\
\sum_{j=1}^{n} j^{-d_0-1} g_1 \left( \frac{\xi_{t-j}}{\sqrt{h_{0t-j}}} \right) \\
- \sum_{j=1}^{n} c_0 j^{-d_0-1} \ln j \cdot g_1 \left( \frac{\xi_{t-j}}{\sqrt{h_{0t-j}}} \right) \\
+ \sum_{j=1}^{n} b_{0j} \left( -\frac{1}{2} \theta \tilde{z}_{0t-j} - \frac{1}{2} |\tilde{z}_{0t-j}| \right) \frac{\partial \ln \tilde{h}_{0t-j}}{\partial \theta}
\end{pmatrix}
\] (3.123)

and \( \tilde{z}_{0t} \) converges to \( z_{0t} \) and \( \tilde{h}_{0t} \) converges to \( h_{0t} \) as \( n \) tends to infinity. Thus:

\[
\left\| \frac{\partial \ln (h_{0t})}{\partial \theta} - \frac{\partial \ln (\tilde{h}_{0t})}{\partial \theta} \right\| = o_p(1),
\]

and then:

\[
E \sup_{\theta \in \Theta} \left[ \left\| \frac{\partial \ln (h_{0t})}{\partial \theta} - \frac{\partial \ln (\tilde{h}_{0t})}{\partial \theta} \right\|^2 \right]^{\frac{1}{2}} = o_p(1),
\]

and suppose \( E[|z_{0t}|^4] < \infty \) and \( E\left\| \frac{\partial \ln (h_{0t})}{\partial \theta} \right\|^4 < \infty \), then:

\[
E \left[ \sup_{\theta \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \left[ \frac{\partial l_{0t}}{\partial \theta} - \frac{\partial \tilde{l}_{0t}}{\partial \theta} \right] \right\| \right] = o_p(1),
\]

as \( n \) tends to infinity. This completes the proof. \( \blacksquare \)
3.8.17 Proof of Lemma 3.6.8

Proof of Lemma 3.6.8. Since:

\[
\frac{\partial^2 l_t(\partial)}{\partial \partial \partial'} - \frac{\partial^2 \tilde{l}_t(\partial)}{\partial \partial \partial'} = \left( \frac{\xi^2_t}{h_t} - 1 \right) \frac{\partial^2 \ln (h_t)}{\partial \partial \partial'} - \left( \frac{\xi^2_t}{h_t} - 1 \right) \frac{\partial^2 \ln (\tilde{h}_t)}{\partial \partial \partial'}
\]

\[
+ \frac{\xi^2_t}{h_t} \frac{\partial \ln (\tilde{h}_t)}{\partial \partial'} \frac{\partial \ln (\tilde{h}_t)}{\partial \partial} - \frac{\xi^2_t}{h_t} \frac{\partial \ln (h_t)}{\partial \partial'} \frac{\partial \ln (h_t)}{\partial \partial},
\]

set:

\[ L_{21} = \left( \frac{\xi^2_t}{h_t} - 1 \right) \frac{\partial^2 \ln (h_t)}{\partial \partial \partial'} - \left( \frac{\xi^2_t}{h_t} - 1 \right) \frac{\partial^2 \ln (\tilde{h}_t)}{\partial \partial \partial'} \]

\[ = \left( \frac{\xi^2_t}{h_t} - 1 \right) \left( \frac{\partial^2 \ln (h_t)}{\partial \partial \partial'} - \frac{\partial^2 \ln (\tilde{h}_t)}{\partial \partial \partial'} \right) + \left( \frac{\xi^2_t}{h_t} - \frac{\xi^2_t}{h_t} \right) \frac{\partial^2 \ln (h_t)}{\partial \partial \partial'}, \]

and:

\[ L_{22} = \frac{\xi^2_t}{h_t} \frac{\partial \ln (h_t)}{\partial \partial'} \frac{\partial \ln (h_t)}{\partial \partial} - \frac{\xi^2_t}{h_t} \frac{\partial \ln (h_t)}{\partial \partial'} \frac{\partial \ln (h_t)}{\partial \partial} \]

\[ = \frac{\xi^2_t}{h_t} \left( \frac{\partial \ln (h_t)}{\partial \partial} - \frac{\partial \ln (h_t)}{\partial \partial'} \right) \left( \frac{\partial \ln (h_t)}{\partial \partial'} + \frac{\partial \ln (h_t)}{\partial \partial} \right) \]

\[ + \left( \frac{\xi^2_t}{h_t} - \frac{\xi^2_t}{h_t} \right) \frac{\partial \ln (h_t)}{\partial \partial'} \frac{\partial \ln (h_t)}{\partial \partial}. \]

Then:

\[
\sup_{\partial \in \Theta} \frac{1}{n} \sum_{t=1}^{n} \| L_{21} \| \leq \frac{1}{n} \sum_{t=1}^{n} \left| \frac{\xi^2_t}{h_t} - 1 \right| \sup_{\partial \in \Theta} \left\| \frac{\partial^2 \ln (h_t)}{\partial \partial \partial'} - \frac{\partial^2 \ln (\tilde{h}_t)}{\partial \partial \partial'} \right\| \]

\[ + \frac{1}{n} \sum_{t=1}^{n} \sup_{\partial \in \Theta} \left| \frac{\xi^2_t}{h_t} - \frac{\xi^2_t}{h_t} \right| \left\| \frac{\partial^2 \ln (h_t)}{\partial \partial \partial'} \right\|, \]
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and:

\[
\sup_{\vartheta \in \Theta} \frac{1}{n} \sum_{t=1}^{n} \|L_{22}\| \leq \frac{1}{n} \sum_{t=1}^{n} \left( \frac{\xi_t^2}{h_t} \right) \sup_{\vartheta \in \Theta} \left| \frac{\partial \ln (h_t)}{\partial \vartheta} - \frac{\partial \ln (h_t)}{\partial \vartheta'} \right| + \frac{1}{n} \sum_{t=1}^{n} \sup_{\vartheta \in \Theta} \left| \frac{\xi_t^2}{h_t} \right| \left| \frac{\partial \ln (h_t)}{\partial \vartheta'} \right|^2.
\]

Thus:

\[
E \sup_{\vartheta \in \Theta} \frac{1}{n} \sum_{t=1}^{n} \|L_{22}\| \leq \frac{1}{n} \sum_{t=1}^{n} \left[ E \left( \frac{\xi_t^2}{h_{0t}} \right) \right]^{\frac{1}{2}} \left[ E \left( \left| \frac{\partial \ln (h_t)}{\partial \vartheta} - \frac{\partial \ln (h_{0t})}{\partial \vartheta} \right| \right) \right]^{\frac{1}{4}} \left[ E \left| \frac{\partial \ln (h_t)}{\partial \vartheta'} + \frac{\partial \ln (h_t)}{\partial \vartheta} \right| \right]^{\frac{1}{4}} + \frac{1}{n} \sum_{t=1}^{n} \left[ E \sup_{\vartheta \in \Theta} \left| \frac{\xi_t^2}{h_{0t}} - \frac{\xi_t^2}{h_{0t}} \right| \right]^{\frac{1}{2}} \left[ E \left| \frac{\partial \ln (h_{0t})}{\partial \vartheta'} \right| \right]^{\frac{1}{2}}.
\]

As from Lemma 3.6.7:

\[
\sup_{\vartheta \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} E \left[ \frac{\partial \ln (h_{0t})}{\partial \vartheta} - \frac{\partial \ln (h_{0t})}{\partial \vartheta'} \right] \right\| = o_p(1), \quad (3.124)
\]

and suppose \(E[z_{0t}]^4 < \infty\) and \(E \| \partial \ln (h_t) / \partial \vartheta' \|^4 < \infty\), and from Lemma 3.6.6:

\[
\sup_{\lambda \in \Theta} \frac{1}{n} \sum_{t=1}^{n} E \left| \frac{\xi_t^2}{h_{0t}} - \frac{\xi_t^2}{h_{0t}} \right| = o_p(1), \quad (3.125)
\]

then:

\[
E \sup_{\vartheta \in \Theta} \frac{1}{n} \sum_{t=1}^{n} \|L_{22}\|_{\vartheta_0} \to 0 \quad \text{as} \quad n \to \infty.
\]
And for:

\[\mathbb{E} \sup_{\vartheta \in \Theta} \frac{1}{n} \sum_{t=1}^{n} \| L_{21} \|_{\vartheta_0} \]

\[
\leq \frac{1}{n} \sum_{t=1}^{n} \left[ \mathbb{E} \left| \frac{\xi_t^2}{h_{0t}} - 1 \right|^2 \right]^{\frac{1}{2}} \left[ \mathbb{E} \sup_{\vartheta \in \Theta} \left\| \frac{\partial^2 \ln (h_{0t})}{\partial \vartheta \partial \vartheta'} - \frac{\partial^2 \ln \left( \tilde{h}_{0t} \right)}{\partial \vartheta \partial \vartheta'} \right\|^{2} \right]^{\frac{1}{2}},
\]

suppose \( \mathbb{E}[\xi_0^4] < \infty \) and similar to Lemma 3.6.7, we can obtain:

\[
\left[ \mathbb{E} \sup_{\vartheta \in \Theta} \left\| \frac{\partial^2 \ln (h_{0t})}{\partial \vartheta \partial \vartheta'} - \frac{\partial^2 \ln \left( \tilde{h}_{0t} \right)}{\partial \vartheta \partial \vartheta'} \right\|^{2} \right]^{\frac{1}{2}} = o_p(1),
\]

Thus:

\[
\mathbb{E} \sup_{\vartheta \in \Theta} \frac{1}{n} \sum_{t=1}^{n} \| L_{21} \|_{\vartheta_0} \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty.
\]

By the Theorem 3.6.2 and Lemma 3.6.4:

\[
\sup_{\vartheta \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \frac{\partial^2 l_t}{\partial \vartheta \partial \vartheta'} - E \left[ \frac{\partial^2 l_{0t}}{\partial \vartheta \partial \vartheta'} \right] \right\| = o_p(1).
\]

Then:

\[
\sup_{\vartheta \in \Theta} \left\| \frac{1}{n} \sum_{t=1}^{n} \frac{\partial^2 \tilde{l}_t}{\partial \vartheta \partial \vartheta'} - E \left[ \frac{\partial^2 l_{0t}}{\partial \vartheta \partial \vartheta'} \right] \right\| = o_p(1).
\]

This completes the proof. \( \blacksquare \)
4.1 Introduction

As discussed in the previous chapters, the ARCH, GARCH and related classes of volatility models are extensively employed to exploit the fact of local persistence in the volatility of returns processes, so as to predict volatility a number of steps into the future. Notwithstanding the large volume of research that has been devoted to understanding these models since their inception, there remains a degree of mystery surrounding their dynamic properties, and hence the degree to which they assist the effective forecasting of further volatility. Analogies drawn from the theory of linear processes in levels have sometimes been invoked inappropriately in attempts to explain their behaviour, as has been detailed in Ding and Granger (1996), Davidson (2004), Giraitis et al. (2009) among other commentaries.

This chapter considers the ARCH(1) model, which was introduced by Robinson (1991), of an uncorrelated returns sequence \( \{ \xi_t \} \) in which, for \(-\infty < t < +\infty\),

\[
\xi_t = \sqrt{h_t} z_t, \quad (4.1)
\]

and:

\[
h_t = \omega + \sum_{j=1}^{\infty} \theta_j \xi_{t-j}^2, \quad (4.2)
\]

where \( z_t \sim i.i.d.(0,1) \), \( \omega > 0 \), \( \theta_j \geq 0 \) for all \( j \) and \( S = \sum_{j=1}^{\infty} \theta_j < \infty \). The stationarity and persistence of the ARCH(\( \infty \)) have been following developed by Kokoszka and Leipus (2000), Giraitis et al. (2000a), Giraitis and Surgailis (2002), Giraitis et al. (2007), among others. Kokoszka and Leipus (2000) proposed a
strictly and weakly stationary solution to the ARCH(∞). Giraitis et al. (2000a) also studied the existence of a stationary solution to the ARCH(∞) and emphasised that conditions on the lag coefficients and sequence \( \{z_t\} \) are significant for the existence of stationarity. They improved the results of Kokoszka and Leipus (2000) and showed the uniqueness of the stationary solution. Giraitis and Surgailis (2002) investigated the fourth moment conditions of the ARCH(∞) model.

However, the strict stationarity in covariance nonstationary ARCH(∞) has not been fully explored. The question of strict stationarity in covariance nonstationary processes was first examined by Nelson (1990) who derived the necessary and sufficient condition for strict stationarity in the GARCH(1,1) model. Bougerol and Picard (1992) extended the results of Nelson to GARCH(\( p,q \)) models, and pointed out the importance of the negativity of the top Lyapunov exponent of a certain sequence of random matrices. Kazakevičius and Leipus (2002) showed that a necessary condition for a stationary solution in the ARCH(∞) class models and Douc et al. (2008) provided a sufficient condition. Motivated by the above results, this chapter focuses on the strict stationarity in covariance nonstationary ARCH(∞) processes.

This chapter also considers the wider question of the persistence of stationary volatility processes, and proposes a new persistence measure. This notion of persistence, which is independent of the existence of moments, is made precise in Section 4.4, where we define it in terms of the (in)frequency of crossings of the median in successive steps. Thus, a process which crosses the median at most a finite number of times in a realisation of length \( T \), as \( T \to \infty \), is necessarily nonstationary, either converging or diverging. At the other extreme, a serially independent process crosses the median with probability \( 1/2 \) at each step, by construction.
Conditions for strict stationarity of a process in effect define the boundary beyond which persistence becomes divergence, and there is no reversion tendency defining a stationary distribution.

Moreover, once we know how long episodes of high volatility tend to persist, it is worth investigating how far into the future variations in volatility may feasibly be forecast. For the volatility forecasting, the squared of the return processes is normally replaced by its (assumed) conditional expectation. This might not be very appropriate, thus an alternative forecasting method is proposed in the Section 4.6.

To investigate these questions, it is vital to focus on the three salient features of models of this type: the value of the sum of the lag coefficients $S$; the decay rate of the lag coefficients $\theta_j$; and the distribution of the underlying process $z_t$. Having regard to the first of these features, it is well known that $S < 1$ is a necessary condition for covariance stationarity (see e.g. Kokoszka and Leipus, 2000; Giraitis et al., 2000a). Unless this condition applies it is inappropriate to speak of $h_t$ as the conditional variance although it is always well-defined as a volatility indicator. With regard to the second feature, it is also well known that the Bollerslev (1986) GARCH class of models imposes exponential decay rates on the coefficients, and the HYGARCH class due to Davidson (2004) which includes the FIGARCH model of Baillie et al. (1996), embodies hyperbolic decay rates. Considering the third feature, the underlying processes are often specified to be Gaussian, even though it is a well-known stylised fact that the residuals from estimated GARCH models in financial data can exhibit excess kurtosis.

The structure of the rest of chapter is as follows. Section 4.2 briefly reviews the covariance stationary, strictly stationary and persistence of the relevant ARCH-
type volatility models. In Section 4.3, a decomposition of the ARCH(∞) equation is introduced which simplifies the problem of seeing how persistence and stationarity depends on the various model features. We use this representation to derive a new sufficient condition for strict stationarity. In the GARCH(1, 1) case where the stationarity boundary in the parameter space is known, we show numerically that our condition is not too far from necessity, in contrast to a strong condition such as (4.16). The properties of these models are shown to be the result of rather complex interactions between the shock distribution and the linear structure. Section 4.5 reports a comprehensive set of simulations, covering the persistence, covariance stationary, strictly stationary and nonstationary cases of the ARCH-type models. Section 4.6 evaluates the performance of the volatility forecasting, considers the implications of our analysis for the optimal forecasting of volatility, and investigates alternatives to the minimum mean squared error criterion, which is conventional but not necessarily optimal in the context of highly skewed volatility processes. Section 4.7 contains concluding remarks, and proofs of the propositions stated in Section 4.3 are gathered in the Appendix C. All simulations results are obtained by using software OxMetrics and TSM.
4.2 Literature review

4.2.1 The stationarity of the ARCH-type models

Many scholars have investigated the stationarity of ARCH-type processes. These results have been reviewed recently by, for example, Giraitis et al. (2007), Giraitis et al. (2009), and Beran et al. (2013). This section briefly reviews the literature on covariance stationarity and strict stationarity for ARCH-type models.

Second and fourth-moment conditions of ARCH-type models

The stationarity properties of the ARCH(∞) model under second-moment and fourth-moment conditions have been investigated by many researchers, including Kokoszka and Leipus (2000), Giraitis et al. (2000a), and Giraitis and Surgailis (2002). With regard to the covariance stationarity of the ARCH(∞) process, Kokoszka and Leipus (2000) showed that if \((Ez_1^4)^{1/2} \sum_{j=1}^{\infty} \theta_j < 1\), then \(\xi_t^2\) is a strict and weak stationary solution to the non-negative ARCH(∞) processes. Giraitis et al. (2000a) also investigated the existence of a stationary solution to non-negative ARCH(∞) models and suggested that the conditions on these coefficients and the distribution of \(\{z_t^2\}\) play a vital role in guaranteeing the stationarity of these models. They assumed that the first and second moments of \(z_t^2\) are existent and
define the non-negative ARCH(∞) process as:

\[
\xi_t^2 = \left( \omega + \sum_{j=1}^{\infty} \theta_j \xi_{t-j}^2 \right) z_t^2 \tag{4.3}
\]

\[
= z_t^2 \omega \left( 1 + \sum_{k=1}^{\infty} \sum_{j_1,j_2,\ldots,j_k=1}^{\infty} \theta_{j_1} \cdots \theta_{j_k} z_{t-j_1}^2 \cdots z_{t-j_k}^2 \right)
= \omega \sum_{k=0}^{\infty} \sum_{j_1,j_2,\ldots,j_k=1}^{\infty} \theta_{j_1} \cdots \theta_{j_k} z_{t-j_1}^2 \cdots z_{t-j_k}^2.
\]

where \( \omega \geq 0, \theta_j \geq 0, j = 1, 2 \ldots \) This can be rewritten as:

\[
\xi_t^2 = \omega \sum_{k=0}^{\infty} M_k(t), \tag{4.4}
\]

with:

\[
M_k(t) = \sum_{j_1,j_2,\ldots,j_k=1}^{\infty} \theta_{j_1} \cdots \theta_{j_k} z_{t-j_1}^2 \cdots z_{t-j_k}^2 \tag{4.5}
\]

\[
= \sum_{j_k < j_{k-1} < \ldots < j_1}^{\infty} \theta_{t-j_1} \cdots \theta_{j_{k-1}-j_k} z_{t-j_1}^2 \cdots z_{t-j_k}^2,
\]

where \( M_0(t) = z_t^2 \) and \( M_k(t) \) for all \( k \geq 1 \). Giraitis et al. (2000a) refined the results of Kokoszka and Leipus (2000) in their Theorem 2.1 and provided a sufficient conditions for the existence of a stationary solution to non-negative ARCH(∞) class models using a Volterra series type expansion of the ARCH process. The conditions are:

\[
E z_1^2 \sum_{j=1}^{\infty} \theta_j < 1, \tag{4.6}
\]

and

\[
(E z_1^4)^{1/2} \sum_{j=1}^{\infty} \theta_j < 1, \tag{4.7}
\]

with \( E z_1^2 < \infty \) and \( E z_1^4 < \infty \), respectively. In their Theorem 2.1 Condition (4.7) is a sufficient condition for the existence of a fourth-order stationary solution to the non-negative ARCH(∞) processes. It can be seen that Condition (4.7) implies (4.6) because \( E z_1^2 \leq (E z_1^4)^{1/2} \). This shows that Giraitis et al. (2000a) obtained the
same result as Kokoszka and Leipus (2000) for the covariance stationary solution but improved the strict stationary solution (see Section 4.2.1). Based on Condition (4.7), Giraitis et al. (2007) proposed the following sufficient condition:

\[ E(|z_1|^{2p})^{\frac{1}{p}} \sum_{j=1}^{\infty} \theta_j < 1, \tag{4.8} \]

for the existence of the \( E(\xi_t^2)^p \) with \( p \geq 1 \). This condition is the same as (4.7) when \( p = 2 \). However, compared with the results of Nelson (1990), the inequality of (4.7) is not a necessary condition for the existence of a fourth-order stationary solution to the ARCH(\( \infty \)) process.

For the existence of a fourth-order stationary solution to the ARCH(\( \infty \)) process, Giraitis and Surgailis (2002) derived a sufficient and necessary condition by applying an orthogonal Volterra representation of \( \xi_t^2 \). The fourth-moment conditions require that (4.6) holds and:

\[ \left( \sum_{j=1}^{\infty} \left( \left( \frac{E(z_1^4)}{E(z_1^2)} \right) g_j \right)^2 \right)^{1/2} < 1, \tag{4.9} \]

where:

\[ \sum_{j=1}^{\infty} g_j z^j = \left( 1 - Ez_1^2 \sum_{i=1}^{\infty} \theta_i z^i \right)^{-1}, \]

which means that:

\[ g_j = \sum_{k=1}^{j} (Ez_1^2)^k \sum_{0<i_1<\cdots<i_{k-1}} \theta_{i_1} \theta_{i_2-i_1} \cdots \theta_{i_{k-1}-i_{k-2}} \theta_{i_k-i_{k-1}} \quad (j \geq 1), \quad g_0 = 1, \]

need to hold. In comparison, Giraitis et al. (2007) provided a sufficient but not necessary condition for the fourth-order solution by applying Minkowski’s norm inequality and pointed out that Kazakevičius et al. (2004) also provided an equivalent condition to the results of Giraitis and Surgailis (2002) by applying a different method.
Strict stationarity of the covariance nonstationarity in GARCH-type models

Nelson (1990) first examined the strict stationarity in covariance nonstationary processes. He considered the GARCH(1,1) model below:

\[ h_t = \gamma + \alpha \xi_{t-1}^2 + \beta h_{t-1}, \] (4.10)

which has the same form as Condition (4.2) with \( \omega = \gamma/(1 - \beta) \) and \( \theta_j = \alpha \beta^{j-1} \) so that \( S = \alpha/(1 - \beta) \), and showed the necessary and sufficient condition for strict stationarity to be:

\[ E \ln(\alpha z_1^2 + \beta) < 0 \] (4.11)

by applying the theory of products of random matrices. Giraitis et al. (2007) reviewed the relevant literature in this area. They emphasised that this condition is weaker than the conditions of Kokoszka and Leipus (2000), Giraitis et al. (2000) and He and Teräsvirta (1999) for the GARCH(1,1) case, and that it implies the existence of the finite second and fourth moments of the return series. Subsequently, Bougerol and Picard (1992) extended Nelson’s (1991) results, and provided a necessary and sufficient condition for the existence of a strictly stationary solution to GARCH\((p,q)\) models, which may have infinite variance. Theorem 1.3 of Bougerol and Picard (1992) shows that the negativity of the associated Lyapunov exponent is a necessary and sufficient condition for strict stationarity in GARCH\((p,q)\) models; the strictly stationary property of IGARCH models is also included in their Corollary 2.2.

Strict stationarity in ARCH\((\infty)\) processes

Kazakevičius and Leipus (2002) generalised the results of Nelson (1990), and
Bougerol and Picard (1992) to ARCH(∞) models. They investigated the existence of a strictly stationary solution to ARCH(∞) models without moment conditions and established the conditions for the existence of an ARCH(∞) process, similar to the results of Bougerol and Picard (1992). In their Corollary 2.3, Bougerol and Picard (1992) proposed that $\beta(1) < 1$ is a necessary condition for the existence of a GARCH($p,q$) process under a finite second-moment condition of $z_t$. Kazakevičius and Leipus (2002) weakened this condition and claimed that the strictly stationary solution to GARCH($p,q$) also satisfies the associated ARCH(∞) process in Theorem 2.2 without the moment conditions on $z_t$.

In their Theorem 2.3, Kazakevičius and Leipus (2002) also showed that a necessary condition for a stationary solution in the ARCH(∞) class is:

$$\ln S < -E \ln(z_t^2),$$

(4.12)

where $S < \infty$ and $E \ln(z_t^2)$ is well defined. However, this condition is not sufficient. For instance, in the GARCH(1,1) case, $S = \alpha_1/(1 - \beta_1)$; if $\beta_1 > 0$, this condition is weaker than that of Nelson (1990). Kazakevičius and Leipus (2002) also applied the convergence radius of the random power series, which is almost surely equal to some non-random constant $R$, to show the existence of the ARCH(∞) process rather than the top Lyapunov exponent when there is no moment condition placed on $z_t^2$. Their Theorem 2.4 proved that the condition $R > 1$ is sufficient and condition $R \geq 1$ is necessary for the existence of an ARCH(∞) process. They also provided some sufficient conditions for the existence of ARCH(∞) processes in their Theorem 2.5.
Strict stationarity of integrated ARCH (∞) processes without moment conditions

Kazakevičius and Leipus (2003) extended the previous results to the integrated ARCH (IARCH(∞)) process, which is under the condition:

$$Ez_1^2 \sum_{j=1}^{\infty} \theta_j = 1. \quad (4.13)$$

This is the same as $$\sum_{j=1}^{\infty} \theta_j = 1$$ here, since $$Ez_1^2 = 1$$. They applied a Kesten and Spitzer’s (1984) method to solve the problem of the existence of IARCH processes, for which they provided conditions in their Theorem 3.2, which is a top Lyapunov exponent $$\gamma < 0$$ under the following conditions:

$$E|\ln(z_1^2)| < \infty, \quad (4.14)$$

and:

$$\sum_{j} \theta_j q^j < \infty \text{ for some } q > 1. \quad (4.15)$$

Condition (4.15) implies that the lag coefficients $$\theta_j$$ exhibit exponential decay. They also emphasised that if conditions (4.13) and (4.14) hold, where as (4.15) is not satisfied, then the top Lyapunov exponent $$\gamma = 0$$ for the ARCH(∞) process in their theorem 3.3. It is obvious that Theorem 3.3 cannot solve the existence problem of the FIGARCH models. Kazakevičius and Leipus (2003) referred to Giraitis et al.’s (2000) analogous condition (4.6) for the ARCH(∞) model under the moment conditions on $$\xi_t$$. The strictly stationary solution to the ARCH(∞) process becomes more complicated without moment conditions. However, Kazakevičius and Leipus’s (2003) results show the stationary conditions for ARCH(∞) processes with geometrically decaying lag coefficients, which rules out the power-law decay of the coefficients $$\{\theta_j\}$$. (see also the reviews in Giraitis et al., 2007, Giraitis et al., 2009, Douc et al., 2008).
In their Theorem 1, Douc et al. (2008) provided a new sufficient condition for the existence of a strictly stationary solution to the $\text{ARCH}(\infty)$ model also including the FIGARCH model:

$$E|z_1|^{2p} \sum_{j=1}^{\infty} \theta_j^p < 1 \text{ with } p \in (0, 1].$$

(4.16)

They also investigated stationary $\text{IARCH}(\infty)$ processes in their Corollary 2. It was shown that if $E[z_1^2] = 1$ and the (4.16) holds for some $p \in (0, 1]$ if and only if $p^* < 1$ exists such that $\sum_{j=1}^{\infty} \theta_j^{p^*} < \infty$ and:

$$\sum_{j=1}^{\infty} \theta_j \ln(\theta_j) + E[z_1^2 \ln(z_1^2)] \in (0, \infty].$$

(4.17)

A solution to the $\text{ARCH}(\infty)$ equation then exists under the conditions $E[|\xi_q|^q] < \infty$ for all $q \in [0, 2)$ and $E[\xi_1^2] = \infty$.

In contrast to Corollary 2 of Douc et al. (2008) with the conditions in Kazakevičius and Leipus (2003), Douc et al.’s (2008) Corollary 2 derives the stationarity property of IARCH process. And it can be applied to show the causal strictly stationary of some FIGARCH($p,d,q$) models under certain conditions. They proved this result in their Corollary 3, which demonstrated a unique causal stationary solution for FIGARCH($0,d,0$).

### 4.2.2 Persistence in the $\text{ARCH}(\infty)$ process

Some of the relevant studies have been reviewed in Chapter 2. Here, we briefly review the rest of the relevant literature. Nelson and Cao (1992) proved that the lag coefficients in the $\text{ARCH}(\infty)$ process, which is transformed from the GARCH($p,q$), decay at an exponential rate. The covariance function of the GARCH($p,q$) process presents has exponential decay (see e.g. Bollerslev, 1988; He and Teräsvirta, 1999a).
Kokoszka and Leipus (2000) showed that in the short memory ARCH($\infty$) process, if the lag coefficients $\theta_j$ decay exponentially, then the covariance function of the squared return series also decays exponentially quickly. Giraitis et al. (2000a), in their Proposition 3.2, showed that the hyperbolic decay of lag coefficients implies the hyperbolic decay of the covariances of the squared of returns. In other words, if $\theta_j \leq cj^{-r}$, with $r > 1$, $c > 0$, then $\text{Cov}(\xi_k^2, \xi_0^2) \leq ck^{-r}$ for $k \geq 1$, where $c > 0$; and if $c_1 j^{-r} \leq \theta_j \leq c_1 j^{-r}$ for a large $j$, then $\text{Cov}(\xi_k^2, \xi_0^2) \asymp k^{-r}$ for a sufficiently large $k$. They emphasised that, although the weakly stationary condition, summability of the lag coefficients, implies summability of the covariances, the autocorrelation function decays very slowly when the chosen $r$ (fixed) tends to 1. This type memory property of the squared returns may be defined as moderate memory (see e.g. Giraitis et al., 2007). Based on previous literature, Giraitis et al. (2000a) claimed that the rate of decay of the covariance function of the stationary ARCH($\infty$) process is implied by the asymptotic behaviour of its lag coefficients. Giraitis and Surgailis (2002) also obtained similar results by applying an orthogonal Volterra representation of the squared return process. Davidson (2004) demonstrated that GARCH and IGARCH processes display geometric memory, and the stationary HYGARCH and FIGARCH processes embody hyperbolic memory by applying the NED approach. This was reviewed in more detail in Chapter 2.

Most of the literature above has been summarised by Giraitis et al. (2007) and Giraitis et al. (2009), where the authors reviewed the memory or persistence property of the stationary ARCH($\infty$) process, and showed that the squares ($\xi_t^2$) of the covariance stationary ARCH($\infty$) process has a distributional short memory under finite fourth moment condition. However, nonsummable autocorrelations may exist in the absolute values $|\xi_t|$ or some (fractional) powers $|\xi_t|^l$, $l > 0$, which can have a long memory property. More investigation is required into this.
4.3 Stationarity and persistence in ARCH(∞)-class processes

In this section, we propose to investigate the stationarity and persistence in the ARCH(∞)-class processes. An analogous expression of ARCH(∞) processes can be written as:

\[ h_t = \omega + \sum_{j=1}^{\infty} \psi_{jt} h_{t-j} = \omega + \psi_1(L) h_t, \]  

(4.18)

where:

\[ \psi_{jt} = \theta_j z_{t-j}^2. \]  

(4.19)

In words, this expression can be described as an infinite-order linear difference equation with independently distributed random coefficients.

To focus our attention on the persistence properties of (4.18), it is helpful to apply a variant of the so-called Beveridge and Nelson (1981) decomposition (henceforth, BN), which was introduced as a tool of econometric analysis by Phillips and Solo (1992). The BN decomposition is the easily verified identity for polynomials \( \lambda(x) = \sum_{j=0}^{\infty} \lambda_j x^j \) having the form:

\[ \lambda(z) = \lambda(1) + \lambda^*(z)(1 - z), \]

where \( \lambda_j^* = -\sum_{k=j+1}^{\infty} \lambda_k \). In the present application we consider, for each \( t \), the stochastic polynomial in the lag operator:

\[ \psi_t(L) = \sum_{j=0}^{\infty} \psi_{jt} L^j, \]

where the coefficients \( \psi_{jt} \) are given by (4.19) with \( \psi_{0t} = \theta_0 = 0 \). Then, the BN decomposition form of this expression is:

\[ \psi_t(L) = \Psi_t + \psi^*_t(L)(1 - L), \]
where:

\[ \Psi_t = \psi_t(1) = \sum_{j=1}^{\infty} \psi_{jt}, \quad (4.20) \]

and note that:

\[ E(\Psi_t) = S. \quad (4.21) \]

The coefficients of \( \psi^*_t(L) \) are \( \psi^*_{0t} = 0 \), for \( k \geq 1 \),

\[ \psi^*_{kt} = - \sum_{l=k+1}^{\infty} \theta_l z_{t-l}^2 \leq 0. \quad (4.22) \]

Then the corresponding form of (4.18) is:

\[
\begin{align*}
 h_t &= \omega + \sum_{j=1}^{\infty} \psi_{jt} h_{t-j} \\
 &= \omega + \left( \sum_{j=1}^{\infty} \psi_{jt} \right) h_{t-1} - \psi_{2t} (h_{t-1} - h_{t-2}) - \psi_{3t} (h_{t-1} - h_{t-3}) - \cdots \\
 &= \omega + \left( \sum_{j=1}^{\infty} \psi_{jt} \right) h_{t-1} - \theta_2 z_{t-2}^2 (h_{t-1} - h_{t-2}) - \theta_3 z_{t-3}^2 (h_{t-1} - h_{t-3}) - \cdots \\
 &= \omega + \left( \sum_{j=1}^{\infty} \psi_{jt} \right) h_{t-1} + \sum_{k=1}^{\infty} \psi^*_{kt} \Delta h_{t-k}.
\end{align*}
\]

It can be written as:

\[ h_t = \omega + \Psi_t h_{t-1} + R_t, \quad (4.23) \]

where:

\[ R_t = \sum_{k=1}^{\infty} \psi^*_{kt} \Delta h_{t-k}. \quad (4.24) \]

It also can be written as:

\[
\begin{align*}
 R_t &= - \theta_2 z_{t-2}^2 (h_{t-1} - h_{t-2}) - \theta_3 z_{t-3}^2 (h_{t-1} - h_{t-3}) - \cdots \\
 &= - \sum_{k=2}^{\infty} \theta_k z_{t-k}^2 (h_{t-1} - h_{t-k}).
\end{align*}
\]

Note that if \( \{h_t\} \) is a stationary process, the terms \( \Delta h_t \) are negatively autocorrelated and their contribution to the dynamics is therefore high-frequency, in general.
That the longer-run persistence and stationarity properties of the process depend critically on the distribution of the sequence \( \{ \Psi_t \} \) is shown by the Proposition 4.3.1.

**Proposition 4.3.1** If the stochastic process \( \{ h_t^* \}_{t=-\infty}^{\infty} \) where

\[
h_t^* = \omega + \Psi_t h_{t-1}^*
\]  

satisfies a sufficient condition for \( P(h_t^* < \infty) = 1 \), then \( P(h_t < \infty) = 1 \) also holds for (4.18).

With this consideration in mind we give the following result, establishing a sufficient condition for stationarity of \( \{ h_t \} \). For convenience of notation, let the symbol \( \zeta \) denote the constant \( E(\ln \Psi_t) \), not depending on \( t \) since \( \{ z_t \} \) is i.i.d.

**Proposition 4.3.2** If

\[
\zeta < 0 \tag{4.26}
\]

then \( \{ h_t^* \}_{t=-\infty}^{\infty} \) defined by (4.25) is strictly stationary and ergodic.

Sufficiency of the covariance stationarity condition \( S = E(\Psi_t) < 1 \) follows from Proposition 4.3.2 by the Jensen inequality.

Consider this result in the case of the GARCH(1, 1) process:

\[
h_t = \gamma + \alpha \xi_{t-1}^2 + \beta h_{t-1}
\]

\[
= \frac{\gamma}{1 - \beta} + \frac{\alpha}{1 - \beta L} \xi_{t-1}^2
\]

\[
= \omega + \sum_{j=1}^{\infty} \alpha \beta^{j-1} \xi_{t-j}^2.
\]
Figure 4.1: Gaussian GARCH(1,1) model: \((\alpha, \beta)\) pairs where \(\zeta = 0\) and the stationarity boundary points of Nelson (1990). Note: this figure provides some numerical experiments with Gaussian shocks showing \(\alpha\)-values at which \(\zeta \approx 0\) for \(\beta = 0, 0.1, 0.2, \ldots, 0.9\). The mean is estimated in each case as the average of 20,000 values of \(\ln(\Psi_t)\). The actual stationarity boundary points from Nelson (1990) are also shown for comparison.

This is a special case because, uniquely among ARCH(\(\infty\)) processes, it can be expressed exactly in the form of (4.25). In other words, we may write the model as:

\[
h_t = \gamma + \Psi_t^1 h_{t-1}
\]

(4.27)

where \(\Psi_t^1 = \alpha z_{t-1}^2 + \beta\) and \(\gamma = \omega(1 - \beta)\). Proposition 4.3.2 can be applied directly to (4.27) to obtain condition (4.11), which Nelson (1990) shows to be necessary as well as sufficient. However, writing the model in its ARCH(\(\infty\)) representation with:

\[
\zeta = E \ln(\Psi_t)
\]

\[
= E \ln(\alpha z_{t-1}^2 + \alpha \beta z_{t-2}^2 + \alpha \beta^2 z_{t-3}^2 + \cdots)
\]

\[
= E \left[ \ln(\alpha z_{t-1}^2 + \beta \Psi_{t-1}) \right].
\]

(4.28)

In the case \(\beta = 0\), so that \(S = \alpha\), the condition (4.11) and (4.26) match. They also
match the necessary condition (4.12) which for the GARCH(1, 1) case becomes:

\[ E \ln(\alpha z_t^2) < \ln(1 - \beta). \]

Also, letting \( \beta \to 1 \) while letting \( \alpha \) tend to zero at such a rate as to fix the sum of the coefficients at \( S = \alpha/(1 - \beta) \), note that condition \( \zeta < 0 \) in case of (4.28) implies the covariance stationarity condition \( S < 1 \). This follows because \( \Psi_t \to S \) almost surely as \( \alpha \to 0 \) by the strong law of large numbers, noting that it is a weighted average of i.i.d. random variables with means of unity and weights with finite sum \( S \).

For the intermediate cases with \( 0 < \beta < 1 \), conditions (4.11) and (4.26) do not match but can be compared, giving an opportunity to verify the sharpness of the latter condition. Some numerical experiments with Gaussian shocks are illustrated in Figure 4.1, showing \( \alpha \)-values at which \( \zeta \approx 0 \) for \( \beta = 0, 0.1, 0.2, \ldots, 0.9 \). The mean is estimated in each case as the average of 20,000 values of \( \ln(\Psi_t) \) where \( \Psi_t \) is calculated from a generated i.i.d. Gaussian sequence \( \{z_t\} \) and the recursion \( \Psi_t = \alpha z_{t-1}^2 + \beta \Psi_{t-1} \). The actual stationarity boundary points from (4.11) are shown for comparison, as plotted in Figure 4.1 of Nelson (1990)\(^1\). By comparison, note that the sufficient condition of Douc et al. (2008) is substantially stronger than the bound of Proposition 4.3.2. For the cases illustrated in Figure 4.1, the boundary value of \( S = \alpha/(1 - \beta) \) ranges from 1 at \( \beta = 0.9 \) up to 2.1 at \( \beta = 0.1 \). In the Gaussian case, a lower bound on \( E|z_1|^{2p} \) is \( \sqrt{2/\pi} = 0.798 \) at \( p = 0.5 \), whereas \( S \) is a lower bound on the second factor of condition (4.16). For most of these cases, there is no value \( p \in (0, 1] \) close to meeting the stated condition.

The way in which these conditions depend on the distribution of \( z_t^2 \) can be appreciated by considering Figures 4.2-4.4, which show simulated paths \( (T = 5000, \ldots) \). Note that the axes in our figure are interchanged relative to Nelson’s figure.

---

\(^1\)Note that the axes in our figure are interchanged relative to Nelson’s figure.
with 10,000 presample steps) for three cases of the IGARCH(1,1) model, with \( \omega = 1 \) and \( \beta = 0.9 \) in each case. These are among the models studied in Section 4.5 of this chapter. The sole difference between the three cases comes from the shock distributions, which are, respectively, the Student \( t \) with 3 degrees of freedom, the Gaussian, and the uniform, in each case normalised to zero mean and unit variance. Estimates of \(-E(\ln z_t^2)\) (computed as averages of samples of size 20,000) are, respectively, 2.02 for the Student(3), 1.25 for the Gaussian, and 0.87 for the uniform case. These may be compared with \( \ln(S) = 0 \) in the light of the necessary stationarity condition (4.12). The plots show how these characteristics map into differences in persistence, pointing up the somewhat counter-intuitive effect of fat tails on persistence.

Turning now to the general ARCH(\( \infty \)) case, note first that from \( E(\Psi_t) = S \) and \( \omega > 0 \) it follows that the existence of \( E(h_t^*) \) requires \( S < 1 \), mirroring the full model \( h_t = \omega + \Psi_t h_{t-1} + R_t \); in the same case, observe that \( E(R_t) = 0 \). Except in the case where \( S < 1 \), stationarity depends on the distribution of \( \Psi_t \) and particularly on the degree of positive skewness which, as a moving average of squared shocks, \( \Psi_t \) must exhibit in some degree. If the mass of the distribution of \( \Psi_t \) falls below one, the mass of the distribution of \( \ln \Psi_t \) is in the negative part of the line. While \( E(\ln \Psi_t) < \ln S \) by the Jensen inequality, the logarithm of a positive and positively skewed random variable has a more nearly symmetric distribution than the variable itself. Hence, \( E(\ln \Psi_t) \) lies correspondingly closer to \( \text{Median}(\ln \Psi_t) = \ln(\text{Median}(\Psi_t)) \), which in turn lies further below \( \ln S \), as the skewness is greater. In terms of the dynamics of the process, to the extent that \( \Psi_t \) is symmetrically distributed about its mean \( S \), and \( S \geq 1 \), the probability that a step is convergent, in the sense of Proposition 4.3.1, is relatively small. The stochastic difference equation defined by (4.25) must, with the complementary probability,
Figure 4.2: Simulation of IGARCH(1,1) with Student(3) shocks. Note: This figure provides the simulation results for samples of size 5000, with 10,000 pre-sample steps, for the IGARCH(1,1) model with $\omega = 1$, $\beta = 0.9$ and Student(3) shocks. It shows the persistence properties of the IGARCH(1,1) process with Student(3) shocks. More interpretations of this figure are shown in Section 4.3.

Figure 4.3: Simulation of IGARCH(1,1) with Gaussian shocks. This figure follows same simulation procedure to figure 4.2, except it considers the IGARCH(1,1) process with Gaussian shocks. This figure shows the persistence properties of the IGARCH(1,1) process with Gaussian shocks. More interpretations of this figure are shown in Section 4.3.

Figure 4.4: Simulation of IGARCH(1,1) with uniformly distributed shocks. Note: This figure follows same simulation procedure to figure 4.2, except it considers the IGARCH(1,1) process with uniformly distributed shocks. This figure shows the persistence properties of the IGARCH(1,1) process with uniformly distributed shocks. More interpretations about this figure are shown in Section 4.3.
behave like either a unit root process with positive drift or an explosive process. However, skewness will increase the proportion of the realisations falling below the mean, yielding stationary behaviour on more frequent occasions, compensated by less frequent but larger excursions above the mean.

In this context we can appreciate the rather complex role played by the rate of decay of the nonnegative sequence \( \{\theta_j\}_{j=1}^{\infty} \), given its fixed sum \( S = E(\Psi_1) \). First, note that the skewness of \( \Psi_1 \) derives from and is bounded by the skewness in the distribution of the increments \( \{z_s^2, s \leq 0\} \). Hence, the necessary condition (4.12) can be understood as the minimal condition for non-divergence when \( S \geq 1 \). This condition would also be sufficient in the case \( \theta_j = 0 \) for \( j > 1 \) and \( S = \theta_1 = 1 \) (the IARCH(1) model), in which case the distribution of \( \Psi_1 \) and \( z_t^2 \) match. However, when \( \Psi_1 \) is a moving average of the \( \{z_s^2\} \) process, the distribution of \( \Psi_1 \) depends critically on the distribution of the lag coefficients. Since the lag weights have a finite sum \( S \), the effects of a longer or shorter average lag are to introduce different degrees of averaging of the squared shocks. The somewhat complex nature of this relation depends on the existence of a trade-off between two countervailing effects. Assuming the \( z_1 \) possesses a fourth moment, the central limit theorem implies that \( \Psi_1 \) is attracted to the normal distribution, with skewness increasingly attenuated, as lag decay gets slower. At the same time, the law of large numbers implies that the variance of \( \Psi_1 \) is smaller. The first of these effects is tending to increase the persistence of the \( \{h_t^*\} \) process, while the second is tending to lower the influence of \( h_t^* \) on the volatility of \( \xi_t^* = \sqrt{h_t^*} z_t \), simply because the noise contribution form \( z_t \) becomes more dominant as the variation in \( h_t^* \) are attenuated. It is therefore difficult to predict the effect of changing the lag decay in any given case.

To summarize: if the contribution of the term \( R_t \) in (4.23) to the persistence
properties can be largely discounted, as we argue, the persistence and stationarity of the ARCH(\infty) process can be related, through the distribution of $\Psi_1$, to the three key factors: $S$, the rate of decay of the lag coefficients, and the marginal distribution of $z_1$. Greater/smaller kurtosis of $z_1$ implies greater/smaller positive skewness in the distribution of $z_1^2$, and hence gives rise to less/more persistence in \{ht\}, other things equal. A longer average lag can, counterintuitively, imply a lesser degree of persistence in the observed process, virtually the opposite of the role of lag decay in models of levels, where the sum of the lag coefficients is not constrained in the same way, and shocks are viewed implicitly as having a symmetric distribution. Finally, it is most important to note that the distinction between exponential and hyperbolic decay rates has quite different implications here than in models of levels. There is no counterpart to so-called long memory in levels, otherwise called fractional integration. The dynamics are nonlinear and there is no simple parallel with linear time series models. The closest analogy is with a single autoregressive root which in the covariance nonstationary cases is local to unity.

4.4 Measuring the persistence of stationary time series

This section aims to provide a framework for comparing persistence in general time series processes, and also considers some alternative approaches including GPH estimators and GPH estimators for the normalised ranks series. The persistence, or equivalently memory, of a strictly stationary process can be thought of heuristically in terms of the degree to which the history of the process contains information to predict its future path, more accurately than by simple knowledge of the marginal distribution. In the context of univariate forecasting, forecastability must entail
that changes in the level of the process are relatively sluggish. It is customary to measure this type of property with reference to the autocovariance sequence, but this is not a valid approach in the absence of second moments.

4.4.1 $J_T$ statistics

In this study, we resort instead to the idea the key indicator of persistence is the (in)frequency of reversion towards a point of central tendency. We may formalize this notion by defining the persistence of an arbitrary sequence $\{X_t\}_{t=1}^T$ specifically in terms of the number of occasions on which the series crosses its median point. The direct measure of this property, which is well defined and comparable in any sample sequence whatever, is the relative median-crossing frequency, although it is more convenient to consider the complementary relative frequency of non-crossings. We therefore define:

$$J_T = \frac{1}{T} \sum_{t=2}^{T} I((X_t - M_T)(X_{t-1} - M_T) > 0),$$

(4.29)

where $T$ is sample length, $I(.)$ denotes the indicator of its argument and $M_T$ is the sample median. $J_T$ measures the persistence of a sample as a point in the unit interval. When the sequence is serially independent, $J_T \to 1/2$ as $T \to \infty$, almost surely, by construction. In other words, under independence half of the pairs of successive drawings must fall on different sides of the median on average. The extreme cases are $J_T \to 0$ (anti-persistence) and $J_T \to 1$ (persistence). In the latter case, at most a finite number of median crossings as $T \to \infty$ implies that the sequence either converges, or diverges to infinity. In neither case can it be strictly stationary. The condition $\limsup J_T < 1$ is evidently necessary for strict stationarity.
$J_T$ in (4.29) applied to a given sequence measures what we may designate persistence in levels. Persistence in volatility is measured by the statistic analogous to $J_T$ for the squared or (equivalently) absolute values of the series. From the standpoint of returns it is second order persistence, so defined, that is our interest in the present analysis. The $J_T$ statistic can be computed for arbitrary transformations of the variables, and a necessary and sufficient condition for strict stationarity would appear to be that the sequences $\{J_T, T \geq 2\}$ are bounded below 1 for all such variants. However, the two leading cases mentioned appear the important ones in the usual time series context.

$J_T$ is an ordinal measure that is well defined regardless of the existence of moments and is also invariant under monotone transformations. Thus, the cases $X_t = \xi_t^2$ and $X_t = |\xi_t|$ must yield the same value of $J_T$. More interestingly, it is invariant under the operation of forming the normalised ranks of the series, $\{x_t\}_{t=1}^T$. Letting $\hat{F}_T$ denote the empirical distribution function:

$$\hat{F}_T(z) = \frac{1}{T} \sum_{s=1}^{T} I(X_s \leq z),$$

$x_t = \hat{F}_T(X_t)$ denotes the relative position of $X_t$ in the sorted sequence $X_{(1)}, \ldots, X_{(T)}$. The sample median of the normalised ranks tends to 1/2 by construction, and when the sample is large enough, $J_T$ must have the same value for $\{x_t\}_{t=1}^T$ as it does for the original series $\{X_t\}_{t=1}^T$. The ranks are also invariant under monotone transformations of the series, so yielding the same values for $X_t = \xi_t^2$ and $X_t = |\xi_t|$ in particular.
4.4.2 GPH estimator and that for the normalised ranks series

Conventional approaches to measuring persistence, for levels or squares/absolute values as the case may be, are based on the autocovariance sequence. There is particular interest in the property of absolute summability of this sequence, often called weak dependence, with strong dependence defining the non-summable case.\(^2\) Popular persistence measures based on the autocovariance sequence are the so-called GPH log-periodogram regression estimators (for different bandwidths) of the fractional persistence parameter \(d\), originally due to Geweke and Porter-Hudak (1983). In principle, GPH estimators provide a test of the null hypothesis of weak dependence, although they are well-known to be subject to finite sample bias except under the null of white noise.

Our present interest is due to the fact that the long memory paradigm has proved popular in volatility modelling, and GPH estimation can be validly performed on the normalised ranks of a series regardless of the covariance stationarity property. The particular problem faced in the context of nonstationary volatility is the existence of excessively influential outlying observations, which may invalidate the usual assumptions for valid inference. Rank autocorrelations are free of these influences and may focus more specifically on measuring persistence as characterized here. We should emphasise, though, that our present concerns are not primarily hypothesis testing, but rather to compare and rank different models according to their persistence characteristics.

---
\(^2\)The well-known difficulty of discriminating between these cases in a finite sample has recently been studied in detail by one of the present authors, see Davidson (2009).
4.4.3 Persistence measures

To calibrate the performance of these alternative measures, Monte Carlo simulations are used, we generated some pure fractional series, otherwise known as $I(d)$ processes, for a range of values of $d$. The sample size for this experiment is $T = 10,000$, with 5000 pre-sample observations. However, the driving shocks were generated to have an $\alpha-$stable distribution with $\alpha = 1.8$ and $\beta = 1$, where $\beta$ is the skewness parameter. The series so constructed do not have second moments and superficially resemble volatility series (after centring) while having a conventional and well-understood linear dependence structure.

Three statistics were computed for these series: $J_T$ is defined as (4.29), the GPH estimator ($\hat{d}$) with bandwidth $\sqrt{T}$ for the original series, and also the same GPH estimator for the series of normalised ranks ($\hat{d}^R$). The simulations were repeated 100 times, and the means and standard deviations (in parentheses) of the replications are shown in Table 4.1.

The $J_T$ statistics discriminate rather clearly between the independent case at one end of the dependence spectrum and the strictly nonstationary unit root at the other. The GPH estimator for the raw data in fact behaves like consistent estimates of $d$, while the rank correlation-based estimator appears biased upwards. This is a slightly counter-intuitive result that may or may not be specific to the example considered. However, in our application we are seeking only to rank models, in contexts where a parameter $d$ with the usual linear property is not typically well defined. (In particular, it does not correspond to the ‘$d$’ appearing in FIGARCH and HYGARCH models.) We carry this alternative along, chiefly, in a spirit of curiosity about the performance of a seemingly natural measure in the context of an exploration of ‘long memory in volatility’.
Table 4.1: Persistence measures in a fractional linear time series

<table>
<thead>
<tr>
<th>$d$</th>
<th>$J_T$</th>
<th>$d$</th>
<th>$d^R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.498</td>
<td>-0.033</td>
<td>-0.002</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.061)</td>
<td>(0.065)</td>
</tr>
<tr>
<td>0.3</td>
<td>0.663</td>
<td>0.281</td>
<td>0.330</td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.061)</td>
<td>(0.063)</td>
</tr>
<tr>
<td>0.5</td>
<td>0.835</td>
<td>0.496</td>
<td>0.544</td>
</tr>
<tr>
<td></td>
<td>(0.024)</td>
<td>(0.069)</td>
<td>(0.068)</td>
</tr>
<tr>
<td>0.7</td>
<td>0.948</td>
<td>0.718</td>
<td>0.741</td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.078)</td>
<td>(0.075)</td>
</tr>
<tr>
<td>0.9</td>
<td>0.985</td>
<td>0.921</td>
<td>0.986</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.013)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>1</td>
<td>0.992</td>
<td>0.985</td>
<td>0.976</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.056)</td>
<td>(0.065)</td>
</tr>
</tbody>
</table>

Note: This table provides the simulations are used to generate some pure fractional series, with samples size of 10,000, with 5000 pre-sample observations. The driving shocks were generated to have an $\alpha$-stable distribution. The persistent measure $J_t$-statistic, the GPH estimator and also the same GPH estimator for the series of normalised ranks are used to measure the persistence of the fractional linear time series and the results are reported in this table. The simulations were repeated 100 times and the means and standard deviations in parentheses were reported in this table.

4.5 Some simulation experiments

This section evaluates and compares the properties discussed in section 4.3 by using Monte Carlo experiments.

4.5.1 Date generation process

In the first stage, the GARCH(1,1) type models are used to generate the return series. The data generation processes are as following $\xi_t = \sqrt{h_t}z_t$ where $z_t \sim \text{i.i.d.}(0, 1)$ and:

$$h_t = \omega + \left(1 - \frac{1 - \delta L}{1 - \beta L}\right)\xi_t^2,$$

(4.30)

where $\delta > 0$ and $0 \leq \beta < \min(1, \delta)$. In (4.30), which matches the GARCH(1,1) model on setting $\delta = \alpha + \beta$, and $S = (\delta - \beta)/(1 - \beta)$. The pure FI/HYGARCH
is also used to generate the return series and is given by:

\[ h_t = \omega + \alpha (1 - (1 - L)^d) \xi_t^2; \]  

(4.31)

where \( \alpha > 0 \) and \( 0 < d \leq 1 \). (See e.g. Davidson (2004) for the context of these examples.) whereas in (4.31), \( S = \alpha \). Setting \( \delta = 1 \) and \( \alpha = 1 \), respectively, yields the covariance nonstationary IGARCH and FIGARCH models, whereas setting these parameters strictly less than one implies covariance stationarity.

In the second stage, according to the conditions for the existence of the stationarity, the simulations set a range of values for each of the parameter pairs \((\delta, \beta)\) in GARCH(1,1) processes. Covariance stationary cases are specified having \( \delta = 0.8 \). For simulating the nonstationary cases, with \( \delta = 1 \), and \( \delta = 1.2 \). For each of these cases, three values of \( \beta \) are chosen, more specifically, \( \beta \) are 0.1, 0.4, 0.7 when \( \delta = 0.8 \), and 0.1, 0.5 and 0.9 when both \( \delta = 1 \), and \( \delta = 1.2 \). It is worth to note that the degree of the persistence depends on the values of \( \beta \). For the FI/HYGARCH process, the simulations set a range of values for each of the parameter pairs \((\alpha, d)\). Covariance stationary cases are specified having \( \alpha = 0.8 \). We also simulate nonstationary cases, \( \alpha = 1 \), \( \alpha = 1.2 \). For each of these cases, three values of \( d \), they are 0.9, 0.5 and 0.1, are chosen, being careful to note that the degree of volatility persistence varies inversely with \( d \) (which is of course to be understood as a differencing parameter, not an integration parameter).

In the third stage, for each parameter pair selected, the generation for the underlying processes \( z_t \). There are three different generation processes: in decreasing order of kurtosis, these are the normalised Student \( t(3) \), \( z_{St(3)} = t(3)/\sqrt{3} \); the standard Gaussian, \( z_G \); and the normalised uniform distribution, \( z_U = \sqrt{12} (U[0,1] - 1/2) \).
4.5.2 Measurement approach and simulation results

This has been discussed in Section 4.3, and in terms of the results of simulation for persistence measurements, the $J_T$ statistics and ranked GPH estimators are considered.

Tables 4.2-4.5 show the results for the samples of size $T = 10,000$, with 5000 pre-sample observations to account for any start-up effects. The reported values are the averages of $N = 100$ Monte Carlo replications of the generation process, with the replication standard deviations are shown in parentheses as a guide to the stability of these persistence indicators.

The columns of the tables show the following: first, the parameters and distributions settings for the models; second the sample mean, sample median, and sample logarithmic mean of the random sequences $\{\Psi_t\}_t^T$ is defined in (4.20); third, the values of $J_T$ for various series defined in Section 4.3: the squared returns, the conditional volatilities $h_t$, and $R_t = h_t - \omega - \Psi_t h_{t-1}$. The final columns of the tables show, for an alternative view of the persistence, the GPH estimators based on the normalised rank correlations of the squared returns.

The salient points of interest in these experimental results seem to us to be the following. First, the relationships between the proximity of the mean of $\Psi_t$ (measuring $S$) to the corresponding median\(^3\), and also the proximity of the logarithmic mean to zero, and the measured persistence of the squared returns.

Second, we note that the measured persistence of $R_t$ is in general much lower than that of $h_t$, confirming the fact that $\Psi_t$ is the key determinant of persistence.

---

\(^3\)The medians are much better determined than the skewness coefficients, which were also computed, but not reported since they convey a very similar picture to the mean-median gaps.
Third, we draw attention to the relative persistence of the squared returns and of the volatility series. In the former case, for given $\delta$ (or $\alpha$), and given shock distribution, the median-crossing frequencies (measured by $1 - J_T$) actually rise as the lag decay rates decrease, either through $\beta$ increasing, or $d$ decreasing. In other words, longer average lags imply less persistence. The reason for this phenomenon has been discussed in Section 4.3, and the interesting observation is that this effect is large enough to counteract the increased persistence in volatility, $h_t$, which is also observed.

Finally, we draw attention to the cases with $\delta = 1.2$ and $\alpha = 1.2$, where instances of the logarithmic mean exceeding zero are recorded. In the GARCH case, there is clearly a close correspondence between this occurrence and the evidence that stationarity is violated, in the sense that the median is crossed fewer than ten times in 10,000 steps. The necessary condition (4.12) can also be checked out. Compare the estimated values of $-E(\ln z_t^2)$ for the three distributions, as reported in Section 4.3. When $S = 3$ so that $\ln(S) = 1.09$, which is the GARCH case corresponding to $\delta = 1.2$ and $\beta = 0.9$, only the uniform distribution case actually violates the necessary condition, but all the distribution alternatives appear non-stationary. All the HYGARCH examples appear stationary, although the uniform case with $d = 0.5$ appears the closest to divergent.

The estimates of the fractional integration parameter in the last column of the tables are of interest in reflecting the persistence measured by $J_T$ quite closely, increasing across the range with $\beta$, but are non-monotone with respect to $d$. Observe that, for the normal and uniform cases in Tables 4.4 and 4.5, the values obtained for $d = 0.5$ are generally greater than those for either $d = 0.9$ or $d = 0.1$. When the volatility is covariance nonstationary these measures can be quite large, and
Table 4.2: Series properties and persistence measures for the covariance stationary GARCH(1, 1) model. Note: This table shows the results for the samples of size 10,000, with 5000 pre-sample observations. The reported values are the averages of 100 Monte Carlo replications of the generation process, with the replication standard errors provided in parentheses. The sample mean, sample median, and sample logarithmic mean of the random sequences \( \{ \Psi_t \}_{t=1}^T \) values of \( J_T \), and the GPH estimators based on the normalised rank correlations are reported in this table. These results demonstrate the strict stationarity and persistence properties of the squared return and conditional variance processes. More details are provided in Section 4.5.2.

when it is strictly nonstationary, they fall close to unity. In a series of insightful papers, Mikosch and Stårică (2003, 2004) argue that long range dependence of volatility in financial data should be attributed to structural breaks in the unconditional variance, rather than to GARCH-type dynamics. However, it is clear that apparent long range dependence can be observed in the stationary cases simulated here. We would agree with these authors that the evidence of long-range dependence is spurious, in the sense that it is not generated by a fractionally integrated structure, as it is in Table 4.1 for example. However, our diagnosis of the cause does not invoke structural breaks. Rather, we see it as a phenomenon analogous to having an autoregressive root local to unity in a levels process, leading to
Table 4.3: Series properties and persistence measures for the nonstationary GARCH(1,1) model. Note: The simulation results in this table were obtained by following a similar simulation procedure to that in the Table 4.2, except the DGP here considers the nonstationary GARCH(1,1) model. The strict stationarity, persistence of the squared returns and conditional variance are significantly different from those in Table 4.2. Further discussions can be seen in Section 4.5.2.
4.6 Implications for volatility forecasting

This section investigates the implications for volatility forecasting and proposes a new forecasting method. The standard recursion for a minimum mean squared error (MSE) forecast, with $\xi^2_{T+j}$ for $j > 0$ replaced by its (assumed) conditional expectation, always used to do the volatility forecasting two or more steps ahead based on the ARCH/GARCH type models. For instance, Poon (2005) page 39, and also the Eviews (2013), page 218, for a practical implementation.

Ornstein-Uhlenbeck-type dynamics which are easily confused with long memory in finite samples. However, the analogy is necessarily a loose one in view of the special features of the volatility process which we have detailed in Section 4.3.

Table 4.4: Series properties and persistence measures for the covariance stationary HY/FIGARCH model. Note: The simulation procedure and table structure are same as that in the Table 4.2, except the DGP here considers the covariance stationary HY/FIGARCH model. More details are provided in Section 4.5.2.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\alpha$</th>
<th>$d$</th>
<th>Dist’n</th>
<th>$\Psi_t$</th>
<th>$\xi^2_t$</th>
<th>$J_T$</th>
<th>$R_t$</th>
<th>$d^{1R}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>Median</td>
<td>MeanLog</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.9</td>
<td></td>
<td>St(3)</td>
<td>0.805 (0.140)</td>
<td>0.218 (0.005)</td>
<td>-1.418 (0.027)</td>
<td>0.571 (0.005)</td>
<td>0.634 (0.007)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>0.800 (0.011)</td>
<td>0.412 (0.008)</td>
<td>-0.898 (0.036)</td>
<td>0.614 (0.005)</td>
<td>0.655 (0.006)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>U</td>
<td>0.801 (0.008)</td>
<td>0.622 (0.012)</td>
<td>-0.678 (0.012)</td>
<td>0.642 (0.006)</td>
<td>0.669 (0.007)</td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td></td>
<td>St(3)</td>
<td>0.797 (0.091)</td>
<td>0.422 (0.012)</td>
<td>-0.738 (0.030)</td>
<td>0.556 (0.006)</td>
<td>0.785 (0.012)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>0.800 (0.011)</td>
<td>0.614 (0.010)</td>
<td>-0.432 (0.016)</td>
<td>0.577 (0.006)</td>
<td>0.754 (0.008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>U</td>
<td>0.798 (0.007)</td>
<td>0.710 (0.009)</td>
<td>-0.345 (0.010)</td>
<td>0.585 (0.006)</td>
<td>0.722 (0.007)</td>
</tr>
<tr>
<td>0.1</td>
<td></td>
<td></td>
<td>St(3)</td>
<td>0.765 (0.079)</td>
<td>0.611 (0.030)</td>
<td>-0.400 (0.056)</td>
<td>0.523 (0.007)</td>
<td>0.873 (0.017)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>N</td>
<td>0.778 (0.010)</td>
<td>0.730 (0.010)</td>
<td>-0.279 (0.014)</td>
<td>0.524 (0.005)</td>
<td>0.797 (0.010)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>U</td>
<td>0.779 (0.006)</td>
<td>0.763 (0.007)</td>
<td>-0.266 (0.008)</td>
<td>0.525 (0.005)</td>
<td>0.753 (0.013)</td>
</tr>
<tr>
<td>Model</td>
<td>$\alpha$</td>
<td>$d$</td>
<td>Dist’n</td>
<td>$\Psi_t$ Mean</td>
<td>$\Psi_t$ Median</td>
<td>$\Psi_t$ MeanLog</td>
<td>$\xi_t^2$</td>
<td>$h_t$</td>
</tr>
<tr>
<td>-------</td>
<td>---------</td>
<td>-----</td>
<td>--------</td>
<td>---------------</td>
<td>---------------</td>
<td>---------------</td>
<td>-----------</td>
<td>--------</td>
</tr>
<tr>
<td>$St(3)$</td>
<td>1</td>
<td>0.9</td>
<td>$U$</td>
<td>1.00</td>
<td>0.777</td>
<td>−0.453</td>
<td>(0.008)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>$N$</td>
<td>1</td>
<td>0.9</td>
<td>$U$</td>
<td>1.00</td>
<td>0.777</td>
<td>−0.453</td>
<td>(0.008)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>$St(3)$</td>
<td>0.5</td>
<td>0.9</td>
<td>$U$</td>
<td>0.999</td>
<td>0.887</td>
<td>−0.122</td>
<td>(0.009)</td>
<td>(0.012)</td>
</tr>
<tr>
<td>$N$</td>
<td>0.5</td>
<td>0.9</td>
<td>$U$</td>
<td>0.999</td>
<td>0.887</td>
<td>−0.122</td>
<td>(0.009)</td>
<td>(0.012)</td>
</tr>
<tr>
<td>$St(3)$</td>
<td>0.1</td>
<td>0.9</td>
<td>$U$</td>
<td>0.973</td>
<td>0.953</td>
<td>−0.042</td>
<td>(0.007)</td>
<td>(0.007)</td>
</tr>
<tr>
<td>$N$</td>
<td>0.1</td>
<td>0.9</td>
<td>$U$</td>
<td>0.973</td>
<td>0.953</td>
<td>−0.042</td>
<td>(0.007)</td>
<td>(0.007)</td>
</tr>
<tr>
<td>$St(3)$</td>
<td>1.2</td>
<td>0.9</td>
<td>$U$</td>
<td>1.201</td>
<td>0.932</td>
<td>−0.271</td>
<td>(0.010)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>$N$</td>
<td>1.2</td>
<td>0.9</td>
<td>$U$</td>
<td>1.201</td>
<td>0.932</td>
<td>−0.271</td>
<td>(0.010)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>$St(3)$</td>
<td>0.5</td>
<td>0.1</td>
<td>$U$</td>
<td>1.193</td>
<td>1.062</td>
<td>0.063</td>
<td>(0.010)</td>
<td>(0.008)</td>
</tr>
<tr>
<td>$N$</td>
<td>0.5</td>
<td>0.1</td>
<td>$U$</td>
<td>1.193</td>
<td>1.062</td>
<td>0.063</td>
<td>(0.010)</td>
<td>(0.008)</td>
</tr>
<tr>
<td>$St(3)$</td>
<td>0.1</td>
<td>0.1</td>
<td>$U$</td>
<td>1.168</td>
<td>1.144</td>
<td>0.141</td>
<td>(0.009)</td>
<td>(0.009)</td>
</tr>
</tbody>
</table>

Table 4.5: Series properties and persistence measures for the nonstationary HY/FIGARCH model. Note: The simulation procedure and table structure are same as that in the Table 4.2, except the DGP here considers the covariance nonstationary HY/FIGARCH model. More details are provided in Section 4.5.2.
In other words, if $h_t$ is defined by the ARCH($\infty$) process (4.2), then:

$$h_{t+1} = \omega + \sum_{j=1}^{\infty} \theta_j \xi_{t-j+1}$$

$$= \omega + \theta_1 \xi_t^2 + \theta_2 \xi_{t-1}^2 + \theta_3 \xi_{t-2}^2 + \theta_4 \xi_{t-3}^2 + \cdots$$

$$= \omega + \theta_1 \xi_t^2 + \sum_{j=2}^{\infty} \theta_j \xi_{t-j+1}.$$  

(and if we implicitly assuming the parameters are replaced by appropriate estimates) we would replace $\xi_t^2$ by $E_{t-1} \xi_t^2 = h_t$, and so set$^4$:

$$\hat{h}_{t+1|t-1} = \omega + \theta_1 E_{t-1} \xi_t^2 + \sum_{j=2}^{\infty} \theta_j \xi_{t-j+1}$$

$$(4.32)$$

$$= \omega + \theta_1 h_t + \sum_{j=2}^{\infty} \theta_j \xi_{t-j+1}.$$  

The volatility forecast error accordingly has the form:

$$f_{t+1|t-1} = h_{t+1} - \hat{h}_{t+1|t-1}$$

$$(4.33)$$

$$= \omega + \sum_{j=1}^{\infty} \theta_j \xi_{t-j+2} - (\omega + \theta_1 h_t + \sum_{j=2}^{\infty} \theta_j \xi_{t-j+1})$$

$$= \theta_1 \xi_t^2 - \theta_1 h_t$$

$$= \theta_1 h_t (\xi_t^2 - 1).$$

Then, since:

$$h_{t+2} = \omega + \sum_{j=1}^{\infty} \theta_j \xi_{t-j+2}$$

$$= \omega + \theta_1 \xi_{t+1}^2 + \theta_2 \xi_t^2 + \theta_3 \xi_{t-1}^2 + \theta_4 \xi_{t-2}^2 + \cdots.$$  

Similarly, for the 3-step ahead:

$$\hat{h}_{t+2|t-1} = \omega + \theta_1 \hat{h}_{t+1|t-1} + \theta_2 h_t + \theta_3 \xi_{t-1}^2 + \theta_4 \xi_{t-2}^2 + \cdots$$

$$= \omega + \theta_1 \hat{h}_{t+1|t-1} + \theta_2 h_t + \sum_{j=2+1}^{\infty} \theta_j \xi_{t-j+2}$$

$$= \omega + \theta_1 \hat{h}_{t+1|t-1} + \theta_2 h_t + \sum_{j=2+1}^{\infty} \theta_j \xi_{t-j+2}.$$  

$^4$We call this expression the two-step volatility forecast since $h_t$ itself is of course the one-step forecast.
Thus, in the general $k$-step ahead case:

$$h_{t+k} = \omega + \sum_{j=1}^{k} \theta_j \xi_{t-j+k}^2 + \sum_{j=k+1}^{\infty} \theta_j \xi_{t-j+k}^2,$$

and:

$$\hat{h}_{t+k|t-1} = \omega + \sum_{j=1}^{k-1} \theta_j \hat{h}_{t-j+k|t-1} + \theta_k h_t + \sum_{j=k+1}^{\infty} \theta_j \xi_{t-j+k}^2,$$  \hspace{1cm} (4.34)

and the volatility forecast error as:

$$f_{t+k|t-1} = h_{t+k} - \hat{h}_{t+k|t-1}$$  \hspace{1cm} (4.35)

For example, consider the GARCH(1,1) model in (4.30) which rearranges as:

$$h_{t+1} = \gamma + \alpha \xi_t^2 + \beta h_t$$

$$= \omega(1 - \beta) + (\delta - \beta) z_t^2 h_t + \beta h_t$$

$$= \omega(1 - \beta) + [(\delta - \beta) z_t^2 + \beta] h_t.$$

If $z_t^2$ is replaced by $E_{t-1}(z_t^2) = 1$ to construct the forecast, then (4.35) reduces to:

$$f_{t+1|t-1} = [((\delta - \beta) z_t^2 + \beta] h_t - \delta h_t$$

$$= (\delta - \beta) h_t (z_t^2 - 1).$$

The problem with this formulation, as the preceding analysis demonstrates, is that due to the skewness of the distribution of $z_t^2$, the mean may not be the
best measure of central tendency. The persistence of the process, and hence its forecastability, will be exaggerated by this choice. In effect, the problem is closely allied to that of forecasting in model (4.25) by using $S$ as the forward projection for unobserved $\Psi_t$. $S$ is not the value that $\Psi_t$ is close to with highest probability, and hence the one that will deliver an accurate projection with high probability. The majority of volatility forecasts will be "overshoots", balanced by a smaller number of more extreme "undershoots". The forecast is unbiased in the sense $E(f_{t+k|t-1}) = 0$ when this expectation is defined, but this condition excludes the IGARCH and FIGARCH and other nonstationary cases. Even if the mean squared forecast error is defined, in the context, it is not clear that the MSE is an appropriate loss function.

We investigated this issue experimentally with the results reported in Table 4.6 and 4.7 for the GARCH(1,1) and pure HY/FIGARCH models respectively. We studied the distribution of errors in the two-step forecasts constructed under different assumptions about the appropriate measure of central tendency of the shocks, denoted by $M$ in the definition:

$$f_{t+1|t-1} = \theta_1 h_t(z_t^2 - M).$$  

(4.36)

The median absolute values (MAVs) of the variables defined in (4.36) were computed for six choices of $M$. In the tables, the minimum value of the MAV in each row is indicated in boldface. Note that in only two of these cases does $M$ exceed 0.5 and in both, the difference from the adjacent lower value is minimal. The rule that $M = 0.1$ gives the best result for the Student(3) case, $M = 0.3$ for the Gaussian case and $M = 0.5$ for the uniform case appears to hold quite generally. The implication may be that future volatility is significantly overstated by conventional procedures.
We can reasonably assume that the optimal $M$ values are those closest to the modes of the respective distributions. While estimating the mode of an empirical distribution is not a straightforward procedure, constructing medians is easy and the medians of our squared normalised distributions, estimated from samples of size 10,000, are 0.176 for the Student(3), 0.423 for the Gaussian and 0.763 for the uniform distribution. In default of a more precise analysis, a rough and ready rule of thumb would be to estimate the MAV-minimising $M$ by $2/3$ times the sample median of the squared normalised residuals. This corresponds to computing the $k$-step volatility forecasts by the recursion:

$$
\hat{h}_{t+k|t-1} = \omega + \frac{2}{3} \text{Median}(z_t^2) \sum_{j=1}^{k} \theta_j \hat{h}_{t-j+k|t-1} + \sum_{j=k+1}^{\infty} \theta_j \xi_{t-j+k}^2,
$$

where $\hat{h}_{t|t-1} = h_t$.

A more extensive simulation study than the present one would be needed to confirm this recommendation. We do note, however, that the rule would apply successfully in both the covariance stationary and the covariance nonstationary cases that have been simulated here. Although $h_t$ has the interpretation of a conditional variance only in the stationary case, note that the problem we highlight is not connected with the non-existence of moments. It is entirely a matter of adopting a minimum MSE estimator of a highly skewed distribution, such that the outcome is overestimated in a substantially higher proportion of cases than it is underestimated.
Table 4.6: 2MAV 2-step forecast error in GARCH(1, 1), against $M$. Note: In this table, the minimum value of the MAV in each row is indicated in boldface. In only one of these cases does $M$ exceed 0.5, the difference from the adjacent lower value is minimal. The rule that $M = 0.1$, $M = 0.3$ and $M = 0.5$ give the best results for the Student(3) case, the Gaussian case, and the uniform case appear to hold quite generally in GARCH(1, 1) models, respectively. The implication may be that future volatility is significantly overstated by conventional procedures.

4.7 Conclusion

In this chapter, we have investigated the dynamics of certain conditional volatility models with a view to understanding their propensity to predict persistent patterns of high or low volatility. Understanding how persistence depends on the various model characteristic, while intriguing and often counterintuitive, is perhaps a matter of mainly theoretical interest. However, there is also an important message here for practitioners. Conventional forecasting methodologies that are optimal under the assumption of symmetrically distributed shocks may be viewed
as overstating the degree of future volatility. This is, of course, an issue essentially of the preferred choice of loss function. Practitioners may validly elect to favour the unbiasedness and minimum MSE properties over minimising the MAV. They should nonetheless not overlook the fact the usual rationale for the former criterion implicitly assumes a Gaussian framework, and is arguably inappropriate in the context of predicting volatility.
4.8 Appendix C

4.8.1 Proof of Proposition 4.3.1

Proof of Proposition 4.3.1. First consider the case of where \( \{ \psi_{jt} \} \) is replaced by \( \{ \psi_j \} \), a nonstochastic sequence of coefficients. Then:

\[
h_t = \omega + \sum_{j=1}^{\infty} \psi_j h_{t-j}, \tag{4.38}
\]

with \( \omega > 0 \) and \( \psi_j \geq 0 \) for all \( j \geq 1 \) has a stable, positive solution if and only if this is true of the equation:

\[
h_t^* = \omega + \left( \sum_{j=1}^{\infty} \psi_j \right) h_{t-1}^*. \tag{4.39}
\]

Stable solutions of (4.38) and (4.39), if they exist, are both of the form:

\[
\frac{\omega}{1 - \sum_{j=1}^{\infty} \psi_j} > 0, \tag{4.40}
\]

implying in both cases the necessary and sufficient condition:

\[
\sum_{j=1}^{\infty} \psi_j < 1. \tag{4.41}
\]

Next, consider the stochastic sequence \( \{ \psi_{jt} \} \). Let this be randomly drawn at date \( t_0 \), as the functional of the random sequence \( \{ z_{t_0-j}, j > 0 \} \), and then a let step be taken according to either (4.18) or (4.25). Call this in either case a convergent step if \( \sum_{j=1}^{\infty} \psi_{jt_0} = \Psi_{t_0} < 1 \). That is, if the process is allowed to continue with this same fixed drawing, the sequence of steps so generated must approach the particular solution:

\[
h_0 = \frac{\omega}{1 - \Psi_{t_0}}. \tag{4.42}
\]

This is a drawing from the common distribution of stable solutions, which are almost surely finite.
Suppose that every step taken is convergent, in this sense. Then, the sequence is always moving so as to reduce its distance from some point in the distribution of stable solutions. It therefore cannot diverge. More generally, let each step have a certain fixed probability of being convergent. The probability that the sequence diverges can be reduced to zero by setting this probability high enough. This is, from elementary considerations, a sufficient condition for \( \{h_t^*\} \) to be finite almost surely.

To show that the same condition is sufficient for \( \{h_t\} \) generated by:

\[
h_t = \omega + \sum_{j=1}^{\infty} \psi_j h_{t-j},
\]

to be finite almost surely, first note that since:

\[
h_t^* = \omega + \Psi_{t_0} h_{t-1}^*,
= \bar{h}_0 (1 - \Psi_{t_0}) + \Psi_{t_0} h_{t-1}^*.
\]

Subtracting \( h_{t-1}^* \) on the two sides of above equation, then:

\[
h_t^* - h_{t-1}^* = \bar{h}_0 (1 - \Psi_{t_0}) + \Psi_{t_0} h_{t-1}^* - h_{t-1}^*,
\]

then the step defined by (4.25) can be written for given \( \Psi_{t_0} \) in the form:

\[
\Delta h_t^* = (\Psi_{t_0} - 1)(h_{t-1}^* - \bar{h}_0).
\] (4.43)

In this representation, the condition for a convergent step is that \( \Delta h_t^* \) and \( h_{t-1}^* - \bar{h}_0 \) have different signs. Now write the BN form of:

\[
h_t = \omega + \Psi_t h_{t-1} + R_t
\]

in the equivalent representation, as:

\[
\Delta h_t = (\Psi_{t_0} - 1)(h_{t-1}^* - \bar{h}_0) + R_t^0,
\] (4.44)
where the remainder, like \( \Psi_{t_0} \), is specified for the particular shock sequence \( \{z_{t_0-j}, j > 0\} \) as:

\[
R^0_t = \sum_{k=1}^{\infty} \psi^*_{k|t_0} \Delta h_{t-k}.
\]

(4.45)

In this case, \( \Psi_{t_0} < 1 \) does not imply \( \Delta h_t(h_{t-1} - \mathcal{H}_0) < 0 \) since the sign of \( \Delta h_t \) also depends on \( R^0_t \). For the case \( \mathcal{H}_0 < h_{t-1} \), consider the circumstances in which \( R^0_t > 0 \). Rearrangement of the sum (4.45) leads to:

\[
R^0_t = -\vartheta_2 z^2_{t_0-2}(h_{t-1} - h_{t-2}) - \vartheta_3 z^2_{t_0-3}(h_{t-1} - h_{t-3}) - \cdots
\]

(4.46)

\[
= -\sum_{k=2}^{\infty} \vartheta_k z^2_{t_0-k}(h_{t-1} - h_{t-k}),
\]

so that a necessary condition for \( R^0_t > 0 \) is that \( h_{t-1} < h_{t-k} \) for at least one value of \( k > 1 \). This shows that with \( \Psi_{t_0} < 1 \) a sequence \( \{h_t\} \) generated by (4.44) can never diverge, and is almost surely finite. Conversely, if \( \mathcal{H}_0 > h_{t-1} \) the necessary condition for \( R^0_t < 0 \) is \( h_{t-1} > h_{t-k} \) for at least one \( k > 1 \), although this case is not critical to the property \( P(h_t < \infty) = 1 \). This completes the proof. ■

4.8.2 Proof of Proposition 4.3.2

**Proof of Proposition 4.3.2.** The solution of (4.25) is:

\[
h^*_t = \omega \left(1 + \sum_{m=1}^{\infty} \prod_{k=0}^{m-1} \Psi_{t-k}\right).
\]

Since \( \sum_{j=0}^{\infty} \vartheta_j < \infty \) and the sequence \( \{\sum_{j=1}^{m} \vartheta_j z^2_{t-j}, m \geq 1\} \) is monotone, \( \Psi_t \) is a measurable function of \( \{z_s, -\infty < s < t\} \) by (e.g.) Davidson (1994), Theorems 3.25 and 3.26. The sequence \( \{\Psi_t, -\infty < t < \infty\} \) is therefore strictly stationary.
and ergodic\textsuperscript{5}. It follows by the ergodic theorem that:
\[
\frac{1}{m} \sum_{k=0}^{m-1} \ln \Psi_{t-k} \overset{a.s.}{\to} E(\ln \Psi_t) = \zeta.
\]

Hence, with probability one,
\[
\limsup_{m \to \infty} e^{-m\zeta} \prod_{k=0}^{m-1} \Psi_{t-k} < \infty,
\]
for \(-\infty < t < \infty\). There therefore exists \(N < \infty\) such that:
\[
h^* = h_{1t}^* + O(e^{N\zeta}),
\]
with probability 1, where:
\[
h_{1t}^* = \omega \left( 1 + \sum_{m=1}^{N} \prod_{k=0}^{m-1} \Psi_{t-k} \right).
\]
The remainder term can be made as small as desired by taking \(N\) large enough, and \(h_{1t}^*\) is a measurable function of \(\{z_s, -\infty < s < t\}\) by (e.g.) Davidson (1994) Theorem 3.25. Strict stationarity and ergodicity of \(\{h_t^*, -\infty < t < \infty\}\) follows, completing the proof. \(\blacksquare\)

\textsuperscript{5}Nelson (1990) cites Theorem 3.5.8 of Stout (1974) in support of a comparable assertion to this one. While the conditions do not precisely correspond, Phillips (1988) Section 1.15 provides a concise proof for the general case of doubly infinite sequences.
CHAPTER 5
CONCLUSION

The exponential conditional heteroscedasticity-type volatility models have been widely applied in financial time series analysis. However, there are some mysteries surrounding the statistical properties of these models. This thesis mainly investigated the memory and persistence of the EGARCH-type and ARCH(∞) processes and the asymptotic theory of the QMLE in the ARMA models with EGARCH-type errors. This chapter presents the contributions and practical implications of this study, and also some suggestions for further research.

In this thesis, both Chapter 2 and Chapter 4 investigated the memory and persistence of the relevant (exponential) conditional heteroscedasticity-type models. The Chapter 2 explored the memory properties of the EGARCH-type models by applying the concept of NED on an independent process. It demonstrated that the EARCH(1) process can capture geometric memory, hyperbolic memory and even long memory under certain conditions, and proposed the HYEGARCH and FIEGARCH(DL) models. Among the EGARCH-type models, the EGARCH(p, q) process has geometric memory, the HYEGARCH process has hyperbolic memory, and the FIEGARCH(DL) process can capture long memory in volatility. Chapter 4 investigated the persistence of stationary and nonstationary ARCH(∞) processes. It provided a simple sufficient condition for strict stationarity in the ARCH(∞)-type models by applying the BN decomposition and proposed the $J_t$-statistic to measure the persistence of the ARCH(∞) process. Here, persistence is defined in terms of the (in)frequency of crossings of the median in successive steps in this study. A process is necessarily nonstationary if it crosses the median at most a finite number of times in a realisation of length $T$, as $T$ tends to $\infty$; it is a se-
rially independent process if it crosses the median with probability $1/2$ at each step, by construction. Simulations were applied to investigate the persistence, covariance stationary, strictly stationary and nonstationary cases of the ARCH-type processes. The results showed that persistence depends on both the properties of the lag coefficients of the relevant models and the distribution of the driving shocks.

The research findings in Chapter 2 and Chapter 4 have several important contributions to make to both theoretical and empirical research. First, an important implication of the results is their ability to distinguish the persistence properties between conditional mean and conditional variance equations. The literature on the persistence of the conditional heteroscedasticity models is confused since several conditional heteroscedasticity models have been introduced to capture high persistence in volatility by following a similar idea to the integrated and fractional models in levels. However, the persistence properties of conditional variance and conditional mean equations are not parallel. Practitioners should correctly understand the memory properties of the model which they want to adopt. In addition, Chapter 4 also provided a new persistent measure $J_t$-statistic which can be widely used by practitioners to measure the memory properties of the square returns and volatility processes. Therefore, this study is useful to help econometricians and practitioners to determine the persistence properties of the conditional mean and conditional variance models. Further, econometricians and practitioners can select an appropriate model to capture the high persistence in volatility and understand how long the effect of shocks on volatility can persist.

Moreover, Chapter 2 investigated the limit theorems of the EGARCH-type models by applying the concept of NED on an independent process. More specifi-
cally, this chapter established the FCLT for the partial sum process of the EGARCH model under similar condition to the study of Lee (2014) and also constructed the FCLT and fractional FCLT for the partial sum of the processes \( \{ \ln h_t - \omega \} \) in the HYEGARCH and FIEGARCH processes, respectively.

Research on the FCLT or fractional FCLT for the partial sum of the relevant return or volatility processes has important applications in economics and financial data analysis. Firstly, these research findings contribute to the econometric literature on the limit theorems of exponential conditional heteroscedasticity-type models and the application of the concept of NED on an independent process. Secondly, these results are helpful for answering some interesting empirical questions. For example, does standard inference work for the return series, which have highly persistent volatility, and log-volatility processes, and do these processes satisfy the FCLT or fractional FCLT? In other words, can we do conventional tests when we have a large amount of conditional volatility involved? The answers to these questions are important for empirical studies. It is well known that the return processes are usually uncorrelated, but the square or the absolute value of the returns and volatility processes are highly persistent. Establishing the FCLT and fractional FCLT of the relevant return and volatility processes would be useful for answering these empirical questions. Thirdly, the establishments of FCLTs or fractional FCLTs are normally required for the statistical inference in the conditional heteroscedasticity-type models. For instance, in empirical studies, the CUSUM (cumulative sum) or MOSUM (moving sum) statistics are widely used for detecting change-point in the mean and volatility conditional heteroscedasticity models, see e.g. Hörmann (2008), Andreou and Ghysels (2009), and Lee (2014). The (fractional) FCLTs in the partial sums of the relevant processes of conditional heteroscedasticity-type models provide a foundation for establishing the asymp-
totic distribution of the CUSUM or MOSUM statistics. Also, the FCLTs are required for establishing the asymptotic distribution of the Dickey-Fuller (DF) statistics for the unit root test in an AR model with conditional heteroscedasticity errors, see e.g. Andreou and Ghysels (2009) and Lee (2014).

Furthermore, Chapter 3 focused on dealing with parameter estimation in the ARMA model with the EGARCH-type errors. The QMLE is one of the most popular estimation methods for the conditionally heteroscedastic time series models. However, the asymptotic properties of the QMLE in these models have not been fully explored. To investigate the asymptotic theory of the QMLE in EGARCH-type processes, the invertibility is an important issue. Thus, Chapter 3 first investigated the invertibility of the EGARCH(1, 1) error by using the methods of Martinet and McAleer (2015), and established the CAN of the QMLE in the ARMA(1, 1)-EGARCH(1, 1) processes. This chapter also proved the consistency of the QMLE in the HYEGARCH process with the assumption that the invertibility can be satisfied in this process, and provided an investigation into the asymptotic normality of the QMLE in the HYEGARCH process and the asymptotic properties of the QMLE in the FIEAGARCH(DL) model.

Research on the asymptotic theory of the QMLE in the ARMA models with EGARCH-type errors in Chapter 3, is essential for statistical inferences on the parameters in these models. This study is important for developing the theoretical properties of these models and improving the econometric literature on parameter estimation in ARMA models with exponential conditional heteroscedasticity errors. On the other hand, it is also important for empirical research. These models have been widely used in analysing the volatility of financial data. To investigate the returns and volatility of financial time series by using these models, it is essential
to establish the asymptotic theory of the QMLE in these models and to make statistical inferences. Practitioners should be clear whether the estimation method can provide consistency and asymptotic normality estimators for these parameters or not. Although the asymptotic properties of the QMLE in the HYEGARCH and FIEGARCH processes have not been fully established, the Monte Carlo simulation results showed that the QMLEs are consistent estimators in these processes.

Last but not least, the fourth chapter also investigated forecasting methodologies in the ARCH(1) process. Alternative forecasting method was considered for volatility forecasting. This study argued that the conventional forecasting methodologies may overstate the degree of future volatility under the assumption of shocks with symmetrical distribution. This is, of course, an issue essentially of the preferred choice of the loss function. This finding is highly important for empirical studies of volatility forecasting. It is worth noting for practitioners that the minimising MAV is more appropriate than the minimum MSE. Practitioners also need to be aware that the latter criterion implicitly assumes a Gaussian framework, and is arguably inappropriate in the context of predicting volatility.

Based on these studies, there are several topics of interest for future studies. Firstly, for the statistical inference on the HYEGARCH and FIEGARCH models, it is vital to understand the limit theorem of the return and conditional variance processes. However, the FCLT or fractional FCLT for the partial sum of these processes has not been fully established in this thesis. For further study, the exponential BM might be useful for establishing the limit theorems for the returns and conditional variance processes following HY/FIEGARCH models. Secondly, it is worth noting for future studies that the method of Martinet and McAleer (2015) can probably also be applied to derive the conditions for the invertibility
of HY/FIEGARCH processes. Meanwhile, based on the discussion of the asymptotic theory of the HY/FIEGARCH models in chapter 3, the method of Beran and Schützner (2009) is likely to be useful for establishing the asymptotic theory of the HY/FIEGARCH(DL) models. This is worth considering in further investigations. Moreover, following a similar procedure to Chapter 3, the asymptotic theory for ARMA($r$, $s$)-EGARCH($p$, $q$) and vector ARMA-EGARCH models would also be worth investigating in further studies, since these models are becoming more and more popular. Thirdly, an investigation into volatility forecasting using the minimising MAV criterion is worth further consideration.
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