## When is it adaptive to be patient? A general

## framework for evaluating delayed rewards

Tim W. Fawcett ${ }^{\text {a }, *}$, John M. McNamara ${ }^{\text {b }}$, Alasdair I. Houston ${ }^{\text {a }}$

${ }^{\text {a }}$ School of Biological Sciences, University of Bristol, Woodland Road, Bristol BS8 1UG, UK (tim.fawcett@cantab.net, a.i.houston@bris.ac.uk)
${ }^{\mathrm{b}}$ School of Mathematics, University of Bristol, University Walk, Bristol BS8 ITW, UK (john.menamara@bris.ac.uk)
*Corresponding author. Tel.: +44 1179287478 ; fax: +44 1173317985 .
E-mail address: tim.fawcett@cantab.net.

The tendency of animals to seek instant gratification instead of waiting for greater long-term benefits has been described as impatient, impulsive or lacking in self-control. How can we explain the evolution of such seemingly irrational behaviour? Here we analyse optimal behaviour in a variety of simple choice situations involving delayed rewards. We show that preferences for more immediate rewards should depend on a variety of factors, including whether the choice is a one-off or is likely to be repeated, the information the animal has about the continuing availability of the rewards and the opportunity to gain rewards through alternative activities. In contrast to the common assertion that rational animals should devalue delayed rewards exponentially, we find that this pattern of discounting is optimal only under restricted circumstances. We predict preference reversal whenever waiting for delayed rewards entails loss of opportunities elsewhere, but the direction of this reversal depends on whether the animal will face the same choice repeatedly. Finally, we question the ecological relevance of standard laboratory tests for impulsive behaviour, arguing that animals rarely face situations analogous to the self-control paradigm in their natural environment. To understand the evolution of impulsiveness, a more promising strategy would be to identify decision rules that are adaptive in a realistic ecological setting, and examine how these rules determine patterns of behaviour in simultaneous choice tests.

Keywords: delay discounting; ecological rationality; impulsiveness; intertemporal choice; optimal foraging; self-control

## 1. Introduction

The way in which animals, including humans, value rewards that occur in the future is of interest to a broad range of disciplines including economics (Frederick et al., 2002), psychology (Mazur, 2007a,b), pharmacology (Bickel and Marsch, 2001; Reynolds, 2006), neuroscience (Berns et al., 2007; Kalenscher and Pennartz, 2008; Roesch et al., 2007) and behavioural ecology (Freidin et al., 2009; Kagel et al., 1986; Kacelnik, 1997, 2003; Stephens, 2002; Stephens and Dunlap, 2009, 2011; Stevens and Mühlhoff, in press; Stevens et al., 2005a). Frequently, studies find that animals reject delayed rewards in favour of more immediate gratification, even when they would gain greater long-term benefits by waiting (Ainslie, 1974; Bateson and Kacelnik, 1996; Henly et al., 2008; Mazur, 1987; McDiarmid and Rilling, 1965; Rachlin and Green, 1972; Stephens and Anderson, 2001). Such behaviour has been described as impatient (Kacelnik, 2003), impulsive (Henly et al., 2008), shortsighted (Stephens and Anderson, 2001) or lacking in self-control (Mazur and Logue, 1978). Why is it that animals behave in this way?

Models of behaviour can be categorised as descriptive or normative (Kacelnik, 1997). Descriptive models summarise what animals do whereas normative models specify what they ought to do (Houston et al., 2007; Shapiro et al., 2008). In the context of how animals evaluate delayed rewards, descriptive models focus on the quantitative details of preferences measured in the laboratory and seek a mechanistic explanation for the precise patterns we observe (e.g. Mazur, 2006). Typically, these models do not attempt to explain why particular discounting mechanisms have evolved. Normative models, in contrast, adopt a functional perspective and try to understand the evolutionary basis of decision making, asking how natural selection will shape preferences under natural conditions (e.g. Stephens et al., 2004). In these models the mechanistic underpinnings of the evolved preferences are usually not
considered. The two approaches are clearly closely related, because animals tested in the laboratory are using rules that were shaped in their ancestral environment; but it does not follow that all aspects of laboratory behaviour will be optimal (Houston and McNamara, 1989, 1999; McNamara, 1996; McNamara and Houston, 1980).

Our aim in this article is to present a simple and general framework for understanding how natural selection shapes the evaluation of delayed rewards. Thus, our emphasis is on the functional (normative) approach. We wish to shed light on the following problem: when faced with a choice between options with differing delays, what should an optimal decision maker do? What is the precise pattern of discounting it should use to devalue delayed rewards?

### 1.1. Costs of being patient

There are two main reasons why it might be costly, in fitness terms, to wait for a delayed reward. First, there is a risk that the anticipated reward may become unavailable before it can be collected (collection risk; Houston et al., 1982). In this context, Stephens (2002) distinguishes between an interruption risk-the chance of losing the next food item, for example because a conspecific competitor eats it first-and a termination risk-the chance that an entire sequence of foraging is cut short, for example because of the sudden appearance of a predator. Second, even if collection is guaranteed, there may be lost opportunities associated with the time spent waiting (opportunity cost; Stephens, 2002): assuming the animal cannot perform other activities while it is waiting, it forgoes the opportunity to gain rewards by other means (McNamara, 1982). As we will see below, both the collection risk and the opportunity cost can strongly influence optimal behaviour.

### 1.2. Empirical facts to explain

To give a satisfying explanation of preferences for delayed rewards, there are some key empirical results that functional models need to account for: hyperbolic discounting, preference reversal and effects of reward magnitude.

### 1.2.1. Hyperbolic discounting

If delayed rewards are discounted at a constant rate per unit of time spent waiting, their perceived value decays according to an exponential function. For example, if an immediate reward loses half of its value when it is delayed by 5 minutes, one delayed by 10 minutes should be half as valuable again (i.e. its value should drop to one quarter of its immediate value). It is generally agreed that an exponential pattern of discounting should result when interruptions occur randomly over time (Dasgupta and Maskin, 2005; Green and Myerson, 1996; Stevens, 2010). However, empirical data suggest that discounting is not exponential but hyperbolic, the discounting rate gradually falling with added delay (Ainslie, 1974; Mazur, 1987, 2006). This implies that additional delays do not have much effect on reward valuation if the delays are already long, in contrast to exponential discounting in which the discount rate does not change.

### 1.2.2. Preference reversal

In the classic 'self-control' paradigm (Mazur and Logue, 1978; Fig. 1a), in which an animal is given a choice between a small reward delivered after a short delay (SS) and a larger reward after a long delay (LL), it typically shows an impulsive preference for the former option (Ainslie, 1974; Bateson and Kacelnik, 1996; Henly et al., 2008; Mazur, 1987; McDiarmid and Rilling, 1965; Rachlin and Green, 1972; Stephens and Anderson, 2001). Increasing both delays by the same amount, however, can sometimes induce a switch to the more delayed option. This preference reversal has been reported in pigeons (Ainslie and

Herrnstein, 1981; Green et al., 1981; Rachlin and Green, 1972), rats (Green and Estle, 2003) and humans, the latter for both hypothetical (Green et al., 1994) and actual (Kirby and Herrnstein, 1995) amounts of money. Exponential discounting does not predict preference reversal, whereas hyperbolic discounting can (Kalenscher and Pennartz, 2008).

There are two possible forms of preference reversal that are regularly discussed in the literature, but often not clearly distinguished. The first form occurs across two different choice situations, involving the same reward magnitudes but with an added delay in one situation; the animal prefers the more immediate option when the delays are short (Fig. 1a) and the more delayed option when they are extended (Fig. 1b). The other occurs within the same choice situation, as time runs forwards: having initially chosen the later reward, the animal may switch its preference to the sooner reward as its collection point approaches (Fig. 1c). These forms are often treated equivalently (e.g. Casari, 2009; Kalenscher and Pennartz, 2008; Kirby and Herrnstein, 1995; Sozou, 1998) but, as we shall see below, whether it is valid to do so depends on what we assume about the information that is available to the animal.

### 1.2.3. Effect of reward magnitude

Several accounts of choice assume that delayed options have a value given by $R / f(D)$, where $R$ is the reward and $f(D)$ is some positive increasing function of delay $D$. Such accounts predict that choice will be unaffected when the magnitude of the rewards is changed, provided their ratio $\left(R_{1} / R_{2}\right)$ is kept constant. However, humans discount delayed rewards less strongly when they are choosing between larger amounts of money (Green et al., 1997, 1999; Myerson and Green, 1995). Similarly, capuchin monkeys (Cebus apella) tested in two separate self-control studies (Addessi et al., 2011; Amici et al., 2008) were significantly more tolerant for delay when the rewards were larger (2 vs. 6 food items, as
opposed to 1 vs. 3; for discussion, see Addessi et al., 2011). Rats show a lower rate of discounting for less concentrated sucrose solutions, which they prefer (Farrar et al., 2003), but a higher rate of discounting for larger amounts of food (Wogar et al., 1992). Green et al. (2004) found no effect of reward magnitude in pigeons and rats.

### 1.3. Seeking an adaptive explanation

There have been several previous attempts to explain impulsiveness and the evolution of hyperbolic discounting. Kagel et al. (1986) proposed that if animals are uncertain of the rate of interruptions ('hazard' rate) and have to estimate this, they should gradually lower their estimate as time passes while they are waiting for a reward. If a long time has elapsed and an interruption has still not occurred, this indicates that the underlying hazard rate is likely to be low and an animal should therefore be more willing to wait even longer for a reward. Sozou (1998) developed this idea into a formal model and showed that estimation of a constant but unknown hazard rate could produce hyperbolic discounting.

Stephens and colleagues (Stephens, 2002; Stephens et al., 2004) put forward an alternative explanation for impulsive choice, based on constraints on discrimination. Assuming that animals can detect a difference between two delays more easily when the delays are short than when they are long (an example of Weber's Law; Gibbon, 1977), decisions might be more accurate when made on the basis of short-term consequences. This increased accuracy might favour a general tendency to evaluate options in terms of short-term gains. An alternative approach argues that a hyperbolic decay function can be explained by assuming that discounting is based on subjective time perception (Takahashi, 2005; Zauberman et al., 2009).

While interesting and potentially important, these ideas rely on additional factorsuncertainty over the interruption rate, or biases in discrimination-to explain impulsiveness,
on top of the basic economic considerations of energy (benefit) and time (cost). Here we take a more fundamental approach. We seek to identify optimal decisions in a variety of simple choice situations in which the available options differ only in the size of the reward and the delay till that reward can be collected. The focal animal knows (i.e. is adapted to) the interruption rate and can discriminate between the options accurately. Under these conditions, it has repeatedly been claimed that a rational animal should discount delayed rewards exponentially (e.g. Bickel and Marsch, 2001; Kalenscher and Pennartz, 2008; Kirby and Herrnstein, 1995). We show that this view is unfounded. Optimal choice between delayed rewards can cover a variety of different patterns of discounting, depending on whether a given choice is likely to be repeated (Kacelnik, 1997, 2003; Stephens, 2002) and what alternative options the animal may have for gaining energy outside the current choice situation. Our aim is not to develop one definitive model of choice that accounts for all the empirical observations mentioned above, but to construct a general framework for investigating these kinds of problems and expose the logic of evaluating delayed rewards.

## 2. A general model of choice between delayed rewards

We consider an animal facing a choice between different foraging options, each of which offers a reward after some delay. Our overarching assumption is that natural selection acts on the total reward obtained by some final time $T$ (Houston and McNamara 1999; McNamara and Houston, 1986, 1987). For a given option $i$ the net energetic gain from the reward is $R_{i}$, but this is only collected after a delay $D_{i}$. Given that it has to wait for the reward, there is a risk that the animal may lose it before it can be collected (e.g. because a competitor consumes it first or a predator interrupts the foraging bout). If we assume a
constant interruption rate $\alpha$ during a delay of duration $D_{i}$, then the chance that the animal successfully collects the reward is given by the negative exponential function $e^{-\alpha D_{i}}$ and the discounted value of the food reward is therefore $R_{i} e^{-\alpha D_{i}}$. Following this delay $D_{i}$, we assume that the animal forages at some rate of gain $\gamma$ for the remaining time $T-D_{i}$. Thus its expected total reward by the final time $T$ is

$$
\begin{equation*}
H_{i}=R_{i} e^{-\alpha D_{i}}+\gamma\left(T-D_{i}\right) \tag{1}
\end{equation*}
$$

If the future gains do not depend on the current options the animal is facing, $\gamma T$ is common to all options and the best option maximises $R_{i} e^{-\alpha D_{i}}-\gamma D_{i}$. When facing a choice between several alternatives differing in the reward amount $R_{i}$ and the delay $D_{i}$, we can identify the best option graphically by plotting $R_{i} e^{-\alpha D_{i}}$ against $D_{i}$, as shown in Fig. 2.

The expression $R_{i} e^{-\alpha D_{i}}-\gamma D_{i}$ neatly captures the essential trade-off between the energetic gain from the chosen option and the cost of waiting for it. The term $\gamma D_{i}$ is an opportunity cost (McNamara, 1982): it is the energetic gain that would have been achieved by seeking rewards elsewhere. Thus $\gamma$ represents the opportunity cost per unit time. There are different possible interpretations of $\gamma$, depending on the situation we are modelling. If the animal faces a one-off choice, then $\gamma$ is simply a 'background' rate of energetic gain that is independent of the options available in the choice situation; it is an externally imposed parameter. If, on the other hand, the animal faces the same choice situation repeatedly, then $\gamma$ is the long-term rate of gain on the choice cycles and is determined by the rewards and delays of the options available (Kacelnik, 1997, 2003). The importance of this distinction will become clear in the detailed models presented below.

In keeping with most empirical work on time discounting, we focus on choice decisions between two options, as illustrated in Fig. 1. One option (smaller-sooner, SS) offers a
relatively small reward $R_{\text {SS }}$ after a short delay $D_{\mathrm{SS}}$, while the other option (larger-later, LL) offers a larger reward $R_{\mathrm{LL}}$ after a longer delay $D_{\mathrm{LL}}$. By definition, $R_{\mathrm{LL}}>R_{\mathrm{SS}}$ and $D_{\mathrm{LL}}>D_{\mathrm{SS}}$.

## 3. One-off choice

The simplest situation is where the animal faces a one-off choice between SS and LL and then reverts to some background foraging rate $\gamma$. There are two basic cases we need to consider.

### 3.1. Zero opportunity $\operatorname{cost}(\gamma=0)$

If the background foraging rate is zero, the animal cannot gain energy through any other means outside the choice situation; its gains are restricted to the two options SS and LL. In this case there is no opportunity cost of waiting for a delayed reward, so $\gamma=0$. Then the best option maximises $R_{i} e^{-\alpha D_{i}}$, which implies that choice should be based on standard exponential discounting. If collection is guaranteed $(\alpha=0)$ then the animal should simply wait for the option with the bigger reward (LL), whereas a high risk of interruption favours the more immediate option (SS). In general (i.e. for any value of $\alpha$ ), the animal should choose the SS option whenever $R_{\mathrm{SS}} e^{-\alpha D_{\mathrm{SS}}}>R_{\mathrm{LL}} e^{-\alpha D_{\mathrm{L}}}$, which after rearranging gives the condition

$$
\begin{equation*}
D_{\mathrm{LL}}-D_{S S}>\frac{1}{\alpha} \ln \left(\frac{R_{\mathrm{LL}}}{R_{\mathrm{SS}}}\right) \tag{2}
\end{equation*}
$$

The difference $D_{\mathrm{LL}}-D_{\mathrm{SS}}$ is unchanged when a constant delay is added to both options, implying that there should be no preference reversal (Fig. 3a). There is also no effect of reward magnitude on choice provided the reward ratio $R_{\mathrm{L}} / R_{\mathrm{SS}}$ does not change.

### 3.2. Non-zero opportunity $\operatorname{cost}(\gamma>0)$

When there is some background rate of gain $\gamma>0$, this will influence the animal's optimal decision. It should now maximise $R_{i} e^{-\alpha D_{i}}-\gamma D_{i}$, trading off the potential gains from the options available in the choice situation against the opportunity cost of not being able to forage at the background rate while it is waiting for a reward. For short delays, the animal should prefer the LL option if the reward $R_{\mathrm{LL}}$ is sufficiently large. If the delays are increased, however, there comes a point at which the expected rate of gain from the current choice situation drops below the background rate of gain. When this happens, the animal should exit the choice situation as soon as possible, which is achieved by choosing the option with the shorter delay. So as a constant delay is added to both options, this model predicts a reversal of preference from the LL to the SS option (Fig. 3b).

We can prove this mathematically. The animal should choose the SS option whenever $R_{\mathrm{SS}} e^{-\alpha D_{\mathrm{SS}}}-\gamma D_{\mathrm{SS}}>R_{\mathrm{LL}} e^{-\alpha D_{\mathrm{L}}}-\gamma D_{\mathrm{LL}}$, which after rearranging gives the condition

$$
\begin{equation*}
D_{\mathrm{LL}}-D_{\mathrm{SS}}>\frac{1}{\gamma}\left(R_{\mathrm{LL}} e^{-\alpha D_{\mathrm{LL}}}-R_{\mathrm{SS}} e^{-\alpha D_{\mathrm{SS}}}\right) . \tag{3}
\end{equation*}
$$

For relatively short delays and a sufficiently large value of $R_{\mathrm{LL}}$, this inequality will not be satisfied and so the animal should choose the LL option. Now consider the effect of adding a constant delay to both options. The difference $D_{\mathrm{LL}}-D_{\text {SS }}$ will not change whereas the righthand side will get smaller, tending to zero as the amount of delay added goes to infinity. As soon as the right-hand side is smaller than $D_{\mathrm{LL}}-D_{\mathrm{SS}}$, the inequality is satisfied and the animal should switch its preference to the SS option.

In this choice situation there is also an effect of reward magnitude: for a given reward ratio $R_{\mathrm{LL}} / R_{\mathrm{SS}}$, larger rewards will be discounted less strongly than smaller rewards.

## 4. Repeated choice

We now consider cases where the animal faces the same choice repeatedly. Once the delay for its chosen option has elapsed and the animal has collected its reward, the cycle begins anew with the same two options (SS and LL) available. This changes the economics of the situation because instead of a fixed background rate, $\gamma$ now depends on the rewards and delays of the options chosen on the choice cycles (Kacelnik, 1997, 2003).

To start with, we look at the general case in which the animal adopts behaviour pattern $u$ over the repeated cycles of choice ( $u$ can represent any aspect of behaviour, but we avoid being specific about this here). Its rate of gain in this situation is the reward obtained per unit of time spent waiting, or $R(u) / D(u)$. The behaviour $u^{*}$ that maximises this rate is found by differentiating $R(u) / D(u)$ with respect to $u$ and setting it equal to zero, which after some rearrangement gives

$$
\begin{equation*}
R^{\prime}\left(u^{*}\right) \cdot D\left(u^{*}\right)=R\left(u^{*}\right) \cdot D^{\prime}\left(u^{*}\right) \tag{4}
\end{equation*}
$$

(where primes denote the first derivative with respect to $u$ ). If we denote the maximum possible rate of gain as $\gamma^{*}=R\left(u^{*}\right) / D\left(u^{*}\right)$ and substitute this into equation (4), we get

$$
\begin{equation*}
R^{\prime}\left(u^{*}\right)-\gamma^{*} D^{\prime}\left(u^{*}\right)=0 \tag{5}
\end{equation*}
$$

Note that this is equivalent to maximising $R\left(u^{*}\right)-\gamma^{*} D\left(u^{*}\right)$, which has exactly the same form as the general model outlined in section 2 (for an alternative derivation, see McNamara, 1982). Thus the optimal behaviour in a situation of repeated choice is just a special case of this general model.

### 4.1. Infinite number of cycles

If the sequence of cycles continues indefinitely, $\gamma$ is entirely determined by the options chosen. The long-term rate of gain from repeatedly choosing option $i$ is $\gamma=R_{i} e^{-\alpha D_{i}} / D_{i}$, which when substituted into equation (1) gives an expected pay-off of

$$
\begin{equation*}
H_{i}=\frac{R_{i} e^{-\alpha D_{i}}}{D_{i}} T \tag{6}
\end{equation*}
$$

The animal should choose whichever option maximises this pay-off, i.e. the option that gives the higher rate of gain $R_{i} e^{-\alpha D_{i}} / D_{i}$. Thus when there is an infinite sequence of cycles, the animal should follow a strategy of rate maximisation. This predicts a preference reversal from the SS to the LL option as the delays for both options are increased by a fixed amount (Fig. 4). Choice is unaffected by reward magnitude provided the reward ratio $R_{\mathrm{LJ}} / R_{\mathrm{SS}}$ does not change.

### 4.2. Uncertain number of cycles

Lastly, we consider what happens if there are repeated cycles of choice, but it is uncertain how long the sequence will continue. We now assume that interruptions, when they occur, terminate the entire sequence of cycles. This could represent the arrival of a predator, for example, or of a dominant competitor who displaces the focal animal from the foraging patch, forcing it to seek gains elsewhere (Houston et al., 1982; Kagel et al., 1986). Such events happen stochastically at an average rate $\lambda$ and immediately afterwards the animal switches to some background rate of gain $\gamma$.

Let the random variable $Y$ denote the time elapsed before the sequence is terminated, and $N_{i}$ denote the number of cycles completed in this period given that the animal repeatedly chooses option $i$. We can write the expected values of these variables as $\mathrm{E}(Y)$ and $\mathrm{E}\left(N_{i}\right)$, respectively. The animal gains reward amount $R_{i}$ for each completed cycle and then forages
at the background gain rate $\gamma$ for the remaining time $T-\mathrm{E}(Y)$ after the termination has occurred, so its expected pay-off $H_{i}$ is

$$
\begin{equation*}
H_{i}=R_{i} \cdot \mathrm{E}\left(N_{i}\right)+\gamma(T-\mathrm{E}(Y)) \tag{7}
\end{equation*}
$$

The expected time before the sequence is terminated is simply the reciprocal of the termination rate, that is $\mathrm{E}(Y)=1 / \lambda$. For any given cycle of duration $D_{i}$ the chance that termination does not occur is $e^{-\lambda D_{i}}$, so the chance that the sequence is terminated after $n$ cycles is $\mathrm{P}\left(N_{i}=n\right)=\left(1-e^{-\lambda D_{i}}\right) \cdot e^{-n \lambda D_{i}}$. If $T$ is sufficiently large we can treat the possible values of $N_{i}$ as an infinite sequence, which gives the expected number of completed cycles as

$$
\begin{equation*}
\mathrm{E}\left(N_{i}\right)=\left(1-e^{-\lambda D_{i}}\right) \sum_{n=0}^{\infty} n e^{-n \lambda D_{i}} . \tag{8}
\end{equation*}
$$

Since $e^{-\lambda D_{i}}<1$, the infinite series in this equation converges to $\sum_{n=0}^{\infty} n e^{-n \lambda D_{i}}=e^{-\lambda D_{i}} /\left(1-e^{-\lambda D_{i}}\right)^{2}$, which leaves us with $\mathrm{E}\left(N_{i}\right)=e^{-\lambda D_{i}} /\left(1-e^{-\lambda D_{i}}\right)=\left(e^{\lambda D_{i}}-1\right)^{-1}$. Substituting the expressions for $\mathrm{E}(Y)$ and $\mathrm{E}\left(N_{i}\right)$ back into the pay-off equation (7), we get

$$
\begin{equation*}
H_{i}=\frac{R_{i}}{e^{2 D_{i}}-1}+\gamma\left(T-\frac{1}{\lambda}\right) . \tag{9}
\end{equation*}
$$

Since $\gamma(T-1 / \lambda)$ is common to all options, the animal should choose whichever option maximises $R_{i} /\left(e^{\lambda D_{i}}-1\right)$. So it should choose the SS option whenever

$$
\begin{equation*}
\frac{R_{\mathrm{SS}}}{R_{\mathrm{LL}}}>\frac{e^{\lambda D_{\mathrm{SS}}}-1}{e^{\lambda D_{\mathrm{L}}}-1} \tag{10}
\end{equation*}
$$

This inequality is satisfied when the SS option gives an immediate reward ( $D_{\mathrm{SS}}=0$ ), since the right-hand side is zero. As both delays are increased by the same amount, however, the righthand side increases and eventually converges to a value of $e^{-\lambda k}$, where $k=D_{\mathrm{LL}}-D_{\mathrm{SS}}$. This implies that preference reversal will occur if the rewards and delays of the two options are
such that $R_{\mathrm{SS}} / R_{\mathrm{LL}}<\exp \left[-\lambda\left(D_{\mathrm{LL}}-D_{\mathrm{SS}}\right)\right]$, with preference switching to the LL option as both delays are increased. An example of this is shown in Fig. 5.

Note that in this situation there is no effect of reward magnitude on choice provided the reward ratio $R_{\mathrm{SS}} / R_{\mathrm{LL}}$ does not change.

## 5. Preference reversals over time

We have seen that an optimality approach can predict preference reversal when the delays associated with two options are increased by the same amount. Experimentally, this scenario corresponds to a comparison between two separate choice situations: in one, the animal is given a choice between two rewards after delays $D_{\mathrm{SS}}$ and $D_{\mathrm{LL}}$ (Fig. 1a); in the other, it is given a choice between the same two rewards after delays $D_{\mathrm{SS}}+\delta$ and $D_{\mathrm{LL}}+\delta$ (Fig. 1b). Preference reversal between these two situations has been documented by several studies (e.g. Ainslie and Herrnstein, 1981; Green et al., 1981; Green and Estle, 2003; Rachlin and Green, 1972), with animals preferring a smaller, sooner reward in the former case but a larger, later reward when the delays are extended to $D_{\mathrm{SS}}+\delta$ and $D_{\mathrm{LL}}+\delta$.

There is another form of preference reversal that we have not yet considered in detail. After making an initial choice between two options, an animal may have the opportunity to reverse its decision at a later time point, when the delays to both options have decreased (Fig. 1c). Again the comparison is between a choice when the delays are $D_{\mathrm{SS}}+\delta$ and $D_{\mathrm{LL}}+\delta$ (initial choice) and a choice when the delays are $D_{\mathrm{SS}}$ and $D_{\mathrm{LL}}$ (later choice), but now we are dealing with a preference reversal within the same choice situation, as time runs forwards from $t$ to $t+\delta$. If the animal switches its choice at the later time point $t+\delta$, it is not obvious
why it would not choose this option in the first place. Is it ever adaptive for an animal to reverse its choice in this way?

A number of authors (e.g. Casari, 2009; Kalenscher and Pennartz, 2008; Kirby and Herrnstein, 1995; Sozou, 1998) have treated preference reversal over time as the reverse case of preference reversal when a constant delay is added to both options: instead of both delays being extended by the same amount, both delays are shortened by the same amount. But in fact these two cases are distinct, and the failure to distinguish between them can lead to misunderstandings. For example, Sozou's (1998) model of hyperbolic discounting, in which individuals estimate the underlying hazard rate, predicts greater patience (increased preference for the LL option) when a fixed delay is added to both options, a pattern supported by empirical studies comparing two separate choice situations (e.g. Rachlin and Green, 1972). Dasgupta and Maskin (2005) later used Sozou's logic to predict what would happen when individuals estimate the underlying hazard rate within a single choice situation, and argued that it incorrectly predicts increasing patience as time runs forwards. However, to analyse this type of situation rigorously, an explicit account of the process is needed. Whether we should expect preference reversal over time depends on how the passage of time affects the economics of the choice situation. Specifically, the pattern of choice depends on the information the animal has about the continuing availability of the rewards. Dasgupta and Maskin (2005) alluded to this point, but they focused on a more complicated choice situation in which the delays to the two rewards are uncertain. Here we state the distinction in more general terms. There are two possible scenarios:

Case 1: the passage of time changes the estimated probability of collecting a given reward. When making its initial choice between the SS option and the LL option, both of these options are available to the animal; but assuming a certain risk that its chosen option will be lost during the delay $\left(D_{\mathrm{SS}}+\delta\right.$ or $\left.D_{\mathrm{LL}}+\delta\right)$ it has to wait before it can collect the
reward, the reward value should be discounted accordingly. Now imagine that when time has run forwards to $t+\delta$, both options are still available; neither has been lost during the preceding period. If the animal can update its assessment of the collection risk to take account of this fact, the economics of the choice situation have changed. The preceding period can be ignored and the animal should discount only over the remaining delay, $D_{\mathrm{SS}}$ or $D_{\mathrm{LL}}$. This is the inverse of the situations considered earlier (where a constant delay was added to both options), and can therefore support preference reversal over time as the optimal behaviour under some conditions. In Fig. 6 we illustrate this for a one-off choice with a non-zero opportunity cost (Fig. 6a) and for an infinite sequence of repeated choices (Fig. 6b). Preference reversal occurs in opposite directions in these two situations, as was the case when a constant delay was added to both options (sections 3.2 and 4.1). Most empirical data support the pattern shown in Fig. 6b, in which the animal becomes increasingly impatient as time passes.

Case 2: the passage of time has no effect on the estimated probability of collecting a given reward. Alternatively, the animal may not know at the later time point whether either of the options is still available. Although there is less time remaining before it can collect its chosen reward, it should also take into account the chance the reward was lost during the preceding period from $t$ to $t+\delta$. Thus it should still discount the rewards over the original delays $D_{\mathrm{SS}}+\delta$ and $D_{\mathrm{LL}}+\delta$. No preference reversal is expected in this case: the animal faces exactly the same economic situation as before, so it should stick by its original decision.

So, whether we expect an animal to show preference reversal over time depends critically on the information it has about the continuing availability of the options as time passes (Dasgupta and Maskin, 2005). Many previous studies have overlooked this key consideration or have otherwise conflated two distinct types of preference reversal.

## 6. Summary of predictions

In Table 1 we summarise the main features of optimal behaviour in the various different choice situations we have considered. Starting from some relatively modest assumptions, our general model yields a surprisingly rich array of predictions. Preference reversals may occur whenever there is a non-zero opportunity cost, in other words whenever the animal loses opportunities to forage elsewhere while it is waiting for delayed rewards. However, the expected direction of preference reversal depends on whether the choice situation is a one-off or is repeated. When choice is repeated, optimal behaviour leads to the form of preference reversals documented in the empirical literature, with greater patience for more delayed rewards. However, under these same conditions we predict no effect of the reward ratio $R_{\mathrm{LL}} / R_{\mathrm{SS}}$. Conversely, in a one-off choice with a non-zero opportunity cost we predict lower rates of discounting for larger rewards, but preference reversals in the opposite direction to that typically seen in experiments. Thus, although our model successfully predicts isolated features of intertemporal choice behaviour, no single version of the model can account for all of the empirically observed patterns. To understand how animals evaluate delayed rewards, it seems that we need to take into account additional factors besides the ones we have focused on here, collection risk and opportunity cost. For example, we might incorporate certain constraints on decision making, such as discrimination biases (Stephens, 2002; Stephens et al., 2004) or uncertain interruption rates (Sozou, 1998). At the same time, however, it is important to question whether animals are likely to be adapted to the intertemporal choice situations they encounter in the laboratory. In the next section we critically evaluate the ecological relevance of choice between delayed rewards.

## 7. Ecological relevance

We have examined a series of simple choice scenarios in which a foraging animal is fully adapted to the rewards $\left(R_{i}\right)$ and delays $\left(D_{i}\right)$ of alternative options, as well as to the frequency ( $\alpha$ or $\lambda$ ) with which interruptions occur. This has been a useful exercise for identifying what choices the animal should make to maximise its long-term energy gain in these specific situations. But why would we expect animals to have evolved an ability to choose between rewards with different delays? What kinds of natural situations would entail such a choice, in which the animal has access to a given option but the reward cannot be harvested until a later point in time? Under what circumstances might patience be 'ecologically rational' (Gigerenzer et al., 1999)? Several possibilities have been proposed.

### 6.1. Fruit ripening (Dasgupta and Maskin, 2005; Stevens and Stephens, 2008)

When a frugivore encounters unripe fruit, it is faced with a choice between eating it immediately or waiting until it has ripened, in which case the energetic reward it gains will be greater. If, as seems likely, the animal is free to forage elsewhere while it is waiting for the fruit to ripen, this situation might reasonably be modelled as a one-off choice with zero opportunity cost. Assuming a constant collection risk (e.g. a risk that competing frugivores consume the fruit in the meantime), this predicts standard exponential discounting. However, since fruit is likely to become increasingly attractive to foragers as it ripens, the collection risk actually rises as time passes and so the assumption of a constant $\alpha$ is invalid. In addition, the timescale of fruit ripening is far greater than the delays used in self-control experiments, which typically last a few seconds or minutes. It is not yet known how animals devalue food items that they cannot eat until days or weeks later.

### 6.2. Extractive foraging (Stevens and Stephens, 2008)

Some foods (e.g. nuts, shellfish) have to be extracted from hard, inedible cases before they can be consumed. Although the handling time imposes a fixed delay to the reward, it is unclear how well this corresponds to the self-control paradigm studied experimentally. First, it is not obvious what the alternative, more immediate option is, unless the animal has a range of different food types it can exploit in the same habitat. Second, it seems likely that in most cases of extractive foraging the collection risk will be negligible. Finally, from a mechanistic rather than functional perspective, the animal may already gain some psychological reinforcement from handling a food item before it has extracted the food (Shettleworth and Jordan, 1986).

### 6.3. Caching for the winter (Stevens and Stephens, 2008, 2009; Stevens, 2010)

A variety of birds and mammals cache food for later use, and this has been interpreted as a preference for a delayed reward over immediate consumption. On closer inspection, however, this type of behaviour differs in important ways from the kind of situation studied in impulsiveness tests in the laboratory. When an animal faces a choice between caching a given food item or eating it now, it could be argued that the immediate and delayed options have the same reward magnitude, whereas in the self-control paradigm the delayed reward is bigger (generating a conflict between reward size and time cost). If anything, cached food will provide a smaller net energetic gain when it is eventually consumed, because of decay and the energetic cost of recovering it (e.g. digging it up). The fitness value of the food item may nevertheless be greater when it is recovered and eaten in midwinter than if it was eaten when found earlier in the year, because the background rate of gain from foraging has declined dramatically and the animal may be closer to starvation. But this situation is rather
different from the self-control paradigm, in which rewards are delayed by seconds or minutes and changes in the animal's state can be disregarded. Instead, the decision to cache seems to be driven by other factors that are missing from the self-control set-up. Most probably, the animal has been selected to cache for the winter to guard against the risk of energetic shortfall during a predictable period of poor foraging success. At the same time, caching may allow it to use additional resources when it is already satiated, as suggested by the fact that caching typically occurs at a time when excess food is available (Smith and Reichman, 1984).

### 6.4. Patch leaving (Stephens and Dunlap, 2009, 2011; Stephens et al., 2004; Stevens and

 Stephens, 2009; Stevens, 2010)Stephens and colleagues have framed the classic patch-leaving problem of behavioural ecology in terms of the self-control paradigm. In this view, the decision to remain in a given foraging patch and keep searching for additional food items represents choice for a more immediate reward, whereas leaving the patch and travelling to a new one represents choice for a delayed, but potentially larger, reward (Stephens et al., 2004). When the distribution of food is highly clustered there is a clear opportunity cost, since while travelling between patches the animal cannot continue to feed. However, as Stephens and Dunlap (2009) point out, the patch-leaving problem differs from the self-control problem in having a nested decision structure: choice of one option ('stay') requires the animal eventually to choose the other option ('leave') before the same choice is repeated. Interestingly, blue jays (Cyanocitta cristata) make better long-term decisions in the self-control situation (Stephens and Dunlap, 2009).
6.5. Sequential mate search (Stevens, 2010)

Discussions of intertemporal choice typically revolve around foraging decisions, but similar issues may apply in other domains. In a mate-choice context, a female's decision to reject a low-quality male in the hope she will later find a superior mate could be viewed as choice for a larger, later reward. This is not exactly equivalent to the standard self-control paradigm, in particular because the delay to the later option and the size of the associated reward (the exact quality of the superior mate) are both uncertain, but there are some intriguing parallels. This kind of situation might also generate some interesting complications, such as changes in the degree of impulsiveness over time; for example, unpaired females are likely to become increasingly impatient as the end of the mating season approaches. An analogous effect has been noted for diving animals, which should become less selective in their foraging as they near the time at which they have to return to the surface for air (Houston and McNamara, 1985).

In summary, despite some superficial similarities, there appear to be few-if any-biological situations that correspond directly to the self-control paradigm used in laboratory tests of impulsive behaviour. On this basis, we question whether it is reasonable to expect that natural selection has furnished animals with the decision rules for behaving rationally (i.e. in a way that maximises their gains) in these particular experimental set-ups (Houston, 2009; Houston et al., 2007; McNamara and Houston, 1980, 2009). Some of the apparently short-sighted behaviours observed in the laboratory may be the product of rules that work well in more naturalistic situations such as patch exploitation (Stephens 2002). Future work on the adaptive basis of impulsiveness should identify what kinds of rules perform well in ecologically relevant scenarios and use these rules to predict behavioural patterns in laboratory experiments like the self-control paradigm. The current trend for post hoc ecological explanations of why certain taxa exhibit higher or lower discounting rates in
laboratory experiments (e.g. Addessi et al., 2011; Cheng et al., 2002; Rosati et al., 2007; Stevens et al., 2005a,b) needs to be paired with a predictive, model-based approach to understanding animal behaviour.

## 8. Key points

We finish by summarising some key points from our analysis.

1. Depending on the precise situation considered, optimality models of choice between delayed rewards can predict a range of different types of behaviour-including no preference reversal, preference reversal in either direction, lower discounting rates for bigger rewards or no effect of reward magnitude. Exponential discounting is expected only under certain circumstances.
2. To predict how an animal should respond, we need to know more than just the rewards and delays of the available options. We also need to know what information is available to the animal and what it perceives about the current situation. Of critical importance is whether the animal has evolved to expect one-off choices, repeated choices or can adjust its behaviour flexibly depending on the persistence of the current situation.
3. Preference reversals over time are not equivalent to preference reversals across separate choice situations. Whether preferences should reverse over time depends on the information the animal has about the continuing availability of the rewards.
4. The structure of the self-control paradigm used in laboratory experiments does not fit most intertemporal choice situations in the natural environment. Expecting animals to behave rationally in self-control tests might therefore be unrealistic.
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Table 1. Summary of optimal behaviour in a number of simple situations involving a choice between a smaller, sooner (SS) option offering a relatively small reward ( $R_{\mathrm{SS}}$ ) after a short delay $\left(D_{\mathrm{SS}}\right)$ and a larger, later option (LL) offering a larger reward $\left(R_{\mathrm{LL}}\right)$ after a longer delay $\left(D_{\mathrm{LL}}\right)$. While waiting for a delayed reward there is an opportunity cost $\gamma$ per unit time, plus a risk either that random interruptions eliminate the chosen reward (average interruption rate $\alpha$ ) or that they terminate the entire foraging sequence (average termination rate $\lambda$ ).

| Choice situation <br> $(n=$ number of cycles $)$ | Quantity <br> maximised | with added <br> delay | over time* | Large rewards <br> discounted <br> less/more/same? |
| :--- | :---: | :---: | :---: | :---: |
|  | $R_{i} e^{-\alpha D_{i}}-\gamma D_{i}$ | $\mathbf{L L} \rightarrow \mathbf{S S}$ | $\mathbf{S S} \rightarrow \mathbf{L L}$ | none |
| Repeated choice, uncertain $n$ | $R_{i} /\left(e^{a D_{i}}-1\right)$ | $\mathbf{S S} \rightarrow \mathbf{L L}$ | $\mathbf{L L} \rightarrow \mathbf{S S}$ | same |
| Repeated choice, infinite $n$ | $\left(R_{i} e^{-\alpha D_{i}}\right) / D_{i}$ | $\mathbf{S S} \rightarrow \mathbf{L L}$ | $\mathbf{L L} \rightarrow \mathbf{S S}$ | same |
| 715 |  |  |  |  |

* Assuming that the animal always knows that both options are still available. (In the absence of this information, no preference reversal is predicted.)

Fig. 1. A diagrammatic illustration of the self-control paradigm. Time runs from left to right, and the choices of a hypothetical animal are indicated by thick lines. (a) At the point indicated by the question mark, the animal chooses between a relatively small reward ( $R_{\mathrm{SS}}$ ) delivered after a relatively short delay ( $D_{\mathrm{SS}}$ ) and a larger reward ( $R_{\mathrm{LL}}$ ) delivered after a longer delay $\left(D_{\mathrm{LL}}\right)$. The animal is said to choose impulsively if it prefers the more immediate option (SS) even when the more delayed option (LL) offers a higher rate of gain. (b) Preference reversal across separate choice situations: in a similar choice situation in which the delays have been extended to $D_{\mathrm{SS}}+\delta$ and $D_{\mathrm{LL}}+\delta$, the animal may instead prefer the more delayed option (LL). (c) Preference reversal over time: if the animal has the opportunity to alter its initial decision after time $\delta$ has elapsed, it may switch to the more immediate option (SS).

Fig. 2. A graphical method for identifying the best option from a discrete set of alternatives (each represented by a circle) differing in their reward amount $R_{i}$ and delay $D_{i}$, where interruptions to foraging occur at rate $\alpha$ and the opportunity cost per unit time of waiting for delayed rewards is $\gamma$. When there is no opportunity $\operatorname{cost}(\gamma=0)$, the best option maximises the expected energetic gain $R_{i} e^{-\alpha D_{i}}$. Lines of constant fitness (dashed line) are horizontal and the best option (labelled A) is the one that reaches the highest point along the vertical axis. When there is a non-zero opportunity $\operatorname{cost}(\gamma>0)$, the total opportunity cost $\gamma D_{i}$ increases with the time spent waiting, so lines of constant fitness (dotted line) slope upwards with increasing delay (since a greater expected energetic gain is needed to compensate for a longer delay). The best option (labelled B) maximises the expected energetic gain minus the total opportunity cost $\gamma D_{i}$.

Fig. 3. Change in the expected pay-offs from choosing a smaller-sooner (SS) reward (grey) or a larger-later (LL) reward (black) in a one-off choice situation, when an extra delay is
added to both options. The rewards offered are $R_{\mathrm{SS}}=1$ for the SS option and $R_{\mathrm{LL}}=11$ for the LL option, after delays of $D_{\mathrm{SS}}=1$ and $D_{\mathrm{LL}}=10$ plus the added delay. The dashed line indicates that the LL reward is devalued even when there is no added delay, since $D_{\mathrm{LL}}>D_{\mathrm{SS}}$. The rate of interruptions is $\alpha=0.1$ per unit time and the total time available is $T=500$. (a) When there is no opportunity cost of waiting for a reward ( $\gamma=0$ ), preference reversal does not occur. (b) When there is an opportunity cost of waiting for a reward ( $\gamma=0.1$ per unit time), preference reversal can occur, with the optimal choice switching from LL to SS as the added delay increases.

Fig. 4. Change in the expected pay-offs from choosing a smaller-sooner (SS) reward (grey) or a larger-later (LL) reward (black) in continually repeated cycles of the same choice situation, when an extra delay is added to both options. The rewards offered are $R_{\mathrm{SS}}=1$ for the SS option and $R_{\mathrm{LL}}=11$ for the LL option, after delays of $D_{\mathrm{SS}}=1$ and $D_{\mathrm{LL}}=10$ plus the added delay. The dashed line indicates that the LL reward is devalued even when there is no added delay, since $D_{\mathrm{LL}}>D_{\mathrm{SS}}$. The rate of interruptions is $\alpha=0.1$ per unit time and the total time available is $T=500$. Preference reversal can occur, with the optimal choice switching from SS to LL as the added delay increases.

Fig. 5. Change in the expected pay-offs from choosing a smaller-sooner (SS) reward (grey) or a larger-later (LL) reward (black) in an uncertain number of cycles of the same choice situation, when an extra delay is added to both options. The rewards offered are $R_{\mathrm{SS}}=1$ for the SS option and $R_{\mathrm{LL}}=11$ for the LL option, after delays of $D_{\mathrm{SS}}=1$ and $D_{\mathrm{LL}}=10$ plus the added delay. The dashed line indicates that the LL reward is devalued even when there is no added delay, since $D_{\mathrm{LL}}>D_{\text {SS }}$. The rate at which random events terminate the entire choice
sequence is $\lambda=0.1$ per unit time and the total time available is $T=500$. Preference reversal can occur, with the optimal choice switching from SS to LL as the added delay increases.

Fig. 6. The expected pay-offs from choosing a smaller-sooner (SS) reward (grey) or a largerlater (LL) reward (black) in a reversible choice situation, in which the animal has the opportunity to switch to a previously rejected option before the associated delay expires and the reward can be collected (indicated by the dashed lines). The rewards offered are $R_{\mathrm{SS}}=1$ for the SS option and $R_{\mathrm{LL}}=11$ for the LL option, after initial delays of $D_{\mathrm{SS}}=36$ and $D_{\mathrm{LL}}=$ 45. The rate of interruptions is $\alpha=0.1$ per unit time and the total time available is $T=500$. As time passes, the remaining delays for both options decrease. This can cause preference reversal if the animal has information that both rewards are still available. (a) In a one-off choice situation with an opportunity cost of waiting for a reward ( $\gamma=0.1$ per unit time), the best option changes from SS to LL as time passes. This is the reverse case of Fig. 3b. (b) When the choice situation is continually repeated, the best option changes from LL to SS as time passes. This is the reverse case of Fig. 4. Note that when the time to collection falls to zero, the expected pay-off (dashed lines) is infinite.
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