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Abstract

The acoustoelectric effect in graphene and graphene nanoribbons (GNRs) on lithium niobate surface acoustic wave (SAW) devices was studied experimentally. Monolayer graphene produced by chemical vapour deposition was transferred to the SAW devices. The photoresponse of the acoustoelectric current ($I_{ae}$) was characterised as a function of SAW frequency and intensity, and illumination wavelength (using 450 nm and 735 nm LEDs) and intensity. Under illumination, the measured $I_{ae}$ increased by more than the measured decrease in conductivity, while retaining a linear dependence on SAW intensity. The latter is consistent with the piezoelectric interaction between the graphene charge carriers and the SAWs being described by a relatively simple classical relaxation model. A larger increase in $I_{ae}$ under an illumination wavelength of 450 nm, compared to 735 nm at the same intensity, is consistent with the generation of a hot carrier distribution.

The same classical relaxation model was found to describe $I_{ae}$ generated in arrays of 500 nm-wide GNRs. The measured acoustoelectric current decreases as the nanoribbon width increases, as studied for GNRs with widths in the range 200 – 600 nm. This reflects an increase in charge carrier mobility due to increased doping, arising from damage induced at the nanoribbon edges during fabrication.
Lastly, the acoustoelectric photoresponse was studied as a function of graphene nanoribbon width (350 – 600 nm) under an illumination wavelength of 450 nm. Under illumination, the nanoribbon conductivity decreased, with the largest percentage decrease seen in the widest GNRs. \( I_{ae} \) also decreased under illumination, in contrast to the acoustoelectric photoresponse of continuous graphene. A possible explanation is that hot carrier effects under illumination lead to a greater decrease in charge carrier mobility than the increase in acoustoelectric attenuation coefficient. This causes the measured decrease in \( I_{ae} \).
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1. Introduction

1.1 Motivation

Surface acoustic waves (SAWs) propagating on piezoelectric substrates have been employed for signal processing since the 1960s. With components including bandpass filters, oscillators, and resonators, SAW devices are used across a broad range of industries [1]. Developments in semiconductor manufacturing during the 1980s brought the interest in high frequency (MHz – GHz) SAWs towards the study of the electronic properties of low-dimensional electron systems (LDESs). The charge carriers of a LDES placed on top of a piezoelectric medium interact with SAWs propagating in the substrate via the acoustoelectric effect, first predicted by Parmenter in 1953 [2]. This leads to energy transfer between the SAW and the charge carriers, manifested as a change in the SAW observables. Wixforth et al. [3, 4] provided the first demonstration of this in a two-dimensional (2D) system, observing that Shubnikov-de Haas oscillations in the conductivity of a GaAs/Ga$_{1-x}$Al$_x$As ($x = 0.37$) heterostructure in a strong magnetic field were mirrored by large oscillations in the SAW attenuation and velocity. Similar effects were later reported in one-dimensional (1D) quantum nanowires [5, 6] and zero-dimensional (0D) quantum dots [7] by Nash et al. It is also possible
for SAWs to generate an acoustoelectric current in an LDES in a closed circuit, where the charge carriers become trapped in the electric potential minima and maxima and are transported over macroscopic distances at the acoustic velocity. Individual electron transport by SAWs has even been demonstrated. Talyanskii et al. [8] used a 1D split-gate geometry on GaAs/Ga$_{1-x}$Al$_x$As ($x = 0.37$) heterostructures to transport $1 – 4$ electrons per SAW cycle, by tuning the gate voltage. This technology could be highly relevant for metrological and quantum information applications.

Graphene is a 2D allotrope of sp$^2$-hybridised carbon atoms arranged on a honeycomb lattice [9]. Its discovery in 2004 has led a revolution in materials research, due to its unmatched physical properties. Its charge carriers are predicted to have a mobility exceeding $\sim 200,000$ cm$^2$ V$^{-1}$ s$^{-1}$ [10] and it has no electronic band-gap, readily exhibiting ambipolar transport [10]. It also has an optical absorption coefficient of 2.3%, despite being one atomic layer thick [11, 12], and a Young’s modulus of 1.0 TPa for free standing sheets [13]. Graphene’s planar structure makes it highly suitable for investigation with surface acoustic waves. This was explored theoretically by Thalmeier et al. [14] in 2010 and Zhang and Xu [15] in 2011 and followed experimentally by measurements of an acoustoelectric current in graphene by Miseikis et al. [16] in 2012. Subsequent work by Bandhu et al. sought a clearer understanding of the SAW frequency and intensity dependence of the acoustoelectric current in graphene at room [17] and low [18] temperature in millimetre-scale devices. This ultimately led to the
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Despite these advances, and with graphene’s potential as a broadband photodetector [12], no work has so far been reported on the acoustoelectric photoresponse of graphene. Furthermore, the electronic properties of graphene nanoribbons (GNRs), and their photoresponse, have yet to be investigated with surface acoustic waves. These sub-micron wide graphene channels, with high aspect ratios, are envisaged as a key component in future graphene circuitry [21, 22] and when formed into arrays can be used to study graphene plasmonics [23]. The likelihood of graphene-SAW devices being deployed in commercial applications requires a greater understanding of their photoresponse. Additionally, it is important to examine the electronic and optoelectronic properties of GNRs with SAWs, given the growing interest in these structures. The work presented in this thesis seeks to address these gaps.

1.2 Overview

The results presented in this thesis are the first investigation of the photoresponse of the acoustoelectric current in large-area graphene, which has been characterised as a function of SAW frequency and intensity, and illumination wavelength and intensity in the visible range. An acoustoelectric current generated in graphene nanoribbon arrays is reported for the first time, studied as
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A function of SAW frequency and intensity, and GNR width for nanoribbon widths in the range of 200 to 600 nm. The photoresponse of the acoustoelectric current in GNR arrays is also studied, as a function of illumination intensity, SAW frequency, and GNR width. The work presented in this thesis has implications for both academic and industrial research, and is structured as follows:

Chapter 2 contains an introduction to graphene and a review of its properties that are relevant to explaining the results in this thesis. This includes discussions on: the band structure of graphene and the tunability of its charge carrier population, both by field effect measurements and surface adsorbates; the electronic properties of GNRs; the optical conductivity of graphene in the visible range; and the generation of a hot carrier distribution under illumination. Graphene production methods are also presented, with specific detail given to chemical vapour deposition, followed by techniques of graphene characterisation. The chapter concludes with a review of relevant applications.

In Chapter 3, the wave equation describing SAW propagation in piezoelectric materials is obtained, along with the functional form of SAWs. The generation of SAWs by interdigital transducers (IDTs) is discussed, including determination of the centre frequency of single-digit IDTs and the effects of IDT apodization, and practical considerations for commercial SAW devices are reviewed. The origin of the acoustoelectric effect in bulk materials is discussed, followed by the special case of its appearance in 2D electron systems, including graphene, integrated
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with SAW devices. Some applications of acoustoelectric charge transport are also given.

A comprehensive process for graphene-SAW and GNR-SAW hybrid device fabrication is given in Chapter 4. The manufacturer’s data for the as-supplied LiNbO$_3$ SAW devices is shown. The procedures for transferring commercially available CVD graphene to the SAW devices, identifying it on different substrates, and patterning it via electron beam lithography and reactive ion etching, are described. The process of applying electrical contacts to the devices via thermal evaporation, mounting them to custom-designed printed circuit boards, and adding wire bonds, is also outlined. This is followed by a list of the tested devices, their geometries, and the measurements they were used for. The chapter concludes with descriptions of the techniques used for SAW generation and detection, electrical measurements, and controlling the illumination sources.

Chapter 5 contains the results of a study into the photoresponse of the acoustoelectric current generated in, and conductivity of, large-area CVD graphene. The acoustoelectric current and conductivity were first monitored as the measurement chamber was vacuum pumped. A positive current in the direction of SAW propagation was initially observed, corresponding to p-doping. This is consistent with reports of CVD graphene processed following the techniques used here [24]. The resistance was seen to decrease with increasing pump-out time. This is believed to be due to the steady removal of surface adsorbates. Following vacuum pumping over hundreds of hours, the doping
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transitioned from p-type to n-type, thought to be caused by the removal of molecular water from the surface. The SAW frequency and intensity dependence of the acoustoelectric current was explained by a classical relaxation model describing the interaction between the SAWs and graphene charge carriers. Under illumination by LED light, an increase in the acoustoelectric current was measured, and was mirrored by a decrease in conductivity. A smaller percentage increase in acoustoelectric current is seen under the same intensity illumination at a longer wavelength. The generation of a hot carrier distribution provides a possible explanation for the observed photoresponse [25]. Lastly, the percentage change in acoustoelectric current was similar at different SAW frequencies, which might be expected if the change in electronic properties were dominated by hot carrier effects. A modified version of this chapter is published in ‘Acoustoelectric Photoresponse in Graphene’, Applied Physics Letters, 106, 133107 (2015).

The effects on the acoustoelectric current of patterning the graphene into arrays of GNRs is investigated in Chapter 6. First studied in arrays of 500 nm-wide GNRs, the acoustoelectric current was found to be an order of magnitude higher than previously reported in graphene-SAW devices of this scale [17, 18, 20]. This is believed to be due to higher quality, more continuous graphene achieved using a modified transfer technique. This is reflected by a higher conductivity than that measured in the device studied in Chapter 5. The dependence of the acoustoelectric current on SAW frequency and intensity is described by the classical relaxation model used to explain the results in the
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previous chapter. The possibility of enhancing the acoustoelectric current by the inclusion of perpendicular ‘bridge’ nanoribbons in the array is also discussed, with measurements presented for devices with and without these additional structures. The acoustoelectric current generated in neighbouring arrays of GNRs on the same device, with nanoribbon widths in the range 200 – 600 nm, is found to increase with decreasing GNR width. This is thought to be caused by increased p-doping arising from damage to the GNR edges leading to an increase in charge carrier mobility. An adapted form of this chapter is published in ‘Acoustoelectric Current in Graphene Nanoribbons’, *Scientific Reports*, 7, 1767 (2017).

In Chapter 7, the results of a study into the acoustoelectric photoresponse in arrays of graphene nanoribbons with GNR widths of 350 - 600 nm are presented. In each array, the largest acoustoelectric currents are observed at a SAW frequency of 355 MHz, compared to 33 MHz. This is consistent with the classical relaxation model describing the measurements presented in Chapters 5 and 6. The GNR conductivity decreases with increasing width, as explained in Chapter 6. Under illumination by a 450 nm LED, a decrease in both acoustoelectric current and conductivity is observed. This contrasts with the measurements in Chapter 5, where the magnitude of acoustoelectric current increased the conductivity decreased. As the GNR width increases, the percentage change in conductivity under illumination also increases. It is believed that, due to the high conductivity of the GNRs compared to the continuous graphene sample studied in Chapter 5,
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the decrease in mobility resulting from the generation of a hot carrier distribution
overcomes the increase in acoustoelectric attenuation coefficient. This causes
the measured decrease in acoustoelectric current under illumination.

Chapter 8 provides a summary of the experimental results presented in this
thesis, along with suggestions for future research.
2. Graphene

2.1 Overview

Graphene is a two-dimensional (2D) allotrope of carbon with a honeycomb lattice [9, 10]. It can be derived from a variety of other carbon materials, such as zero-dimensional fullerenes, one-dimensional carbon nanotubes, and three-dimensional (3D) graphite (Figure 2.1). Theoretical and experimental studies suggested that single-atomic-layer materials could not exist outside of bulk 3D structures, as the rapidly rising melting point with decreasing thickness would cause them to decompose or form curved structures [10]. This was disproved in 2004 when graphene was isolated for the first time by Novoselov and Geim [9], who used adhesive tape to extract single-layer graphene (SLG) from graphite.

The ease with which high-quality graphene could be fabricated led to a surge of experimental work to determine its properties. Not only is SLG air-stable, it also exhibits a plethora of desirable engineering attributes, including: an intrinsic charge carrier mobility of $\sim$200,000 cm$^2$ V$^{-1}$ s$^{-1}$ even for high carrier concentrations ($>10^{12}$ cm$^{-2}$) [26], surpassing that of any known material [27]; an in-plane thermal conductivity at room temperature of 2000 – 4000 W m$^{-1}$ K$^{-1}$ (depending on crystal quality), higher than that of diamond (2200 W m$^{-1}$ K$^{-1}$ at 300 K) [28]; a high optical
absorption of ~2.3%, in spite of its monolayer structure [11]; and a Young’s modulus of 1.0 TPa for free-standing sheets, making it the strongest known material [13]. Such is the desire to study graphene, for both pure and applied research, that within a decade of its discovery scalable production methods had developed including wafer-sized sublimation of silicon carbide (SiC) [29, 30, 31, 32, 33] and up to metre-square chemical vapour deposition (CVD) on a variety of transition metals [34, 35, 36, 37, 38, 39]. Advances made in the field of graphene fabrication have facilitated the discovery of a host of other 2D materials [40], too, such as: hexagonal boron nitride (hBN) [41, 42, 43]; molybdenum disulphide (MoS$_2$) [44, 45]; tungsten diselenide (WSe$_2$) [46, 47]; silicene; phosphorene; and germanene [48, 49, 50].
Graphene’s 2D nature makes it extremely sensitive to surface perturbations. Its charge carrier concentration can be controlled by very low concentrations of gases [51, 52], making it a compelling material for sensing applications. Additionally, its gapless and linear band structure makes it an interesting candidate for broadband optoelectronic applications [53]. The electronic properties of graphene have conventionally been studied with a field effect transistor (FET) configuration. Surface acoustic waves (SAWs), a mechanical vibration propagating along the surface of a material, offer an alternative approach. SAWs on piezoelectric media have been used for many years to probe the band structure of low-dimensional electron systems (LDESs), such as quantum wires [5] and quantum dots [7, 54]. The work in this thesis uses SAWs to study the electronic properties of graphene under illumination, and the electronic properties of graphene nanoribbons. This Chapter will cover the elements of graphene research that will aid interpretation of the measurements presented in Chapters 5 - 7. In Section 2.2, key electronic and optical properties of graphene are discussed. Section 2.3 reviews the popular methods of graphene production, followed by graphene characterisation techniques in Section 2.4. Related applications of graphene are presented in Section 2.5. A summary of the Chapter is given in Section 2.6.
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2.2 Properties of Graphene

2.2.1 Electronic Properties

The atoms of graphene are arranged on a trigonal planar lattice with a diatomic basis [55], shown in Figure 2.2. The primitive lattice vectors are given by $a_1 = \frac{a}{2}(3, \sqrt{3})$ and $a_2 = \frac{a}{2}(3, -\sqrt{3})$, where $a = 1.42$ Å is the atomic bond length (in Figure 2.2, $a = |\delta_i|$, $i = 1, 3, 3$). The reciprocal lattice vectors are given by $b_1 = \frac{2\pi}{3a}(1, \sqrt{3})$ and $b_2 = \frac{2\pi}{3a}(1, -\sqrt{3})$. The 2s, 2p$_x$, and 2p$_y$ valence electrons of carbon undergo sp$^2$ hybridisation to form strong σ bonds with three neighbouring carbon atoms. These fixed electrons cannot participate in electron transport. On the other hand, the 2p$_z$ orbitals (perpendicular to the atomic plane) of neighbouring atoms overlap due to the short σ bond length, forming delocalised π (valence) and π$^*$ (conduction) bands. Applying the tight-binding approach to electrons in the π state, it is possible to calculate the electronic band structure, shown in Figure 2.3.

Intriguingly, the valence and conduction bands meet each other at the edge of the Brillouin zone at points $K$ and $K'$ in reciprocal space, and have a conical shape for low energies ($\sim 1$ eV). Note that these two points are not connected by a reciprocal lattice vector and arise from the two triangular sub-lattices. Since the curvature of the bands is zero, near the $K$ and $K'$ points the charge carriers have zero effective mass and behave like Dirac fermions, with a Fermi velocity $v_F \sim 10^6$ m s$^{-1}$ and an energy $E = \hbar k v_F$, where $k = |k - K|$ is the wave vector and $\hbar$ is the
reduced Planck’s constant. Thus, the $K$ and $K'$ points are commonly referred to as the Dirac points. In undoped graphene, the Fermi level crosses the Dirac points, such that the valence band is completely full and the conduction band is completely empty, rendering graphene a gapless semiconductor or a semi-metal [55, 9]. This unusual band structure gives graphene its unique electronic properties, such as a half-integer quantum Hall effect [56] and non-vanishing conductivity for zero density of states (i.e. when the Fermi level lies at the Dirac point) at low temperature, in the absence of defects [10, 57].

Figure 2.2: Left: The honeycomb lattice of graphene is made up of two intermeshed triangular lattices, indicated by atoms A (blue) and B (yellow). $a_1$ and $a_2$ are the primitive lattice vectors, and $\delta_i$ ($i = 1, 2, 3$) are the nearest-neighbour vectors. Right: The first Brillouin zone and reciprocal lattice vectors $b_1$ and $b_2$. The Dirac points are located at the $K$ and $K'$ points. (Illustration taken from [55].)
2.2.1.1 Electric Field Effect

The application of an external electric field to a material leads to modulation of the charge carrier concentration, \( n \). This is known as the electric field effect, and enables the band structure of a material to be probed. This effect can be studied in graphene using a device of the geometry shown in Figure 2.4, known as a graphene field effect transistor (GFET) [58], where the external field is provided by a back-gate voltage, \( V_g \). A current \( I_{SD} \) is passed from the source (S) contact to the drain (D) contact, while simultaneously the voltage drop along the channel \( V_{SD} \) is measured to determine the resistance \( R_{SD} \). In Figure 2.4, the graphene is placed on a doped silicon (Si) substrate (to improve the Si conductivity), which acts as a back gate, with a silicon dioxide (SiO\(_2\)) layer, typically 300 nm thick, acting as a dielectric. Application of a positive (or negative) \( V_g \) induces electrons
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Figure 2.4: A side-on schematic of a graphene FET. A current $I_{SD}$ is passed from the source (S) to the drain (D). Application of a back-gate voltage $V_g$ can induce charge carriers in the graphene. Illustration modified from [58].

(or holes) in the graphene, where the whole system can be viewed as a parallel-plate capacitor, the capacitance of which is:

$$C = \frac{Q}{V_g} = \frac{\varepsilon_0 \varepsilon_f A}{d}$$

(2.1)

where $Q = eN$ is the charge on the capacitor, $e$ is the charge on an electron, $N$ is the number of charge carriers, $\varepsilon_0$ is the permittivity of free space, $\varepsilon_f$ is the relative permittivity of the dielectric ($\varepsilon_f = 3.7$ for SiO$_2$), $A$ is the surface area, and $d$ is the dielectric thickness. The induced charge carrier concentration is then given by:

$$n_{\text{induced}} = \frac{N}{A} = \frac{\varepsilon_0 \varepsilon_f}{de} V_g$$

(2.2)
2. Graphene

A schematic gate characteristic is shown in Figure 2.5. A maximum in resistivity is observed as the Fermi energy crosses the Dirac point, where the charge carrier concentration is minimised. This sharp peak is termed the charge neutrality point, as electrons and holes are present in equal concentrations, and is located at a voltage referred to as the Dirac voltage, $V_{\text{Dirac}}$. In intrinsic (undoped, defect-free) graphene, $V_{\text{Dirac}}$ is at 0V. Near $V_{\text{Dirac}}$, the conductivity $\sigma$ depends linearly on $V_g$, and the charge carrier mobility $\mu$ may be extracted from the gradient via:

$$\mu = \frac{1}{C} \frac{d\sigma}{dV_g}$$  \hspace{1cm} (2.3)

where $C$ is the gate capacitance. Intriguingly, intrinsic graphene’s conductivity is non-zero in the limit of vanishing charge carrier concentration [10], and is theoretically predicted to have a minimum value $\sigma_{\text{min}} = 4e^2/h\pi$ as a consequence of its charge carriers behaving as Dirac fermions [59]. In real graphene, inhomogeneous charged impurities (or charge puddles [60]) lead to a lower resistivity of several kiloohms per square at the Dirac point [10].

Graphene’s carrier concentration can also be tuned via molecular surface adsorbates [51, 52, 61] due to its high surface area-to-volume ratio. This could enable modulation of $n$ on substrates not compatible with the GFET geometry. For example, water [62] and NO$_2$ [63, 64] induce p-doping in graphene, whereas ammonia (NH$_3$) [65] induces n-doping. P-type and n-type doping respectively shift the charge neutrality point towards positive and negative gate voltages. This is
due to charge transfer between the adsorbates and the graphene. Solís-Fernandez et al. [66] have further demonstrated that piperidine adsorbates can vary the doping level from p-type to n-type with increasing concentration, forming p-n junctions for intermediate concentrations. Currently, poor control over dopant concentrations is a barrier to practical applications. Medina et al. [67] have shown that lattice disorder sites induced via plasma etching of graphene can act as ‘anchors’ for surface adsorbates, to which molecular dopants preferentially

**Figure 2.5:** Schematic showing the typical characteristics of source-drain resistance as a function of gate voltage in a GFET. A maximum value of resistance is observed for $V_g = 0 \, \text{V}$, known as the charge neutrality point. Insets show schematically the position of the Fermi energy as a function of gate voltage.
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adsorb. This may ultimately open a route towards selective and controllable molecular doping of graphene.

While graphene’s ambipolar transport properties are of great interest for pure research, the lack of a band gap is one of the most significant inhibitors to the development of graphene-based electronics. The ability to ‘turn off’ conduction is a critical aspect of integrated logic circuits. It is presently unlikely that graphene will surpass silicon-based electronics in these applications until methods of opening a band gap reliably and of sufficient magnitude are achieved [68].

2.2.1.2 High Mobility

The electronic quality of a material is often characterized by charge carrier mobility. Graphene is theoretically predicted to exhibit \( \mu \) exceeding 200,000 cm\(^2\) V\(^{-1}\) s\(^{-1}\) at room temperature, due to weak electron-phonon scattering, even for a charge carrier concentration \( n > 10^{12} \) cm\(^{-2}\) [26], and its charge carriers exhibit room temperature ballistic transport (that is, electron transport with negligible resistivity due to scattering) over distances of several hundred nanometres [69, 70], where the mean free path \( l \) may be estimated by [69]:

\[
l = \frac{\hbar}{e \mu \sqrt{n \pi}}
\]  

(2.4)

Experimentally, however, the charge carrier mobility is much lower [20, 35, 42, 51, 56, 71], with the exfoliated samples on Si/SiO\(_2\) having \( \mu \sim 20,000 \) cm\(^2\) V\(^{-1}\) s\(^{-1}\)
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at room temperature. This is largely attributed to electron scattering from charged impurities on or under the graphene sheet [72, 73, 74, 75], microscopic ripples [76], rips and wrinkles [77, 78], and scattering from substrate phonons [42, 79]. The substrate plays a significant role in limiting the transport properties of graphene. This has been illustrated in experiments by Bolotin et al. [80], who measured \( \mu \sim 200,000 \text{ cm}^2 \text{ V}^{-1} \text{ s}^{-1} \) in thermally-annealed 2 \( \mu \text{m} \)-long graphene channels suspended 150 nm above the surface of SiO\(_2\) at room temperature, for a carrier concentration of \( \sim 2 \times 10^{12} \text{ cm}^{-2} \), at \( \sim 5K \). Furthermore, Dean et al. [42] showed that graphene on insulating hBN substrates can attain a threefold increase in charge carrier mobility, compared to transfer to Si/SiO\(_2\), due to the reduced concentration of charged impurities arising from hBN’s resistance to mechanical and chemical manipulation [41]. In graphene produced by chemical vapour deposition (CVD, discussed in Section 2.4.2), the intrinsic polycrystallinity introduces line defects that further deteriorate electronic quality, with typical charge carrier mobilities of \( 1000 - 5000 \text{ cm}^2 \text{ V}^{-1} \text{ s}^{-1} \) at 295 K [34, 35, 72]. It is thought that atoms at the grain boundaries undergo chemical reactions with surface adsorbates, disrupting the sp\(^2\) bonded structure [72]. Song et al. [72] experimentally confirmed the influential role of the grain boundaries by measuring a threefold increase in mobility within individual grains compared to regions spanning multiple grains. They qualitatively explained this using a potential barrier model. If the length, resistivity, and mobility for the intra-grain region are
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$l_1, \rho_1, \text{ and } \mu_1$, and those for the inter-grain region are $l_2, \rho_2, \text{ and } \mu_2$, the resistivity and mobility for the whole CVD graphene can be written as:

$$\rho = \rho_1 + \beta \rho_2 \quad (2.5)$$

and:

$$\mu = \left( \frac{\alpha}{\alpha + \beta} \right) \left( \mu_1 + 2\beta \mu_2 \right) \quad (2.6)$$

where $\alpha = \rho_1 / \rho_2$ and $\beta = l_2 / l_1$ [72]. With increasing $\beta$, the resistivity increases and the mobility decreases according to the above expressions.

2.2.1.3 Graphene Nanoribbons

Graphene nanoribbons (GNRs) are a closely related system to graphene and carbon nanotubes, and have been studied theoretically for many years [81, 82]. GNRs are graphene channels with a high aspect ratio and typical widths of a few hundred nanometres (as studied in this thesis). At these widths, GNRs may be suitable as circuit interconnects in future graphene electronics [21, 22, 83], where their current carrying ability and thermal conductivity ($>10^6 \text{ A cm}^{-2}$ and $3-5 \times 10^3 \text{ W mK}^{-1}$ respectively) far surpass those of copper ($10^7 \text{ A cm}^{-2}$ and $\sim0.4 \times 10^3 \text{ W mK}^{-1}$ respectively) [21]. They can also be used to study the plasmonic properties of graphene. For example, Luxmoore et al. [23] studied the far-infrared transmission of light through arrays of GNRs with widths from $\sim200 - \sim500 \text{ nm}$. Light polarized perpendicularly to the long-axis of the GNRs induces oscillations in the free charge, exciting plasmons with momentum $q \approx$
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\[(2x + 1)\pi/w \text{ (where } x = 0, 1, 2, \ldots \text{ and } w \text{ is the GNR width).} \]

This leads to the appearance of absorption features in the transmission spectra, that could have applications in biosensing, communication, and gas detection. At widths below 10 nm, GNRs with specific edge structuring possess an electronic band gap that varies with width \(W\), approximately as \(\Delta E \sim 1 \text{ eV nm} W^{-1}\) \cite{84} (i.e. for a GNR width of 1 nm, \(\Delta E \sim 1 \text{ eV}\), whereas for a width of 10 nm, \(\Delta E \sim 0.1 \text{ eV}\)). This is due to the confinement of the electrons in the \(\pi\) state to the edges of the GNR \cite{81}. Han et al. \cite{85} confirmed this experimentally in lithographically-defined GNRs, where, for channel widths of less than 30 nm, suppressed conductance was observed for certain gate voltages. Reliable control of the GNR edge structuring and scalable production of these devices is anticipated to remain a challenge in the long term, however \cite{68}. Indeed, the on-off ratios attained in graphene modified to include a band gap have so far not exceeded \(10^3\); this is still significantly smaller than the \(10^6\) ratio required in today’s electronics \cite{68}. Worse still, opening a band gap in graphene by patterning it into GNRs can decrease the mobility \cite{58}. Since the charge carrier mobility in CVD graphene is roughly equal to that of silicon (approximately 1400 cm\(^2\) V\(^{-1}\) s\(^{-1}\) at 300 K \cite{86}), graphene’s advantage for some applications is likely to be limited. For comparison, silicon’s intrinsic bandgap is 1.1 eV \cite{87}.

Large (sub-micron) GNRs can easily be fabricated via a combination of electron beam lithography and reactive ion etching (see Chapter 4). High resolution systems have even been used to pattern GNRs with 10 nm widths \cite{88,
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Charge carrier mobilities in the range 0.21 – 6000 cm² V⁻¹ s⁻¹ have been reported. Plasma etching can induce significant disorder at the GNR edges [84], to which charged molecules preferentially adsorb [67, 90] and induce doping. The presence of a band gap in the narrowest GNRs is conditional on the quality of the GNR edges. Where this is required, techniques such as the un-zipping of carbon nanotubes [91] or bottom-up synthesis with molecular precursors [84] may be more appropriate.

2.2.2 Optical Properties

2.2.2.1 Linear Optical Absorption

One of the most striking features of graphene is its frequency-independent AC conductivity in the optical range, given by [92]:

\[ G_0 = \frac{e^2}{4\hbar} \approx 6.08 \times 10^{-5} \Omega^{-1} \]

The absence of a dependence of graphene’s optical conductivity on material parameters such as carrier mean free time arises from graphene’s linear band structure [92]. By applying the Fresnel equations in the thin-film limit [53, 92], the optical transmittance of free-standing SLG is found to be given by:

\[ T = \left(1 + \frac{1}{2} \pi\alpha\right)^{-1/2} \approx 1 - \pi\alpha \approx 97.7\% \]
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Where $\alpha \approx 1/137$ is the fine structure constant, determining the interaction strength between charged particles and photons. In other words, graphene absorbs $\sim 2.3\%$ of incident electromagnetic radiation in the visible range [11, 93, 94], with a reflectance of $< 0.1\%$ [53]. Nair et al. determined this experimentally [11], and found that the absorption scales linearly with increasing layer number for few-layer graphene (FLG) (Figure 2.6). This broadband absorption and high absorption coefficient for a single atomic layer could make graphene suitable as a photodetector across a wide spectral range.

2.2.2.2 Hot Carrier Effects

Under optical illumination, an electron in the valence band can absorb a photon and be excited into the conduction band, creating an electron-hole (e-h) pair [95, 96]. In a semiconductor, charge carrier relaxation proceeds via heat transfer to the lattice and carrier-carrier scattering [97, 98, 99]. However, the relaxation process in graphene is altered [99]. It begins with electron-electron scattering on a sub-picosecond timescale, followed by optical phonon emission over several picoseconds [100]. The relatively high energy of the optical phonon ($E_{\text{op}} \sim 200$ meV) results in cooling by this mechanism quenching rapidly, since the energy of photoexcited carriers quickly falls below $E_{\text{op}}$ [12, 99, 100]. Cooling by low-energy acoustic phonons is inefficient, thus energy is redistributed solely among the charge carriers (by carrier-carrier scattering) [101, 102]. By this process, multiple
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secondary hot electrons are generated in the conduction band \[12, 25, 102\], with the charge carrier distribution having a higher temperature than the lattice \[99, 100, 101\]. Electron-to-lattice cooling is eventually achieved on a nanosecond timescale, mediated by acoustic phonons \[101\]. A full, quantitative description of

**Figure 2.6:** Left: Photograph of a 50 μm-wide aperture, partially covered by graphene and its bilayer. The line scan (yellow line) shows transmittance decreasing with increasing layer number. Right: Transmittance spectrum of graphene in the visible range. The red line is the transmittance according to Equation 2.9. The green line shows the transmittance accounting for band structure warping away from the Dirac point. The inset shows transmittance as a function of layer number. Reproduced from [11].
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electronic cooling in graphene is beyond the scope of this thesis. For this, readers may wish to refer to Bistritzer and MacDonald [101] or Winzer et al. [102].

Carrier-carrier scattering as the dominant relaxation pathway (rather than optical-phonon emission) was first confirmed by Gabor et al. [99] in studies of the photocurrent generated at a graphene p-n junction under illumination by 850 nm laser light. The hot carrier regime was manifested as a strong photothermoelectric effect (Section 2.5.1.2), which resulted in a six-fold photovoltage pattern as a function of top- and back-gate voltage. The relaxation dynamics were further studied in doped graphene by Tielrooij et al. [25] using differential-transmission spectroscopy. An optical, pulsed laser was used to photogenerate an e-h pair, and a THz-frequency probe laser was used to examine the carrier relaxation process. The change in transmission is directly proportional to the negative of THz conductivity. A positive fractional increase in transmission corresponded to a decrease in THz conductivity, consistent with the generation of a hot carrier distribution. They also found that the number of hot electrons in the conduction band increased linearly with excitation wavelength.

In practical graphene-based electronics, hot electron cooling can also occur at graphene-metal junctions via the Peltier effect [103, 104] and by electron scattering with substrate phonons [105]. This latter mechanism plays an important role in heat dissipation, as argued by Freitag et al. [105] in studying the thermal characteristic of graphene FETs on SiO$_2$. They found that approximately 77% of heat was dissipated into the substrate, with the remainder through the
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electrodes. When the energy of the electrons fell below that of the optical phonon in graphene, energy from the charge carrier distribution could also be dissipated by the direct excitation of substrate phonons of a much lower energy (~60 meV). The original assumption was that the energy of the hot electrons was dissipated by graphene phonons, which in turn coupled to SiO$_2$ phonons. This was due to the weak van der Waals bonding between the graphene and the substrate, the surface roughness of SiO$_2$ on the nanometre scale, and the mismatch in energies between the graphene and substrate phonons. The direct generation of phonons in SiO$_2$ gives the graphene-SiO$_2$ interface a thermal resistance with a factor of four of that of ideal nanoscopic boundaries ($r_{gr-SiO_2} \sim 4 \times 10^{-8}$ K m$^2$ W$^{-1}$, compared to $r \sim 10^{-8}$ K m$^2$ W$^{-1}$).

2.3 Graphene Production

The properties of graphene depend strongly on the material quality and the presence of defects, both of which are influenced by the production methods. In this section, some widely-used procedures for graphene fabrication are reviewed.

2.3.1 Exfoliation

The first graphene samples were fabricated via mechanical exfoliation from highly oriented pyrolytic graphite (HOPG) [9]. An adhesive film is applied to HOPG and peeled away, extracting small mesas with several-hundred-nanometre thickness.
2. Graphene

Repeated exfoliation of these mesas eventually yields single-layer graphene (SLG) and few-layer graphene (FLG) flakes of up to 10 μm across, which are commonly pressed against Si with a 300 nm-thick SiO$_2$ layer to make them visible [106, 107] (see Section 2.4). The flakes adhere to the substrate via van der Waals forces and strong solvents are used to remove adhesive residues before further processing. Exfoliation of graphene is labour intensive and not scalable. Thousands of flakes of different sizes and thicknesses are transferred at once, and careful searching under an optical microscope is needed to identify monolayer samples. Additionally, the positioning of the flakes is uncontrolled. This makes mechanically-exfoliated graphene suitable only for research applications. However, samples fabricated this way exhibit the high charge carrier mobility, with $\mu \sim 20,000$ cm$^2$ V$^{-1}$ s$^{-1}$ routinely measured [26, 56, 108].

In recent years, liquid-phase/chemical exfoliation has shown promise as a route towards cheap and mass produced graphene. HOPG crystals are dispersed in a solvent and are agitated via ultrasonic vibrations (known as sonication). The resultant shearing force on the graphite splits it into platelets, and prolonged exposure yields graphene flakes of 1 – 5 layers, with diameters in the range 100 – 300 nm [109, 68]. Centrifugation can then be used to separate the SLG and FLG flakes from unexfoliated material [110]. Graphene produced via this approach is suitable for such applications as conductive inks/paints, coatings, energy storage, transparent conductive layers, and bioapplications [68].
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2.3.2 Chemical Vapour Deposition

Chemical vapour deposition has emerged as one of the most important methods of graphene fabrication due to its scalability [34, 68, 111, 112, 113]. CVD graphene is commonly grown on nickel [37, 114, 115] or copper foils [34, 36, 112, 116]. The foil is heated to 900 - 1000°C in vacuum, and exposed to methane (CH₄). The metal acts as a catalyst in the decomposition of CH₄, and the carbon atoms dissolve into it. The Ni/Cu is then cooled, resulting in precipitation of carbon on the surface and the formation of graphene. Growth therefore proceeds by nucleation at multiple sites across the metal catalyst, resulting in polycrystalline graphene with single-crystal domains of 100 nm – 10 μm across [117, 118]. Wrinkle-free graphene films can be easily achieved on nickel since their lattice constants are similar, whereas on copper this is generally prevented due to the difference in their thermal expansion coefficients [111]. However, a nickel growth substrate yields graphene films with 1 – 12-layer thickness [119] due to the nickel’s polycrystallinity [38, 111, 119]. Copper foils have become preferable principally because the percentage of SLG is high on this substrate (>95% monolayer, 3-4% bilayer, <1% few-layer) due to the lower solubility of carbon in copper [111]. Growth substrate cleanliness and domain size, chamber pressure, temperature, cooling rate, and gas concentration all strongly influence the number of graphene layers and the size of the crystal domains [72, 120].

The graphene is often transferred to arbitrary substrates via a ‘wet etch’ method [121]. A supporting layer such as poly(methyl methacrylate) (PMMA) is
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applied to the top of the graphene and an etchant solution (ammonium persulfate or iron chloride) used to dissolve the underlying metal. The PMMA-graphene layer is then deposited on the target substrate, and the PMMA dissolved [121, 122]. This enables large-area graphene films to be handled relatively easily. However, there are some serious drawbacks. The graphene is frequently contaminated by etchant residues (some of which can be removed via thermal annealing [123]) and incompletely-removed copper [122], and the graphene often has holes, cracks, and ripped sections [34, 77], significantly reducing the charge carrier mobility [77, 123]. PMMA residues are particularly hard to remove as they can become attached to dangling bonds in the graphene [123, 124]. In conjunction with the potential barriers arising from the material’s polycrystallinity (discussed in Section 2.2.1.2), charge carrier mobilities of 1000 - 5000 cm² V⁻¹ s⁻¹ at 295 K are commonly observed [34, 35, 72]. The variation of charge carrier mobilities

Hao et al. [125] have shown that exposure to oxygen of the copper substrates suppresses graphene nucleation by preventing the accumulation of hydrocarbons on the surface. At the sites where nucleation does occur, one centimetre-diameter, single-crystal domains can be grown. At 1.7 K, they measured a charge carrier mobility $\mu \sim 40,000 - 65,000$ cm² V⁻¹ s⁻¹ and at room temperature $\mu \sim 15,000 - 30,000$ cm² V⁻¹ s⁻¹, approaching the values measured in exfoliated graphene [42]. However, the coverage was 5 – 10x lower than in conventional CVD graphene, and took place over 12 hours. Wu et al. [120] have
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increased the growth rate by feeding carbon precursors to specific locations on a copper-nickel alloy substrate. The nuclei can grow into single-crystal graphene monolayers ~1.5" across in 2.5 hours, with room temperature mobilities in the range of 10,000 – 20,000 cm² V⁻¹ s⁻¹. In 2017, Pang et al. [126] demonstrated self-terminating CVD graphene growth directly on Si/SiOₓ substrates, altogether removing the damaging transfer stage, but the low mobility (410 – 760 cm² V⁻¹ s⁻¹) and small grain size (~200 nm) require improvement to make this approach competitive with conventional CVD. Nonetheless, this is an important development in the production of graphene, since graphene growth on arbitrary substrates is likely to promote its deployment for commercial applications [68].

2.4 Characterisation Techniques

The fabrication of graphene devices relies heavily on its visibility on the substrate [106, 127]. Modern imaging techniques such as atomic force microscopy, scanning-electron microscopy, and tunnelling-electron microscopy are unable to clearly distinguish monolayer samples from thicker ones and have an extremely low throughput at the required atomic resolution [106]. Under certain conditions, optical microscopy can provide a preliminary identification of graphene [106, 127], whereas Raman microscopy can be used to quantitatively confirm the layer number and sample quality [128, 129, 130, 131]. Currently, the only limitations with Raman spectroscopy are that it is low-throughput and has yet to be
automated for SLG identification. In this Section, the optical and Raman characterisation techniques currently in use are reviewed.

2.4.1 Optical Microscopy

Silicon with a 300 nm-thick surface oxide layer (SiO$_2$) is a commonly used substrate in graphene device fabrication. When viewed under an optical microscope, the increase in optical path length due to the presence of graphene induces a contrast with respect to an empty substrate that is perceptible by the human eye. The contrast scales approximately linearly with layer number for few-layer graphene [121, 127], enabling the distinction of graphene from thicker...
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samples. Blake et al. showed that the optical contrast depends strongly on SiO$_2$ thickness and illumination wavelength, and arises also from the opacity of graphene [106]. Note that surface roughness is assumed to be negligible compared to the thickness of SiO$_2$. Using a model based on the Fresnel equations, they determined that the highest contrast is obtained for graphene on SiO$_2$ of thickness 90 nm and 280 nm, illuminated by green light. A colour plot of the contrast as a function of light wavelength and oxide thickness is shown in Figure 2.7. Following the same approach, graphene is most clearly identified on Si$_3$N$_4$ of 50 nm thickness under blue light, and PMMA of 90 nm thickness under white light.

2.4.2 Raman Spectroscopy

Raman spectroscopy is a contactless, high-resolution tool for uniquely capturing the electronic spectrum of graphene and conclusively differentiating a monolayer from graphitic structures with up to five layers [131]. It also provides information on the structural quality of graphene [129]. The process is based on the inelastic scattering of monochromatic light [132], typically from a visible-wavelength laser. Electrons in the material absorb incident photons and are excited to higher energy levels. Upon relaxation to the ground state, photons are emitted that may have the same frequency as the incident light (known as Rayleigh scattering), or be colour shifted by an amount $f$ to higher or lower frequency (known as Raman scattering). The upshift or downshift in photon frequency/energy is symmetric
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about $\Delta f = 0$, and is referred to as anti-Stokes and Stokes Raman scattering respectively.

The most prominent features in the Raman spectrum of monolayer graphene are the G-band, with a Raman shift of 1582 cm$^{-1}$, the 2D- band (or G'-band) at $\sim$2700 cm$^{-1}$, and the D-band at $\sim$1350 cm$^{-1}$. The D-band is induced by disorder and is absent in pristine graphene. A Raman spectrum of pristine graphene compared to graphite is shown in Figure 2.8. The G-band is the only band arising from a normal first-order Raman scattering process and is associated with the

![Raman spectrum of graphene and graphite](image)

**Figure 2.8:** *Raman spectra of graphene and graphite, vertically offset, and scaled to give 2D peaks of the same intensity. The absence of the D-peak shows that this graphene sample is of very high quality and is free from structural disorder.*

*Modified from [126].*
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doubly-degenerate (transverse optical, TO and longitudinal optical, LO) in-plane phonon mode at the Brillouin zone centre (the Γ point). On the other hand, the 2D- and D-bands originate from a second-order, double-resonance scattering process at the Brillouin zone boundary (the K or K’ point). An explanation is given by Malard \textit{et al.} [133], as follows: an electron around the K point in the valence band absorbs a photon of energy $E_{\text{Laser}}$ and is excited to the conduction band. It is then elastically scattered by a crystal defect in the case of the D-band, or inelastically scattered by an in-plane TO phonon in the case of the 2D band, to a point around the K’ point. For both the D- and 2D-bands, the electron is then inelastically scattered back towards the K point by absorption or emission of an in-plane TO phonon, where it recombinates with a hole and emits a photon. A triple-resonance process also occurs that contributes to the 2D-band. Instead of the electron around the K’ point being scattered back towards the K point, a hole near the K point is inelastically scattered by a phonon towards the K’ point, where a photon is emitted via electron-hole recombinations. The scattering processes for the G-, 2D- and D-bands are shown schematically in Figure 2.9.

In a Raman spectrum of monolayer graphene, the 2D- to G-peak intensity ratio is typically in the range ~3 – 4 [129, 131], where the large intensity of the 2D-peak is thought to be due to the triple-resonance scattering process [133]. As the number of graphene layers increases, the 2D-peak broadens and decreases in intensity. The 2D-band broadening is attributed to the splitting of the $\pi$ and $\pi^*$ electron bands into four, due to van der Waals bonding between the graphene...
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layers [131]. This increases the possible number of scattering processes. The 2D-peak continues to evolve towards the graphite 2D-peak as the number of layers increases [131].

Lastly, the frequencies of the 2D- and D-bands in graphene Raman spectra upshift as $E_{laser}$ increases. This dispersive behaviour originates from the double-resonance processes described above. Malard et al. [133] describe that for an electron with wave vector $k$, in-plane TO phonons of wave vector $q$ preferentially scatter the electron.

![Figure 2.9: Sketch showing the Raman scattering processes in graphene associated with the (a) G-band (b) top: 2D-band double resonance, bottom: 2D-band triple resonance (c) D-band. Green and right arrows correspond to photons of higher and lower energy respectively. Solid black arrows indicate phonons of momentum $q$. Elastic scattering by defects is indicated by a change of electron momentum $\Delta$, dashed line. Diagram taken from [123].](image-url)
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couple to it such that \( q \cong 2k \). This can be seen directly using a Raman spectroscopy system with a tunable laser. The positions of the Raman peaks quoted above are for excitation by photons of energy 2.41 eV (wavelength of 514 nm).

2.5 Relevant Applications

2.5.1 Photodetection

Due to graphene’s linear, gapless band structure, graphene-based photodetectors have been fabricated that can absorb a wide range of frequencies (from ultraviolet to the terahertz) [12, 96]. Further, the high charge carrier mobilities enable ultra-fast response times, which could be relevant to future optical switches [12]. Some of the different photodetection mechanisms demonstrated in graphene are reviewed below. Often, more than one mechanism is present simultaneously.

2.5.1.1 Photovoltaic Effect

A photocurrent is generated via the photovoltaic (PV) effect by separating photogenerated electron-hole pairs, which can be achieved by built-in electric fields at a p-n junction. Xia et al. [95] were among the first to demonstrate this in graphene, using a double-gate geometry to independently tune the charge carrier concentration in adjacent regions of a ~5 \( \mu \)m-long graphene channel. A
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photocurrent was measured for light modulation frequencies up to 40 GHz, with no degradation. The use of mechanically exfoliated graphene ensured the charge carriers had high mobility and could travel out of the ~200 nm-wide p-n junction within ~0.36 ps, to generate a photocurrent. (Electron-hole recombination ordinarily occurs on a timescale of tens of picoseconds). They reported an internal quantum efficiency in the range 6 – 16%. As an alternative material for photovoltaic power generation, this is at best comparable to a hybrid perovskite solar cell (efficiency of 17.9% [134]), but is less than that of commercially-produced silicon PV cells (20 – 25% efficiency). It is thought that the most likely application of graphene in photovoltaics will be as a transparent electrode in place of indium antimonide, rather than as a photodetecting element [135].

2.5.1.2 Photothermoelectric Effect

The photothermoelectric (PTE), or Seebeck, effect exploits the generation of a hot carrier distribution to generate a photovoltage between differently-doped regions of graphene [136]. This is due to the difference in temperature of their electronic distributions [12]. Graphene photodetectors based on the PTE effect can therefore have a very high bandwidth [25]. Graphene-metal junctions can exhibit both PV and PTE effects [137], with the PTE effect dominating for shorter wavelengths.
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2.5.1.3 Bolometric Effect

The bolometric effect is associated with a change in electrical conductivity due to heating by incident photons. Via this change, a bolometer can measure the power of electromagnetic radiation by absorbing the incident light and reading out a temperature change [12]. Bolometers are widely used for the detection of mid-infrared light [138, 139] (3 – 10 μm wavelength range), operating at temperatures of a few Kelvin [140]. However, due to the weak temperature dependence of graphene's conductivity, measuring a temperature change via transport measurements is challenging in graphene bolometers [12]. Bilayer graphene does exhibit a temperature-dependent conductivity, and has been used to detect 10.6 μm illumination at temperatures of 5 K [12]. Very recently, Gopalan et al. [139] experimentally investigated a room temperature bolometer based on graphene on Z-cut lithium niobate (LiNbO$_3$, cut such that crystal Z-axis was outwardly directed) for the detection of tightly-focussed 6 – 10 μm laser radiation. The illumination induced a temperature change in the LiNbO$_3$ substrate due to its near total absorption of light in this wavelength range [139, 141], which produced a variation in its polarization via the pyroelectric effect. This in turn capacitively tuned the charge carrier concentration in a graphene channel transferred to one of the Z-faces of the LiNbO$_3$, manifested as a change in source-drain current. Note that it was necessary to use Z-cut lithium niobate since, under illumination, charge accumulation only occurs on its +Z and -Z crystal faces, [142, 143]
enabling electrostatic gating of the graphene. Sassi et al. [138] observed similar effects in a comparable device.

2.5.2 Sensing

2.5.2.1 Chemiresistors

Graphene’s electronic sensitivity to surface adsorbates [51, 52, 61] makes it a good candidate for gas detection systems. For example, Schedin et al. [51] and Chen et al. [52] have detected individual NO$_2$ molecules and sub-parts-per-trillion concentrations of NO$_2$ and NH$_3$ respectively on graphene flakes through measurements of their resistance. Graphene functionalisation can enable highly targeted sensors [61]. This is the process of chemically bonding species to the graphene sheet which selectively react with the desired analytes. In this way, Tang et al. [144] modified a graphene chemiresistor using tetrafluorohydroquinone to selectively detect formaldehyde, a common indoor pollutant, observing a 10% change in resistance for a 1.5 parts-per-million formaldehyde concentration.

2.5.2.2 Optical Gas Detection

Graphene has also been used as a thermal emitter in a mid-infrared gas detection system [24, 145, 146, 147], where gases are identified via their unique absorption spectrum. Lawton et al. [145] exploited graphene’s low thermal mass to create
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mono- and multi-layer graphene infrared sources that could be modulated at frequencies up to 100 kHz. Graphene’s broadband absorption of electromagnetic radiation gives it a correspondingly broadband emission spectrum. This was reflected in their measurements, where the emission spectrum peaked at a wavelength of 4 μm, enabling the detection of a variety of important gases, including CO₂ and NOₓ. Tungsten micro-bulbs operating on the Joule heating principle are the current prevalent technology in this field. These components are extremely cheap ($1 – 2) [148], but operate at high temperatures, with much of the spectral emission occurring the near-infrared (outside the desired mid-IR range). They also operate with low modulation frequencies (< 10 Hz) due to the high thermal mass of the filament, introducing greater 1/f noise. Graphene-based technologies could deliver genuine advantages over existing technologies in the long term.

2.6 Summary

In Section 2.2, the unusual electronic and optical properties arising from graphene’s band structure were discussed. In Sections 2.3 and 2.4, the graphene production and characterisation methods currently in use in research and industrial environments were presented. Some potential applications arising from its optoelectronic response and extreme sensitivity to surface adsorbates were considered. As will be discussed in Chapter 3, graphene’s 2D nature makes it a natural candidate for investigation via surface acoustic waves (SAWs).
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3.1 Overview

The controlled use of high-frequency sound waves was first demonstrated over 100 years ago, by Paul Langevin, for the detection of submarines during the first world war [149]. Langevin exploited the piezoelectric effect in quartz to create an electrically-coupled acoustic resonator. This could launch a pulse of elastic waves into the sea and detect the fraction reflected by objects in the acoustic path, and was the world’s first SONAR (SOund Navigation And Ranging) system.

The powerful concept of echolocation was later extended to electromagnetic radiation to develop RADAR (RAdio Detection And Ranging). However, the far greater velocity of light than sound required the introduction of a delay line to the circuitry, [1] so that signals reflected by different objects could be clearly discriminated. The discovery of new piezoelectric materials and developments in SONAR technology enabled acoustic waves to provide the solution, continuing the dialogue between electronics and sound.

Components based on surface acoustic waves (SAWs) were not seen until the 1960s [150]. SAWs are a form of mechanical vibration guided along the
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Figure 3.1: Displacement of a rectangular grid during SAW propagation. Particles have an elliptical trajectory. Diagram modified from [1].

Surface of a material, with an amplitude that decays exponentially into the bulk [1, 151] (see Figure 3.1). This introduces the potential of accessing the wave in its propagation path, with implications for sensing technology and signal processing in a planar structure. White and Voltmer provided a means of generating and detecting SAWs in 1965 with the introduction of the interdigital transducer (IDT) [150]. This metallic, comb-like structure can be fabricated with photolithographic techniques and enabled high-frequency (MHz – GHz) SAWs to be generated cheaply and easily, ultimately leading to the development of bandpass filters, resonators, and oscillators, amongst other components [1] based on SAWs. These are found in everyday technologies including RADAR, mobile phones, and televisions, and annual SAW device output currently exceeds
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3 billion devices worldwide [1]. This chapter will discuss: the fundamentals of SAW propagation (Section 3.2); SAW generation by IDTs (Section 3.3); the acoustoelectric effect and the interaction between SAWs and low-dimensional electron systems (Section 3.3); and some of the most recent applications of SAWs for the transportation of charges. A summary of the Chapter is given in Section 3.6.

3.2 Surface Acoustic Wave Propagation

In this section, wave equation for bulk wave propagation in non-piezoelectric media is determined. The piezoelectric case is then considered and the boundary conditions for surface acoustic wave propagation are applied to find the solutions to the wave equation. Lastly, some propagation effects that are important in practical devices are discussed, as well as examples of common SAW device materials. This analysis is a review of that presented by Morgan [1].

3.2.1 Non-piezoelectric Media

The elastic deformation of a solid is described in terms of the displacement of the material from its equilibrium position, the strain $S$, and the internal forces that act to restore it to its non-deformed state, the stress $T$. Consider an elemental volume of an anisotropic, homogenous, infinite material, located at a position $x = (x_1, x_2, x_3)$, that is displaced by an amount $u = (u_1, u_2, u_3)$. This volume is much
larger than the interatomic distance, but much smaller than $|\mathbf{u}|$. The strain $S_{ij}$ is defined as:

$$S_{ij}(x_1, x_2, x_3) = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \quad i, j = 1, 2, 3 \quad (3.1)$$

where $S_{ij}$ is as a rank-two tensor. In the case of displacement or rotation of the whole material, Equation 3.1 yields a strain of zero, since such movements do not depend on $\mathbf{x}$. The internal forces that act to restore the material to its equilibrium position are similarly described by the stress tensor $T_{ij}$. For small deformations, the stress and strain are directly proportional and related by the stiffness tensor $c_{ijkl}$, which characterises the material’s physical properties:

$$T_{ij} = \sum_k \sum_l c_{ijkl} S_{kl} \quad i, j, k, l = 1, 2, 3. \quad (3.2)$$

This is a generalisation of Hooke’s law. Consider a small cube of the material with side length $\delta$, centred at $\mathbf{x}' = (x'_1, x'_2, x'_3)$, and surface normal $\hat{n}_i$ parallel to coordinate axis $x_i$ ($i = 1, 2, 3$). Under a stress described by Equation 3.2, the faces at $x_i = x'_i \pm \delta/2$ experience a force in the $x_i$ direction given by:

$$F_i \left( x'_1 \pm \frac{\delta}{2}, x_2, x_3 \right) = \pm \delta^2 T_{i1} \left( x'_1 \pm \frac{\delta}{2}, x_2, x_3 \right) \quad (3.3)$$

where $\delta^2$ is the area of the face of the cube intersecting the $x_1$ axis. The same approach is used to calculate the forces on the faces intersecting the $x_2$ and $x_3$ axes, and the total force on the cube in the $x_i$ direction is the sum of these:
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\[ F_i = \delta^3 \left( \sum_j \frac{\partial T_{ij}}{\partial x_j} \right) x^i \]  

(3.4)

In accordance with Newton’s second law, \( F_i \) is proportional to the acceleration due to the displacement \( u_i \). In terms of the stress \( T_{ij} \), for a material of density \( \rho \) this can be written as:

\[ \rho \left( \frac{\partial^2 u_i}{\partial t^2} \right) = \sum_j \frac{\partial T_{ij}}{\partial x_j} \quad i = 1, 2, 3. \]  

(3.5)

which is the equation of motion.

3.2.2 Piezoelectric Media and Surface Acoustic Waves

Piezoelectricity is the phenomenon whereby the application of a force to a material leads to the generation of a strong internal electric field that influences the material’s elastic properties. This is referred to as the ‘direct’ piezoelectric effect, and is only seen in anisotropic materials. In a reciprocal manner, the application of an electric field will induce strain in a piezoelectric material. The above discussion can be extended to incorporate this.

Now consider a homogeneous piezoelectric insulator. In addition to the strain components \( S_{ij} \), the stress \( T_{ij} \) depends on the applied electric field \( \mathbf{E} \) and can be written as:

\[ T_{ij} = \sum_k \sum_l c_{ijkl} E_k S_{kl} - \sum_k e_{ki} E_k \quad i, j, k, l = 1, 2, 3. \]  

(3.6)
where the superscript $E$ indicates the stiffness tensor for a constant electric field.

Similarly, the displacement vector $D$ is affected by the strain of the material:

$$D_i = \sum_j \varepsilon_{ij}^S E_j + \sum_j \sum_k e_{ijk} S_{jk} \quad i, j, k = 1, 2, 3. \quad (3.7)$$

where $\varepsilon_{ij}^S$ is the permittivity tensor for constant strain and $e_{ijk}$ is the piezoelectric tensor. The derivation of these relations is beyond the scope of this work and a complete analysis is provided by Royer and Dieulesaint [149].

The electric field can be expressed in terms of the electric potential $\Phi$ via $E_i = -\partial \Phi / \partial x_i$. With Equation 3.1 for the strain, the equation of motion becomes:

$$\rho \frac{\partial^2 u_i}{\partial t^2} = \sum_j \sum_k \left( e_{ijk} \frac{\partial^2 \Phi}{\partial x_j \partial x_k} + \sum_l \epsilon_{ijkl} \frac{\partial^2 u_l}{\partial x_l \partial x_i} \right)$$

(3.8)

Since the material is an insulator the enclosed charge is zero, reducing Equation 3.7 to:

$$\sum_l \sum_j \left( \varepsilon_{ij}^S \frac{\partial^2 \Phi}{\partial x_i \partial x_j} - \sum_k e_{ijk} \frac{\partial^2 u_j}{\partial x_i \partial x_j} \right) = 0 \quad (3.9)$$

In an infinite medium, the displacements $u$ and the potential $\Phi$ have the form of plane waves:

$$u = u_0 \exp[j(\omega t - k \cdot x)] \quad (3.10)$$

$$\Phi = \Phi_0 \exp[j(\omega t - k \cdot x)] \quad (3.11)$$
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where the wave frequency is \( \omega \), the wave vector defining the wave propagation direction is \( \mathbf{k} = (k_1, k_2, k_3) \), and \( u_0 \) and \( \Phi_0 \) are constants. Upon substitution into Equations 3.8 and 3.9, four equations in the four variables \( u_1, u_2, u_3, \) and \( \Phi \) are obtained. Four solutions with different values of \( \mathbf{k} \) are found by setting the determinant of coefficients to zero. One of these corresponds to the electrostatic solution for an isotropic medium, and the other three are non-dispersive acoustic waves.

To obtain the solutions for surface acoustic waves, define a piezoelectric half-space as shown in Figure 3.2. By convention, the \( x_3 \) direction is specified as parallel to the outwardly-directed surface normal, and the wave propagation direction is \( x_1 \). The material has infinite extent in the \( x_1 \) and \( x_2 \) directions. For \( x_3 > 0 \) the space is vacuum, and the region \( x_3 < 0 \) is occupied by the material. The \( (x_1, x_3) \) plane defined by the surface normal and the propagation direction is known as the sagittal plane, and the wavefronts are parallel to the \( x_2 \) axis. It is necessary to impose the boundary condition that there is no net force acting on the surface, such that:

\[
T_{13} = T_{23} = T_{33} = 0
\]

at \( x_3 = 0 \).

Due to the material’s piezoelectricity, it is necessary to account for the continuity of electric fields. The two scenarios usually considered are the free-surface case, where the region above the material is purely vacuum, and the
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metallised case, where a thin, infinitely conductive metal film is deposited on the material. The weight of the film is negligible to preserve the condition of Equation 3.12. As will be shown in Section 3.3, the metallised case is particularly important for surface acoustic wave generation. For a free-surface, there will be an electric potential in the vacuum that satisfies Laplace’s equation $\nabla^2 \Phi = 0$. If the wavenumber is $\beta$, $\Phi$ may be written as:

$$\Phi = f(x_3) \exp[j(\omega t - \beta x_1)] \quad (3.13)$$

By inserting Equation 3.13 into Laplace’s equation, and imposing that $\Phi$ vanishes at $x_3 = \infty$, the potential in the vacuum ($x_3 \geq 0$) is given by:

Figure 3.2: A schematic showing the axes for the piezoelectric half-space. The wavefronts, propagation direction, piezoelectric medium, and free space are shown. Diagram reproduced from [1].
\[ \Phi = \Phi_0 \exp(-|\beta|x_3) \exp[j(\omega t - \beta x_1)] \] (3.14)

where \( \Phi_0 \) is a constant. As there are no free charges \( D_3 \) must be continuous at the interface between the vacuum and the medium. Thus, for \( x_3 = 0 \):

\[ D_3 = \varepsilon_0 |\beta| \Phi \] (3.15)

In the metallised case, the stipulation is that \( \Phi = 0 \) at \( x_3 = 0 \) since the charges in the metal will screen the electric field.

Surface wave solutions are found by considering partial waves that satisfy the equations of motion in an infinite medium (Equations 3.8 and 3.9), the conditions of either the free surface or the metallised surface, and Equation 3.12. The displacements \( \mathbf{u}' \) and potential \( \Phi' \) of the partial waves take the form:

\[ \mathbf{u}' = \mathbf{u}'_0 \exp(j\gamma x_3) \exp[j(\omega t - \beta x_1)] \] (3.16)

\[ \Phi' = \Phi'_0 \exp(j\gamma x_3) \exp[j(\omega t - \beta x_1)] \] (3.17)

where \( \beta \) is assumed to be real, and \( \gamma = f(V_l, V_t) \) is the \( x_3 \) component of the wave vector, where \( V_l \) and \( V_t \) are the velocities of the longitudinal wave and the transverse wave in the medium respectively. Substituting these expressions for \( \mathbf{u}' \) and \( \Phi' \) into Equations 3.8 and 3.9 and solving them numerically, eight values for \( \gamma \) are obtained. The valid solutions are those for which the imaginary component of \( \gamma \) is negative, since \( \mathbf{u}' = 0 \) and \( \Phi' = 0 \) when \( x_3 = -\infty \). Only four
values for $\gamma$ meet these criteria, and the corresponding partial waves are written as:

$$\mathbf{u}'_m = \mathbf{u}'_{0m} \exp(j \gamma_m x_3) \exp[j(\omega t - \beta x_1)]$$  \hspace{1cm} (3.18)

$$\Phi'_m = \Phi'_{0m} \exp(j \gamma_m x_3) \exp[j(\omega t - \beta x_1)]$$  \hspace{1cm} (3.19)

where $m = 1, 2, 3, 4$. It is assumed that, in a half-space, the solution is a linear sum of these, giving:

$$\mathbf{u} = \sum_{m=1}^{4} A_m \mathbf{u}'_m$$  \hspace{1cm} (3.20)

$$\Phi = \sum_{m=1}^{4} A_m \Phi'_m$$  \hspace{1cm} (3.21)

where the coefficients $A_m$ are such that the boundary conditions are satisfied. Solutions are only valid for values of $\beta$ that give a determinant of coefficients equal to zero, after substitution of Equations 3.20 and 3.21 into the wave equation. The equations are solved iteratively, changing $\beta$ until this condition is met. The stiffness, permittivity, piezoelectric characteristics, and orientation of the material strongly influence the values of $\mathbf{u}$ and $\Phi$. The solution most commonly encountered is that for which the displacement $\mathbf{u}$ is in the sagittal plane, corresponding to an elliptical particle motion. This is piezoelectric Rayleigh SAW and the type generated in the measurements presented in Chapters 5 – 7. Henceforth, when using the term ‘surface acoustic wave’ or SAW, it is this type of wave that is being referred to.
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An example solution is shown in Figure 3.3 for Y-Z lithium niobate, for SAWs propagating on free and metallised surfaces. The nomenclature ‘Y-Z’ refers to the crystal Y axis being outwardly directed (parallel to \( x_3 \)) with SAWs propagating parallel to the crystal Z axis (the \( x_1 \) direction). The displacements \( u_1 \) and \( u_3 \) are very similar in the free-surface and metallised cases (Figure 3.3(a)), and there is a large difference in the electric potential between the free- and metallised-

![Figure 3.3](image)

**Figure 3.3:** (a) SAW displacement in the \( x_1 \) and \( x_3 \) directions, and (b) electric potential on the free- and metallised surfaces, as a function of depth into a sample of Y-Z lithium niobate. Figure reproduced from [1].
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surface due to the screening of the electric field by the electrons in the metal (Figure 3.3(b)). The electric potential recovers at a depth of approximately one acoustic wavelength into the bulk.

3.3 SAW Generation

Several methods have been established for SAW generation, including high intensity laser pulses that exploit a material's thermoelastic properties to induce periodic expansion of the crystal [152, 153, 154, 155] and shear wave transducers mechanically coupled to the surface [150]. In electronic applications, interdigital transducers (IDTs) are routinely used as they make it possible to compactly generate and receive SAWs on piezoelectric materials directly [150]. This approach was used for SAW generation and detection in the measurements in this thesis, and here the basic IDT operating principles are discussed. This is followed by some practical considerations that are taken when selecting a piezoelectric substrate for SAW device applications. For more details, please see Morgan [1].

3.3.1 Interdigital Transducers

Devised by White and Voltmer in 1965 [150], IDTs consist of two metal interlocking, comb-like structures (Figure 3.4) defined using photolithography on the surface of the material in which the SAW will propagate. The application of
an AC voltage sets up a periodic electric field, and a corresponding elastic stress is induced in the substrate due to its piezoelectricity. As the field oscillates, vibrations radiate away from the IDT in the direction perpendicular to the long-axis of the electrodes. SAWs are generated strongly at frequencies for which the wavelength of the applied AC voltage matches the periodicity of the IDT. Note that the AC frequency is much higher than the resonant frequency of the crystal due to its dimensions. For a SAW velocity $v_{SAW}$ and a separation distance between alternate electrodes $\lambda$, the fundamental SAW frequency $f_0$ is:

$$f_0 = \frac{v_{SAW}}{\lambda}$$

(3.22)
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Higher harmonics may also be generated. By a reciprocal process an IDT can convert a SAW into an electrical signal. A pair of opposing IDTs form an acoustic delay line in which one IDT can be used for SAW generation and the other for SAW detection. Depending on the application, the length of the IDT digits may be as large as a few millimetres, and may include in the range of 20 – 1000 electrodes. The operating frequency is limited only by the fabrication technology; for a typical SAW velocity of ~3000 m/s an electrode width of 0.5 μm, the smallest available in commercial production, a frequency of 1.5 GHz is obtained [1].

We will now determine the IDT frequency response around its fundamental frequency. We assume that there are no SAW reflections from individual electrodes, and that there is no diffraction or loss in propagation. The digit width and pitch are $a$ and $p$ respectively, the metallisation ratio is 50% ($a/p = 1/2$), and there are $m$ digits centred at $x = x_1, x_2, \ldots, x_m$. The $x = 0$ position is just outside the IDT. Upon application of a voltage to the IDT, a SAW is launched in both the $+x$ and $-x$ direction, with frequency $\omega$ and phase velocity $v_{SAW}$. We are interested only in SAWs propagating towards the $-x$ direction, where a receiving IDT may be located. Each electrode on the ‘live’ busbar (connected to the voltage source) acts as a SAW source; those connected to the grounded busbar do not. The amplitude of the SAW generated by the $m^{th}$ digit has the form $\exp[j(k(x - x_m) - \omega t)]$ where $k$ is the wavenumber. We define a digit polarity $\hat{P}_m$ for electrode $m$, where $\hat{P}_m = 1$ for the live electrodes and $\hat{P}_m = 0$ for the grounded
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electrodes. The amplitude of the wave generated by the \( m \)th electrode is given by:

\[
\phi_m(x, \omega) = V E(\omega) \hat{P}_m \exp[jk(x - x_m)]\exp(j\omega t) \quad (3.23)
\]

where \( V \) is the applied voltage, and \( E(\omega) \) is the element factor representing the response of individual electrodes. The total amplitude at \( x = 0, \phi(\omega) \), is the sum of the contributions from each electrode:

\[
\phi(\omega) = V E(\omega)\exp(j\omega t) \sum_{m=1}^{M} \hat{P}_m \exp(-jkx_m) \quad (3.24)
\]

For ‘single-digit’ and ‘double-digit’ IDTs, two common types, the polarity sequence is \( \hat{P}_m = 0, 1, 0, 1, ... \) and \( \hat{P}_m = 0, 0, 1, 1, 0, 1, 1, ... \) respectively. It is convenient to write the frequency response of the IDT as an array factor \( A(\omega) \) that excludes the applied voltage and the element factor. This is defined as:

\[
A(\omega) = \sum_{m=1}^{M} \hat{P}_m \exp(-jkx_m) \quad (3.25)
\]

For a single-digit IDT, the digit centres are located at \( x_m = mp \). We can rewrite Equation 3.25 as a sum of \( N_p \) terms with spacing \( \Delta x = 2p \), where \( N_p = M/2 \) is the number of periods and we assume \( M \) is even:

\[
A(\omega) = \sum_{n=1}^{N_p} \exp(-2jkp) \quad (3.26)
\]

Treating the summation as a geometric progression, we obtain:

\[
A(\omega) = \frac{\sin(N_p kp)}{\sin(kp)} \exp[-j(N_p + 1)kp] \quad (3.27)
\]
where Equation 3.27 gives multiple peaks for \( kp = n\pi \). Alternatively, this may be written as \( 2p = n\lambda \), giving the IDT frequency response at the fundamental frequency \( f_0 \) for \( n = 1 \) and \( \lambda = 2p \), and the higher harmonics for \( n > 1 \). The array factor close to \( f_0 \) is plotted in Figure 3.5 in arbitrary units. A similar response is seen for double-digit IDTs.

The frequency response of an IDT can be tuned by varying the overlapping length of the active electrodes (apodization). When a SAW pulse propagates beneath the electrode, the strength of the electrical signal generated in it is proportional to the overlap of the electrodes at the location of the pulse. If the IDT aperture is \( W \) and the \( m^{th} \) electrode extends from the active busbar by an amount \( u_m \), Equation 3.25 can be rewritten as:

\[
A(\omega) = \sum_{m=1}^{M} \left( \frac{u_m}{W} \right) \exp(-jkx_m) \tag{3.28}
\]

where \( \hat{P}_m \) has been replaced by the term \( (u_m/W) \). Note that if \( u_m = 0 \) or \( W \), then \( (u_m/W) = 0 \) or \( 1 \) respectively and the original expression for the array factor is

![Figure 3.5: Array factor of a uniform, single-digit IDT close to the fundamental frequency. Diagram adapted from [1].](image-url)
recovered. IDT apodization has allowed SAW devices to be developed as band pass filters for communication technologies [1].

3.3.2 Single-Digit and Double-Digit IDTs

Consider a simple SAW device consisting of two opposing single-digit IDTs, where one is used for SAW generation and the other for SAW detection. One of the practical problems of such a device is the presence of unwanted SAW reflections from the two transducers that cause ripples in the amplitude and phase of the output signal. The term ‘triple transit signal’ is used to describe a SAW that traverses the delay line three times, shown schematically in Figure 3.6. This effect can be reduced by lowering the applied input voltage, but this can lead to poor signal-to-noise ratios in the output signal. A more common approach is to use double-digit IDTs, where neighbouring digits are connected to the bus bars in pairs. Single- and double-digit IDTs are compared schematically in Figure 3.7 (a)

![Schematic showing the origin of a triple-transit signal in a two-port SAW device consisting of single-digit IDTs. Diagram from [1].](image)

**Figure 3.6:** Schematic showing the origin of a triple-transit signal in a two-port SAW device consisting of single-digit IDTs. Diagram from [1].
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and (b) respectively. Neighbouring digits on the single-digit IDT are separated by a distance \( p = \lambda_0 / 2 \). Reflections therefore add in-phase with each other at this SAW frequency, subsequently leading to triple-transit signals as the reflected SAW traverses the delay line. In the case of the double-digit IDT, neighbouring digits are separated by a distance of \( p = \lambda_0 / 4 \). Reflected SAWs from adjacent electrodes therefore have a phase difference of 180°, causing them to destructively interfere. Whilst this reduces the operating frequency of the device (since the digit width and spacing is ultimately limited by the resolution of the fabrication system), the elimination of SAW reflections is a worthwhile trade-off.

\[ \lambda_0 \]

\[ p \]

\[ \lambda_0 \]

\[ p \]

**Figure 3.7:** (a) Single- and (b) double- digit IDTs and the SAW reflections from IDT digits. Due to the half-wavelength spacing of neighbouring digits in the single-digit IDT, SAW reflections add in phase and cause distortion of the output signal of a SAW device. The use of quarter-wavelength-spaced digits (the double-digit IDT) ensure reflection add destructively, preventing unwanted triple-transit signals. Diagram from [1].
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for many SAW device applications. The devices used for the measurements presented in this thesis use double-digit IDTs for this reason.

3.3.3 Temperature Effects and Piezoelectric Coupling Coefficient

SAW devices may be required to operate across a broad temperature range whilst retaining precise performance specifications. Temperature effects can be characterised by considering two opposing IDTs separated by a distance $l$. For a SAW velocity on an unmetallized surface $v_f$, the SAW transit time is $T = l/v_f$. If the temperature variation of the material constants is known, the resulting variation in $v_f$ can be calculated via the approach in Section 3.2.2. Further, due to the thermal expansion of the material, $l$ also varies with temperature. A ‘temperature coefficient of delay’ (TCD) $\alpha_T$ is defined:

$$\alpha_T \equiv \frac{1}{T} \frac{dT}{d\theta} = \frac{1}{l} \frac{dl}{d\theta} - \frac{1}{v_f} \frac{dv_f}{d\theta} \quad (3.29)$$

For temperature-sensitive applications, it is preferable to minimise the TCD. ST-X quartz is a common choice since $\alpha_T = 0 \ (^\circ{C})^{-1}$ at room temperature, whereas for Y-Z LiNbO$_3$ $\alpha_T = 94 \times 10^{-6} \ (^\circ{C})^{-1}$.

An additional consideration is the difference in the SAW velocity on a metallized and free surface ($v_m$ and $v_f$ respectively). A large difference between $v_m$ and $v_m$ is indicative of strong piezoelectric coupling [1]. The fractional
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difference between $v_f$ and $v_m$ is quantified via a piezoelectric coupling coefficient $K^2$, given by Equation 3.30:

$$\frac{\Delta v}{v} \equiv \frac{(v_f - v_m)}{v_f} = \frac{K^2}{2}$$

(3.30)

Where a good signal-to-noise ratio is required, a material with large $K^2$ is often selected. Examples include Y-Z LiNbO$_3$, 128° Y-X LiNbO$_3$, and 36° Y-X LiTaO$_3$, for which $K^2$ is 4.8%, 5.6%, 4.8% respectively. For ST-X quartz, $K^2 = 0.12\%$ [1].

The origin of the difference in velocity between a free and metallized surface is explained as follows. If a force $F$ is applied to a piezoelectric medium with an infinitely-conductive, thin, metal film on the surface, the free charge in the metal will short-out the piezoelectric fields generated when SAWs propagate. This effectively removes its piezoelectricity, and the strain in the medium is given by Equation 3.2. However, if $F$ is applied to the medium in the absence of a metallic film, a fraction of the energy input induces a propagating electric potential as well as a mechanical wave. The strain is then given by Equation 3.6. Consequently, the magnitude of the strain is lower for a given force, and the spring constant of the medium appears higher. This is known as piezoelectric stiffening, and leads to $v_f > v_m$. 
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3.4 SAW Interactions with Electronic Systems

3.4.1 The Acoustoelectric Effect

The effects on the conduction electrons of a crystal due to the presence of a travelling acoustic wave were first discussed by Parmenter in 1953 [2]. A sinusoidal compressional wave traversing the material will generate a sinusoidal electric field that moves through the crystal at the acoustic velocity. He asserted that conduction electrons with a drift velocity component parallel to that of the SAW propagation direction and of similar magnitude to the SAW velocity become trapped in the potential minima of the electric field. The term ‘acoustoelectric current’ was coined to describe the resultant dragging of charge carriers by the wave. Parmenter initially proposed that an acoustoelectric current (or voltage in an open-circuit configuration) would be measurable in metals and n-type semiconductors. However, numerical estimates by van den Beukel [156] suggested that the magnitude of the acoustoelectric field in a metal would be $10^3$ – $10^4$ times smaller than that generated in a semiconductor at room temperature, due to the thermal vibrations of the crystal lattice. The treatments by Parmenter and van den Beukel were later found to be insufficient [157], as they assumed an extremely low charge carrier density (ignoring charge bunching effects) and a mean free path much longer than the acoustic wavelength. However, both contributions were important to the development of the field.

Weinreich was the first to successfully describe the (bulk) acoustoelectric effect in semiconductors, using a purely classical approach [157, 158]. He...
propose that momentum transfer from the acoustic wave to the charge carriers 
induces charge dragging, leading to a proportional loss of wave energy. The wave 
provides a spatially varying electric potential, and the charges will tend towards 
an equilibrium distribution that favours the positions of lowest energy. As the 
wave is constantly moving, and the particles require a finite time to reach 
equilibrium, the charges ‘lag behind’ the wave by a small amount. This is 
characterised by a relaxation time $\tau$ of the distribution. Weinreich showed that for 
an acoustic wave of frequency $\omega$, as $\omega \tau \rightarrow 0$ and $\omega \tau \rightarrow \infty$ the force on the charge 
carriers tends to zero. For intermediate cases, due to the lag of the electrons, 
they are in higher concentration on the forward slope of the potential than on the 
backward slope, leading to a net average force in the direction of wave 
propagation [157]. A summary of his analysis [158] is presented below, to better 
understand the origin of the acoustoelectric effect.

It is assumed that, in general, the acoustic wavelength is much longer than 
the mean free path of the charge carriers, and the acoustoelectric current $j$ 
generated by the wave-particle interaction can be described in a macroscopic 
way as the sum of a diffusion term and a drift term:

$$j = D \left( F/KT - \nabla \right) n$$  \hspace{1cm} (3.31)

In Equation 3.31 $D$ is the diffusion coefficient, $F$ is the net force exerted on the 
charge carriers, $KT$ is the thermal energy, $\nabla$ is the Del operator, and $n$ is the 
particle density. The force $F$ is related to the potential energy of the particles $U$
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by $F = -\partial U / \partial x$ (in the $x$-direction). Weinreich used the concept of a deformation potential to describe the potential energy of the charged particles due to an acoustic deformation, $V$, given by:

$$V = -\epsilon \Delta$$  \hspace{1cm} (3.32)

where $\epsilon$ is a constant and $\Delta$ is the dilatation of the crystal. There is also the potential energy due to the electric fields resulting from the redistribution of charge to consider. To simplify the difficulty of accounting for this, Weinreich assumes that charge neutrality is always maintained and that the induced electrostatic potential is proportional to the acoustic deformation potential for small sinusoidal disturbances. It can then be shown that $U$ is given by:

$$U = -\sum_i q_i \phi_i$$  \hspace{1cm} (3.33)

where $q_i$ is referred to as the acoustic charge, and $\phi_i$ is the value of the potential of the plane compressional wave $\phi$ in the semiconducting medium at the position of the $i^{th}$ particle, where $\phi$ has the form:

$$\phi = \phi_0 \exp(ik(x - ct))$$  \hspace{1cm} (3.34)

where $\phi_0$ is a constant, $k$ is the wave vector, and $c$ is the velocity of the acoustic wave moving in the $x$-direction. If a longitudinal electric field is applied to give the charge carriers a drift velocity $\beta c$ in the $x$-direction, the electron and hole acoustoelectric current densities, $j_n$ and $j_p$ respectively, are given by:
3. Surface Acoustic Waves

\[ j_n = n \beta c + \left( \frac{n D_n}{kT} \right) \frac{\partial}{\partial x} (q_n \phi + e \gamma_k \phi) - D_n \frac{\partial n}{\partial x} \] (3.35)

\[ j_p = - \frac{p \beta c}{b} + \left( \frac{p D_n}{b kT} \right) \frac{\partial}{\partial x} (q_p - e \gamma_k \phi) - D_n \frac{\partial p}{\partial x} \] (3.36)

where \( b \) is the ratio of the electron and hole mobilities, \( q_n \) and \( q_p \) are the electron and hole acoustic charges respectively, \( e \) is the charge on an electron, and \( \gamma_k \phi \) is the induced electrostatic potential. The continuity equation takes the form:

\[ \frac{\partial n}{\partial t} + \frac{\partial j_n}{\partial x} + \frac{1}{\tau} \left[ n - n_0 \left( 1 + \frac{q_1 \phi}{1 + s kT} \right) \right] = 0 \] (3.37)

\[ \frac{\partial p}{\partial t} + \frac{\partial j_p}{\partial x} + \frac{1}{\tau} \left[ p - p_0 \left( 1 + \frac{q_1 \phi}{1 + s kT} \right) \right] = 0 \] (3.38)

where \( s \equiv n_0/p_0 \) is the ratio of equilibrium concentrations of electrons and holes, \( q \equiv q_n + q_p \), and \( \tau \) is the lifetime. The last term in Equations 3.37 and 3.38 accounts for the first order change in equilibrium concentrations due to the potential \( \phi \). Assuming \( n - n_0 \ll n_0 \) and \( p - p_0 \ll p_0 \) and let:

\[ n = n_0 + n_1 \exp(ik(x - ct)) \] (3.39)

\[ p = p_0 + p_1 \exp(ik(x - ct)) \] (3.40)

By substitution of Equations 3.39 and 3.40 into Equations 3.37 and 3.38 respectively, and invoking charge neutrality \( n_1 = p_1 \), we obtain:

\[ n_1 = p_1 = \frac{n_0 q \phi_0}{1 + s kT} M \] (3.41)
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where:

\[ M \equiv \frac{1 + \omega_0(1 + sb) / \omega^2 \tau (1 + s)}{1 + \omega_0(1 + sb) / \omega^2 \tau (1 + s) - i(\beta_0 - \beta)(1 - s) \omega_0 / (1 + s) \omega} \]

\[ \omega \equiv kc \]

\[ \omega_0 \equiv c^2 / D_n \]

\[ \beta_0 = (1 + sb) / (1 - s) \]

The dependence of the charge carrier bunching on frequency, applied field, and material properties are accounted for by the factor \( M \). Equation 3.41 can be substituted into Equations 3.39 and 3.40, which in turn can be substituted into Equations 3.35 and 3.36, from which the time-average DC particle currents \( \bar{j}_n \) and \( \bar{j}_p \) can be obtained. The net acoustoelectric current \( I_{ae} \) is given by:

\[ I_{ae} = -e(\bar{j}_n - \bar{j}_p) \quad (3.41) \]

Equation 3.41 only account for charge carrier recombination effects to first-order (via the term in square brackets in Equations 3.37 and 3.38). However, Weinreich argued that for large \( \tau \), the whole recombination term is negligible. The final acoustoelectric current is then given by:

\[ I_{ae} = -\frac{1}{2} \frac{e n_0 c}{(1 + s)^2} \left( \frac{q \phi_0}{KT} \right)^2 \frac{(1 - s) - \beta(1 + s/b)}{1 + (\beta_0 - \beta)^2[(1 - s)/(1 + s)]^2(\omega_n / \omega)^2} \quad (3.42) \]
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Weinreich and White subsequently observed an acoustoelectric field of 10 μV / cm in a sample of n-type germanium [159], in agreement with Weinreich’s original work [158].

Acoustoelectric theory was further developed by Hutson and White [160] and Ingebrigsten [161, 162] who considered the influence of the acoustoelectric effect on the acoustic wave properties in piezoelectric semiconductors. The force on the charge carriers leads to a loss of acoustic wave momentum, and a corresponding decrease in wave velocity. Applying a classical relaxation model to the system, in which diffusion effects are neglected and the SAW amplitude is small, the acoustic attenuation per unit length $\Gamma$ and the velocity shift $\Delta v$ are given by:

$$\Gamma = \frac{K^2 \pi}{\lambda} \frac{(\omega_C/\omega)}{1+(\omega_C/\omega)^2}$$  \hspace{1cm} (3.43)

and

$$\frac{\Delta v}{v_0} = \frac{K^2}{2} \frac{1}{1+(\omega_C/\omega)^2}$$  \hspace{1cm} (3.44)

where $\omega = k v_0$ is the acoustic wave frequency, $k$ is the wave vector, $v_0$ is the wave velocity on a free surface, $\lambda$ is the wavelength, $K^2$ is the piezoelectric coupling coefficient, and $\omega_c$ is the conductivity relaxation frequency, itself given by $\omega_c = \sigma/\epsilon$, where $\sigma$ is the conductivity and $\epsilon$ is the relative permittivity of the material. This describes the time in which the charge carriers return to their
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equilibrium state after perturbation by an electric field. If the acoustic wave frequency is much smaller than the conductivity relaxation frequency \( \omega \ll \omega_c \), the charge carriers will be able to redistribute rapidly enough to screen the piezoelectric field and no charge dragging is observed. As \( \omega \) increases, the screening becomes less perfect, and for \( \omega \gg \omega_c \) the piezoelectric field becomes too dominant and the material effectively behaves as an insulator. Maximum attenuation occurs for \( \omega = \omega_c \). In the case of surface acoustic wave propagation, the expression for the conductivity relaxation frequency is given by [4] \( \omega_c = \sigma / (\varepsilon_1 + \varepsilon_2) \), where \( \varepsilon_1 \) and \( \varepsilon_2 \) are the relative permittivity of the piezoelectric substrate and the half-space above it respectively. Please note that the derivation of Equations 3.43 and 3.44 is beyond the scope of this thesis.

3.4.2 SAW Interactions with Low-Dimensional Electron Systems

Acoustoelectric currents may also be generated in two-dimensional electron systems (2DESs) placed directly on top of a piezoelectric material in which SAWs are propagating. Here it is assumed that the thickness of the 2DES \( d \) is much smaller than the SAW wavelength \( \lambda_{SAW} \). Esslinger et al. [163] and Fal'ko et al. [164] developed an expression for the resulting acoustoelectric current density in the 2DES, which is simply stated:

\[
\dot{j}_{ae} = \sigma^{2D}E - \Lambda Q
\]  

(3.45)
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where $\sigma^{2D}$ is the sheet conductivity, $E$ is the applied electric field, $\Lambda$ is the acoustoelectric tensor, and $Q$ is called the phonon pressure. $Q$ represents the force on the charge carriers due to momentum transfer from the SAW, given by:

$$Q = \frac{I\Gamma}{v}$$  \hspace{1cm} (3.46)

where $I$ is the SAW intensity, $v$ is the SAW velocity, and $\Gamma$ is the attenuation of the SAW per unit length (referred to as the attenuation coefficient). In the absence of an applied electric field, and in a closed-circuit configuration such that no acoustoelectric voltage can build up, we have:

$$j_{ae} = -\Lambda \frac{I\Gamma}{v}$$  \hspace{1cm} (3.47)

In the absence of a magnetic field, the acoustoelectric tensor reduces to the charge carrier mobility $\mu$ [165], giving:

$$j_{ae} = -\frac{\mu I\Gamma}{v}$$  \hspace{1cm} (3.48)

This is an important result, which we will refer to again in discussion of the measurements in Chapters 5 – 7, and is known as the Weinreich relation.

The expressions for the attenuation coefficient and velocity shift for bulk semiconductors given by Equations 3.43 and 3.44 respectively can also be applied to low-dimensional electron systems placed on top of the medium and probed by SAWs. However, in this case the conductivity relaxation frequency exhibits a dependence on the saw wave vector $k = 2\pi/\lambda_{SAW}$ [4]:
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\[ \omega_c = \frac{k \sigma^{2D}}{(\epsilon_1 + \epsilon_2)} \]  \hspace{1cm} (3.51)

It is convenient to express the ratio \( \omega_c / \omega \) in terms of the frequency-independent ratio \( \sigma^{2D} / \sigma_M \), where \( \sigma_M = \nu_0(\epsilon_1 + \epsilon_2) \) is the characteristic conductivity of the substrate, and write \( \Gamma \) and \( \Delta \nu \) for the 2D case as:

\[ \Gamma = \frac{K_{\text{eff}}^2 \pi}{\lambda} \frac{(\sigma^{2D} / \sigma_M)}{1 + (\sigma^{2D} / \sigma_M)^2} \]  \hspace{1cm} (3.52)

and

\[ \frac{\Delta \nu}{\nu_0} = \frac{K_{\text{eff}}^2}{2} \frac{1}{1 + (\sigma^{2D} / \sigma_M)^2} \]  \hspace{1cm} (3.53)

respectively. The (bulk) piezoelectric coupling coefficient has been replaced by an effective piezoelectric coupling coefficient \( K_{\text{eff}}^2 \) due to the boundary conditions at the surface of the crystal. The attenuation coefficient per unit wave vector \( \Gamma / k \) and fractional change in SAW velocity \( \Delta \nu / \nu_0 \) are plotted as a function of \( \sigma^{2D} / \sigma_M \) in Figure 3.8.

The conductivity dependence of \( \Gamma \) and \( \nu \) has led to the deployment of SAWs as a sensitive probe of the electronic properties of a variety of low-dimensional electron systems. Early experiments by Wixforth et al. [3, 4] showed how the Shubnikov-de Haas oscillations in conductivity of a 2DES placed in a strong magnetic field were reflected in measurements of SAW intensity and velocity.
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This is shown in Figure 3.9. Nash et al. have similarly used SAWs to study the electronic properties of quantum dots and wires [5, 7, 54].

Figure 3.8: (a) Attenuation coefficient $\Gamma$ per unit wave vector $k$ and (b) change in acoustic wave velocity $\Delta v/v_0$ in units of $K_{\text{eff}}^2$ as a function of $\sigma^{2D}/\sigma_M$. 
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Figure 3.9: Oscillations in the conductivity of a 2DES in a strong magnetic field are reflected by similar oscillations in SAW attenuation coefficient and velocity shift. Taken from [3].
3. Surface Acoustic Waves

3.4.3 SAW Interactions with Graphene

As Chapter 2 shows, graphene possesses extremely desirable electronic properties and has numerous potential applications [10, 68]. Its two-dimensional structure has made it a natural candidate for integration with SAW devices. Theoretical studies by Thalmeier et al. [14] and Zhang and Xu [15] have predicted that the coupling of SAWs to graphene charge carriers will lead to measurable changes in SAW observables, such as Landau oscillations in the attenuation and velocity shift in the presence of a magnetic field [14]. Elsewhere, graphene-SAW devices have been developed for sensing of $\text{H}_2$, $\text{CO}$ [166], and $\text{H}_2\text{O}$ [167, 168, 169], where a combination of mass-loading of the delay line and modification of graphene’s conductivity by surface adsorbates has induced detectable changes in SAW amplitude and velocity.

It is the acoustoelectric interactions with graphene that have received more attention [16, 17, 18, 20, 170, 171]. This began with the detection of a large (~5 $\mu$A) acoustoelectric current in CVD graphene on LiNbO$_3$ by Miseikis et al. [16], over a distance of 20 $\mu$m. Bandhu and Nash subsequently observed a linear dependence of acoustoelectric current on SAW frequency and intensity both at room [17, 20] and low temperatures [18] in macroscopic devices. This is consistent with Equation 3.47. They also found that SAWs are highly sensitive to the presence of defects and grain boundaries in graphene, raising the prospect of using SAWs as a contactless probe of graphene quality. The possibility for graphene-SAW sensors for a variety of applications has also been considered,
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using gases [19], electrolytic solutions [172], and ion gels [20] to modulate the acoustoelectric current. There have also been examinations of DC-biased mono- and multi-layer graphene films for SAW amplification, whereby electron momentum is transferred to the SAW to increase its amplitude [173, 174, 175]. The absence of a band gap in graphene raises the question of how the piezoelectric potential can confine graphene’s free charge carriers. Coco et al. [176] have reported that a combined shear and uniaxial strain of ~15% can be used to open a band gap of about 0.6 eV, approximately half that of silicon [87]. This strain approaches the breaking strain of graphene (~25%) [176], and it is unlikely that this can be applied with SAWs of the intensity reported in the literature. Interestingly, Thalmeier et al. [14] predict that in pristine graphene, for SAWs with wave vector $q < 2k_F$ (where $k_F$ is the Fermi wave vector in graphene) and in the absence of a magnetic field, the acoustoelectric attenuation tends to zero. For $q > 2k_F$, acoustoelectric attenuation of the SAWs is observed.

The interesting electronic and optical properties of graphene (Section 2.1) and the numerous potential applications for graphene nanoribbons (Section 2.2.1.3) warrant further investigation using piezoelectric SAWs, which have been demonstrated as sensitive probes of the properties of LDESs. The work in this thesis constitutes the first experimental studies of the photoresponse of the acoustoelectric current generated in graphene monolayers, the effect on the acoustoelectric interaction of patterning graphene into nanoribbons, and the acoustoelectric photoresponse of graphene nanoribbons.
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3.5 Acoustoelectric Device Applications

SAW devices are found abundantly in communication technologies [1, 177]. The development of low-dimensional electron systems has seen SAWs deployed for probing their electronic properties [3, 4, 5, 17, 20, 178]. The compactness, affordability, and robustness of the SAW substrates [1] coupled with emergence of atomically-thin materials [9, 10, 68] may yet lead to the development of a new class of wireless chemical [19, 166, 167] and biological sensors [172]. We take this opportunity to review some of the most exciting potential applications of acoustic charge transportation that are relevant to the content of this thesis.

3.5.1 Single Electron/Photon Transport

Since the 1990s there has been a demand in the metrological community for a quantum standard of electrical current [179, 180, 181]. Ideally, such a current standard would be measurable in the nanoampere range with a relative uncertainty of less than one in ten million [181]. Devices using Coulomb blockade of tunnelling operate at low frequencies and subsequently achieve very small current (~1 pA) [181]. Acoustoelectric devices on the other have shown considerable promise in achieving the required accuracy at small SAW wavelengths ($\lambda_{\text{SAW}} < 1 \, \mu m$) [181].

Using a one-dimensional (1D) channel defined by a split gate in a GaAs/Al$_x$Ga$_{1-x}$As heterostructure, operating at 1.3K, Talyanskii et al. [8] used SAWs to transfer...
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electrons between adjacent two-dimensional electron gases (2DEGs). When the 1D channel is pinched off, the SAW potential wells trap and transport the electrons up the potential hill, where the number of electrons in each potential well is defined by SAW potential strength and the shape of the potential hill. By tuning the depth of the SAW potential well (i.e. the SAW power) and the gate voltage, it was found that an acoustoelectric current of the form \( I = nef \), where \( n \) is an integer number of electrons, \( e \) is the electronic charge, and \( f \) is the SAW frequency, could be generated for \( kL \ll 1 \), where \( k \) is the SAW vector and \( L \) is the length of the 1D channel. As the gate voltage decreases, an increase in the number of electrons is transported per SAW cycle. This is shown in Figure 3.10. Ahlers et al. later attained a change in current \( \Delta I = ef \) in the low-power regime [179].

As well as single-electron sources, SAWs have been used to create single-photon sources [180, 182, 183]. The dynamics of photo-generated charge carriers in low-dimensional semiconductors have been challenging to study, since the bulk semiconductor band structure dominates their optoelectronic properties [182]. For direct bandgap semiconductors, such as GaAs, electron-hole recombination rates are very short (<1ns) in comparison to semiconductors possessing an indirect bandgap such as Si. Rocke et al. [182] used SAWs to separate electron-hole pairs photo-generated in In\(_{0.15}\)Ga\(_{0.85}\)As quantum wells. The electrons were stored in the SAW potential minima and the holes were captured in the potential maxima, and transport them over macroscopic (1 mm) distances.
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Figure 3.10: Acoustoelectric current as a function of gate voltage for different SAW powers. The leftmost trace corresponds to a SAW power of 7 dBm. The power level decreases by 0.2 dBm from left to right for each trace. Taken from [8].

The transportation of a single electron-hole pair over long distances is envisaged for optical delay lines operating at sound velocities.
Figure 3.11: Exciton transport by SAWs. A 200 ns SAW pulse is generated at $t = 0$. At $t = t_1$ and $x = x_{\text{in}}$, the potential extrema of the SAW are populated by photoexcited electrons and holes which are transported at the speed of sound to $x = x_{\text{out}}$, where the semi-metallized region screens the SAW and induces electron-hole recombination at $t = t_2$. The RF and laser pulse durations are indicated in the lower part. Taken from [173].
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3.5.2 Chemical Sensing

SAW sensors for gaseous- and liquid-phase chemical detection have inherent advantages of being passive and the potential to be wireless [184]. They are also compact, low cost, and compatible with modern clean-room fabrication processes. A typical device incorporates a selective chemical sensing layer between the opposing IDTs [184] that reacts with or adsorbs target molecules. This can produce a mass loading affect that attenuates and velocity-shifts the SAW [167], or induces a change in conductivity of the sensing layer that modulates the SAW observables [19] (although it may be a combination of both). SAWs of large amplitude are preferred for high signal-to-noise ratios. This is achieved by selecting materials with high piezoelectric coupling coefficients (e.g. $K_{eff}^2 = 0.056$ for $128^\circ$ YX LiNbO$_3$, versus 0.001 in ST-X quartz [1, 184]) as the substrate. Graphene and related materials have a very high surface to volume ratio, making their electronic properties receptive to surface contaminants [63, 64]. Zheng et al. have studied the doping effects on the acoustoelectric effect in graphene-LiNbO$_3$ SAW devices, and observed a 50% increase in sensitivity to NO$_2$ adsorbates than a conventional DC current measurement [19]. This research could help realise acoustoelectric chemical sensors based on a variety of 2D materials, increasing the versatility of acoustic charge transportation for device applications.
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3.6 Summary

In Section 3.2, descriptions of bulk acoustic wave propagation in non-piezoelectric and piezoelectric media were presented. By applying appropriate boundary conditions, the expressions for the displacement and electric potential due to surface acoustic wave propagation in a piezoelectric material were obtained. The use of interdigital transducers for SAW generation was discussed in Section 3.3, along with considerations of the temperature stability and piezoelectric coupling strength for practical devices. The acoustoelectric effect describing the acoustic transportation of charge, and a review of recent studies on the interactions between SAWs and graphene, was given in Section 3.4. In Section 3.5, some of the novel potential applications for SAW technology were presented.
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4. Device Fabrication and Experimental Setup

4.1 Overview

This chapter describes the process for fabricating the graphene-SAW and graphene nanoribbon (GNR)-SAW hybrid devices, the experimental setup, and the measurement techniques used in later chapters. The overall objective of the fabrication process is outlined in Section 4.2. In Section 4.3 the lithium niobate (LiNbO₃) SAW devices are discussed, including the interdigital transducer (IDT) structures and the manufacturer’s data. The process for transferring a graphene monolayer between the IDTs is described in Section 4.4. In Section 4.5, the approach for patterning the graphene into rectangles or GNRs using electron beam lithography and reactive ion etching is presented. This is followed by the application of chromium-gold (Cr/Au) electrodes to the graphene for electrical measurements using a thermal evaporation system (Section 4.6). The graphene quality is then assessed using Raman spectroscopy (Section 4.7). Samples are mounted to electroplated printed circuit boards (PCBs), and gold wire bonds are used to make interconnections between the PCB and the gold electrodes/IDTs (Section 4.8). Section 4.9 contains a full list of the completed devices and the measurements they were
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used for, and the details of the measurement setup and techniques are given in Section 4.10.

4.2 Overall Aim of Fabrication

The acoustoelectric effect in 2DESs can be studied by positioning them between the two opposing IDTs of a SAW delay line [3, 17, 19]. Using this layout, the aim was to measure the acoustoelectric effect in graphene- and GNR-SAW hybrids with metal contacts positioned on top of the graphene/GNRs. To maximise the acoustoelectric attenuation of the SAW per unit length, monolayer graphene films with a length comparable to the IDT separation distance were used. By Equations 3.48 and 3.52, this would increase the magnitude of the acoustoelectric current. Metal electrodes would therefore be spaced with large (millimetre-scale) separation distances. Furthermore, large-area CVD graphene routinely exhibits holes and cracks. Such damage is introduced during the process of transferring the graphene to the target substrate [24, 147]. This can lead to an incomplete conduction pathway between the metal electrodes on the graphene, which is much harder to detect on lithium niobate (as will be discussed in Section 4.4.3). To reduce this risk, the graphene and GNR arrays were defined with widths comparable to the IDT aperture. Lastly, by Equation 3.52, graphene with a very high conductivity would be expected to cause the acoustoelectric current to tend to zero, since the piezoelectric fields would be immediately screened by the graphene charge carriers. It is therefore preferable to use CVD graphene with
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such defects as wrinkles and cracks, compared to exfoliated graphene, as the conductivity is more similar to the characteristic conductivity of lithium niobate.

4.3 SAW Device Properties and Manufacturer’s Data

Commercially-available 128° Y-cut X-propagating lithium niobate SAW delay lines were used to investigate acoustoelectric effects in graphene and graphene nanoribbons in all measurements presented here. Two opposing, double-digit aluminium interdigital transducers had been pre-deposited on the surface of the LiNbO$_3$ crystal by the manufacturer (MESL Microwave/COM DEV International) for SAW generation and detection. The IDT separation distance and acoustic aperture were measured at 5.4 mm and 3.25 mm respectively, shown schematically in Figure 4.1. SAWs propagating on 128° YX LiNbO$_3$ experience little diffraction [1], which enables IDTs with millimetre-scale apertures to be applied. The large separation distance allowed graphene monolayers to be placed on the delay line with reduced probability of shorting out the IDTs. The IDT

![Figure 4.1: Schematic of a blank SAW device as supplied by the manufacturer.](image)
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metallisation ratio was 50%, with all digits having the same length and a width of 45.2 μm. The speed of SAWs in 128° YX LiNbO₃ is \( v = 3979 \) m/s [1]. The fundamental frequency of the IDTs is \( f_0 = 11 \) MHz (corresponding wavelength \( \lambda_0 = 361.7 \) μm).

Figure 4.2 shows the relative SAW amplitude (in decibels) as a function of frequency in a bare SAW device as measured by the manufacturer in the frequency range 1 – 500 MHz. For convenience, such measurements are termed the ‘frequency response’. The prominent peaks in relative amplitude correspond to the resonant frequencies of the IDTs,

**Figure 4.2:** Manufacturer’s data showing the relative amplitude of SAWs as a function of frequency for a bare lithium niobate SAW device.
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at: 11, 33, 97, 119, 184, 205, 270, 291, 356, 377, 442, and 463 MHz. The relative amplitudes of frequencies 11, 33, 97, and 119 MHz are (in dB): -40.33, -31.70, -35.83, and -33.60, as measured by the manufacturer (note that no manufacturer data is provided for any higher resonant frequencies).

4.4 Graphene Transfer Process

Commercially available graphene for research purposes is most commonly grown by chemical vapour deposition (CVD) on either copper [111, 112, 116] or nickel [37, 115, 119] foils. This is due to the relatively low cost of the substrates and the scalable production techniques [35, 36]. In this work all the devices were fabricated using CVD graphene on copper, since the growth process on this substrate is self-terminating at a single layer [112] (whereas neighbouring regions of graphene on nickel can have thicknesses ranging from 1-12 layers [119], due to inhomogeneities introduced by the nickel grain boundaries [112, 113, 119]). The manufacturer (Graphene Supermarket) quoted a graphene domain size of no larger than 10 μm.

4.4.1 PMMA Coating and Reactive Ion Etching

Graphene was positioned between the two IDTs using the poly-methyl methacrylate (PMMA) transfer technique, developed by Ruoff [34, 121] and others [119]. PMMA is a transparent thermoplastic that is typically dissolved in
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Ruoff’s approach is to use a spin coater to deposit a PMMA membrane onto the graphene, which it will adhere to via van der Waals forces, and a chemical etchant to remove the metal growth substrate. This allows centimetre-scale, continuous graphene samples to be placed on arbitrary substrates relatively easily. To transfer the graphene to the LiNbO₃, a 200 nm-thick layer of PMMA 950K A4 was deposited onto a ~5mm x ~5mm section of graphene on copper foil. 950K refers to the molecular weight of the polymer chain in Daltons and A4 refers to a PMMA dilution in anisole (A) of 4% by weight (4). The spin coater operated for 50 s at a rotation rate of 3500 RPM. The PMMA-graphene-Cu-graphene stack was baked at 150°C for 8 minutes on a hotplate so that the PMMA would set as a semi-rigid support layer following the contours of the underlying foil. Since graphene grows on both sides of the copper, it was necessary to etch away the uncoated graphene layer before the foil could be removed. This was done via reactive ion etching (RIE), the process of using a chemically reactive plasma to remove unwanted materials and contaminants from substrates. A potential difference of several hundred volts across the RIE chamber causes ionised atoms to collide with the target material at high speed, displacing atoms and molecules via transfer of kinetic energy. A 10 W, 50 s argon etch was used, with a flow rate of 15 standard cubic centimetres per minute (SCCM) at a pressure of 20 mTorr. This process was repeated two to three times to fully remove the bottom layer of graphene. The copper could then be dissolved from the remaining PMMA-graphene-copper stack via a wet-etch process.
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4.4.2 Etchant Chemicals and Transfer

The most commonly used chemicals for copper etching in CVD graphene processing are iron chloride ($\text{FeCl}_3$) [114] and ammonium persulphate ($\text{(NH}_4\text{)}_2\text{S}_2\text{O}_8$) [35], dissolved in deionised water. A 0.1 Molar solution of ammonium persulphate was used to remove the copper at room temperature over the course of 8 hours. Ammonium persulphate was selected based on results of energy dispersive spectroscopy studies performed by Bandhu [178] revealing that it leaves fewer unwanted etchant salts on the graphene. The PMMA-graphene stack appears as a thin, transparent layer floating on the surface of the etchant solution that can be extracted with a glass spoon and rinsed in deionised water. The sample was rinsed five to six times, each time in fresh water to reduce contamination of the graphene, and transferred to the lithium niobate. The sample was left to dry at room temperature for 12 hours to ensure good adhesion between the graphene and the substrate. Once dry, the PMMA layer was dissolved in acetone at room temperature for at least 12 hours.

4.4.2.1 Modified PMMA Transfer

During the fabrication of the devices characterised in Chapters 6 and 7, a modification to the above process was introduced after the PMMA-graphene bilayer had dried on the LiNbO$_3$. The cured PMMA retains some of the contours of the copper, causing the graphene to make imperfect contact with the substrate after transfer. When the PMMA is dissolved in acetone, any graphene that is not
in contact with the LiNbO$_3$ is more susceptible to damage during the subsequent stages of device fabrication. Li et al. [185] found that a second PMMA layer applied by drop casting helps re-dissolve the existing PMMA. This allows the underlying graphene to relax, increasing its contact area with the substrate. Optical microscopy images showing the improved coverage are presented in Section 4.4.1, where a droplet of PMMA was applied to the dried PMMA-graphene stack for 30 minutes at room temperature before being washed in acetone for several hours.

4.4.2.2 Substrate Cleaning

The LiNbO$_3$ substrates were thoroughly cleaned to remove any residues just before the graphene was transferred. SAW devices were cleaned via sonication for 10 minutes in acetone then isopropyl alcohol, to dissolve any organic chemical residues. Trace inorganic chemicals were then removed by sonication in deionised water. The substrates were blow-dried with nitrogen and placed on a hotplate at 120°C for 15 minutes to remove any remaining water droplets. Finally, the substrates underwent two to three rounds of an oxygen-argon RIE process ($O_2$ and Ar flow rate of 10 SCCM each; 15 W power for 30 s; chamber pressure of 30 mTorr). Oxygen plasma etching can be used to chemically break down carbon-hydrogen, carbon-carbon, and carbon-oxygen bonds in any trace species on the surface. Such chemicals may be present following device processing in organic solvents. An argon plasma enhances cleaning via a physical
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bombardment process, whereby kinetic energy transfer from the argon ions to surface contaminants displaces them from the substrate, and can assist with the removal of inorganic chemical residues.

4.4.3 Optical Microscopy

The fabrication of graphene-based devices still relies heavily on its visibility on the substrate under optical microscopy [106, 127]. Most experimental work on graphene is performed using a silicon (Si) substrate with a 300 nm-thick surface oxide layer (SiO₂), on which transferred graphene monolayers are discernible due to the increase in optical path changing their interference colour with respect to an empty substrate [9, 106]. Lithium niobate does not have an oxidised surface, rendering monolayer graphene invisible. To conserve the relatively expensive SAW devices, in this thesis the PMMA transfer method was practiced on Si/SiO₂ wafer sections. A typical transfer is shown in Figure 4.3 (a) and (b), imaged with an optical microscope. In Figure 4.3 (a) a relatively large, continuous graphene island of ~300 μm x ~250 μm is visible in the top right-hand corner of the image as a slightly darker patch. Elsewhere there are small, disconnected graphene pieces, impurities, and rolled-up multilayer sections. Another region in Figure 4.3 (b), imaged at a higher magnification, shows the rips, discontinuities, and wrinkles that are easily introduced during the PMMA transfer technique. The difference in colour between the two images arises from a change in illumination intensity, rather than a change in thickness of the SiO₂ layer. The images show the difficulty
of transferring continuous graphene monolayers on the scale of hundreds of microns to millimetres. Devices fabricated from CVD graphene on Si/SiO$_2$ can be easily shaped and electrically contacted with the assistance of optical microscopy, and it is straightforward to select homogeneous regions of the type in Figure 4.3 (a). The inability to be so selective when the graphene is placed on lithium niobate makes it difficult to assess the coverage of graphene without techniques such as Raman spectroscopy, which typically have very low throughput. Graphene films transferred onto Si/SiO$_2$ via the modified PMMA transfer process [185] described in Section 4.3.2.1 showed significantly greater coverage under optical microscopy (Figure 4.4 (a) and (b)). Approximately five test transfers were made using the modified PMMA transfer technique, with each compared to one made using the conventional approach. Whilst this provides only anecdotal evidence of an improvement of graphene coverage using the modified PMMA transfer technique, Raman studies of defects in graphene transferred via this method support the notion that it leads to enhanced graphene quality [185].

Due to the visibility of the PMMA membrane on lithium niobate, optical microscopy can at least be used to determine the maximum extent of the graphene and the region to which electrical contacts can be applied. A typical SAW device with a PMMA-graphene bilayer on the surface is shown in Figure 4.5. The chequered effect arises from stitching smaller images together. The multi-coloured regions (e.g. in the red rectangle) of the PMMA have slightly different thicknesses, caused by the film wrinkling when it was positioned on the
substrate. Pink circles show regions where the PMMA-graphene stack overlaps the IDTs, which can be removed later (Section 4.4). A rip in the PMMA is shown in the blue square, and wrinkles and cracks in the PMMA are labelled. When designing the layout of the electrical contacts to deposit on top of the graphene or GNRs, it was assumed that a graphene monolayer fully covered the region beneath the PMMA. Following the process of graphene patterning and electrode application, the quality of the graphene in each device was assessed quantitatively using Raman spectroscopy (Section 4.6).
Figure 4.3: (a) Optical micrograph of a CVD graphene monolayer on a Si/SiO$_2$ wafer, transferred via the PMMA transfer technique. (b) Zooming in on a similar region, holes and wrinkles in the graphene become visible.
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Figure 4.4: (a) Optical micrograph of a CVD graphene monolayer on a Si/SiO$_2$ wafer, transferred via the modified PMMA transfer technique. (b) A similar region at higher magnification shows good quality graphene with few discontinuities.
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4.5 Patterning Graphene

The acoustoelectric current was studied in graphene samples of several different geometries, the full details of which are given in the relevant chapters.

**Figure 4.5:** An optical micrograph of a PMMA-graphene stack transferred to a lithium niobate SAW device. Multi-coloured regions (e.g. red rectangle) correspond to nonuniform PMMA thickness. The pink circles show regions where the graphene overlaps the IDTs, potentially shorting them out. A small rip is indicated by the blue square. Other defects are labelled.
4. Device Fabrication and Experimental Setup

Irrespective of size, the procedure for patterning the graphene relies on two technologies: electron beam (e-beam) lithography and reactive ion etching. The implementation of each is described in the following sections.

4.5.1 Electron Beam Lithography

E-beam lithography is the process of using a focused beam of electrons to draw custom shapes on surfaces covered with an electron-sensitive chemical known as a resist. The technique is similar to photolithography, in which a laser or UV light is used to create shapes, but can achieve a resolution of tens of nanometres versus hundreds of nanometres. PMMA is a positive e-beam resist. When exposed to electrons its solubility changes due to the scission of polymer chains. The cut/exposed regions can be removed by immersion in a developer solution, leaving behind a mask of the unexposed areas. Materials not covered by the mask can be removed via RIE. Here, e-beam lithography is used to define large squares of graphene or arrays of GNRs. The advantage of this is that the same chemical for graphene transfer and patterning can be used, simplifying the device fabrication process and reducing the graphene contamination. However, e-beam lithography has a lower throughput than photolithography. The full procedure for shaping the graphene is described below.

A 200 nm-thick layer of PMMA 950K A4 resist was deposited on the surface of the graphene-SAW hybrid device via spin coating, and cured at 150°C for 8
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minutes on a hotplate. Since LiNbO$_3$ is an insulator, exposure to the electron beam will cause charge build-up on the surface of the device. As the surface charge increases, the beam of electrons becomes more and more deflected and will lead to a distorted version of the pattern being drawn. To prevent this, a 12 – 13 nm-thick layer of aluminium (Al) was deposited on top of the PMMA via thermal evaporation (Section 4.5). The high-energy electrons of the e-beam can penetrate this layer with their path relatively unchanged. The aluminium was electrically grounded to the sample stage using a small quantity of silver conductive paint. The patterns were produced using AutoCAD.

After the e-beam exposure, the aluminium top-layer was removed by immersion in Microposit MF 319 developer (97 – 98 % deionised water, 2.45 % tetramethylammonium hydroxide) at room temperature for approximately 2 minutes. Samples were then rinsed in deionised water and dried in a nitrogen stream. The PMMA developer solution was mixed in the ratio 1:5:15 of methyl ethyl ketone, methyl isobutyl ketone, and isopropyl alcohol (IPA) respectively. The device was immersed in the solution for 30 s to remove the exposed PMMA, then rinsed in IPA and blow-dried with nitrogen.
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4.5.2 Reactive Ion Etching

An argon RIE process is used to remove graphene that is not protected by the PMMA mask (10 W, 50 s duration; Argon flow rate of 15 SCCM; chamber pressure of 20 mTorr). Raman spectroscopy studies showed that one etch process is sufficient to remove the unwanted graphene. The sample was then placed in room temperature acetone for approximately 12 hours to remove the PMMA, and subsequently rinsed in IPA and dried with nitrogen. Figure 4.6 shows a detailed schematic of the lithography and RIE processes up to this stage. Figure 4.7 (a) and (b) schematically show the unpatterned and patterned device respectively.

Figure 4.6: Schematic showing the stages involved in shaping or patterning the transferred graphene monolayer via e-beam lithography and reactive ion etching.
Figure 4.7: Schematic showing monolayer graphene (a) before and (b) after it has been shaped using electron beam lithography and reactive ion etching.
4.6 Metallization of Gold Electrodes

A second stage of e-beam processing was used to draw the pattern for the electrical contacts that would be applied to the graphene/GNR arrays. A thermal evaporator was used for the deposition of chromium (Cr) and gold (Au) electrodes (and Al when performing e-beam lithography). Metals were placed in tungsten baskets to which a large electrical current was applied, causing them to evaporate. The SAW device was placed directly above the basket, where the metal vapour condensed. The evaporation chamber pressure was initially held at ~1.2 \times 10^{-6} \text{Torr} to prevent the metals from oxidising and the deposition rate was kept in the range 0.5 – 1.0 Å/s. Each of the devices had contacts with thicknesses of 5 nm and 50 nm of Cr and Au respectively, with the Cr providing greater adhesion of the contact to the substrate. Contacts had a width of 20 μm and a length of up to 3 mm. The unwanted metal was removed via 'lift-off'. This is the process of dissolving the PMMA mask in an aggressive solvent, thereby removing the excess metal on top of it, leaving behind only the required Cr/Au. Lift-off was performed using room temperature acetone, after which the sample was rinsed in fresh acetone and IPA, then dried with nitrogen. The stages of the Cr/Au contact deposition are shown schematically in Figure 4.8. Figure 4.9 shows a schematic of a device after the metal contacts have been deposited. Note that the metal contact separation distance was chosen such that it did not coincide with a resonant frequency of the IDTs.
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**Figure 4.8:** Schematic showing the stages involved in applying Cr/Au electrical contacts to the graphene, via e-beam lithography and thermal evaporation of metals. Unwanted metals removed via lift-off in acetone.

**Figure 4.9:** Schematic showing a SAW device with graphene or a GNR array on the surface, along with the Cr/Au electrical contacts.
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4.7 Raman Spectroscopy

After contact metallization, Raman spectroscopy studies of the devices were performed. It is a non-destructive optical characterisation technique that can be used to determine the number of graphene layers, information on its electronic properties, and an assessment of graphene’s structural quality on materials where visible light microscopy cannot be used (as here) [128, 129, 130, 131, 133]. Pristine monolayer graphene’s Raman-active modes are found at ~1580 cm\(^{-1}\) (G band) and ~2670 cm\(^{-1}\) (2D band or G’ band) [186]. The D band at ~1350 cm\(^{-1}\), visible in ‘real’ graphene, is indicative of disorder such as cracks, wrinkles and impurities [133]. The Raman shift of the 2D and D bands quoted above are for illumination by a 532 nm laser ( photon energy 2.33 eV). Full details of Raman spectroscopy in graphene, including the origin of the excitation wavelength dependence of the 2D- and D-peak positions, are given in Section 2.4.2.

The Raman spectrum of the device used for the measurements in Chapter 5, consisting of a lithium niobate SAW device with a continuous ~3 mm x ~3 mm graphene sheet on the surface, was obtained using a Renishaw 100 mW continuous wave 532 nm laser as the illumination source. Backscattered light is collected with a lens and sent into a spectrophotometer. A series of notch filters separate the unwanted Rayleigh-scattered photons, which have the same energy as the incident light, from the small number (approximately 1 in 10 million [132]) of Raman-scattered photons, which are colour shifted compared to the incident photons due to their interaction with the lattice of the material under test. The
Raman-scattered photons are then counted by a thermoelectrically-cooled charge-coupled device (CCD). The response is shown in Figure 4.10 in the range 1200 – 3000 cm\(^{-1}\), as measured by Bandhu [178]. The lower, black curve corresponds to the Raman spectrum of the lithium niobate substrate, used as a control, and the upper, red curve shows the Raman spectrum in a region of graphene-on-lithium niobate. The two curves have been vertically offset to more clearly show the differences between them. Since this Raman spectroscopy

![Raman Spectra Graph](image_url)

**Figure 4.10:** Raman spectra of the bare lithium niobate substrate (black curve) and the graphene transferred onto it (red curve), for the device used for measurements in Chapter 5. The curves are vertically offset to show the difference between them. Figure reproduced from [169].
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system provides only single-point analysis, rather than a two-dimensional spatial map, 25 spectra from randomly distributed points on the sample were averaged together to produce the red curve in Figure 4.10 and assess the average graphene quality. The shifts of the G, 2D, and D bands are 1585 cm$^{-1}$, 2680 cm$^{-1}$, and 1337 cm$^{-1}$ respectively. The relative intensity of the 2D and G bands ($I_{2D} / I_G$) of 3.5 is consistent with literature reports of Raman spectra of monolayer graphene [129, 131, 187]. The low intensity of the D band suggests that the average quality of the graphene film is high, with relatively few defects. The slight blue shift of the 2D and G bands is indicative of p-doping of the graphene [90], probably arising from molecular water adsorbates on the surface [64, 63, 188] [63, 64, 188]. (The Raman spectra are taken under atmospheric conditions with non-zero relative humidity.)

Raman spectra for all the SAW devices supporting graphene nanoribbons used for the measurements in Chapters 6 and 7 were obtained using a WITec Alpha300 confocal Raman microscope equipped with a thermoelectrically cooled CCD detector, capable of producing two-dimensional spatial maps of the Raman bands. These provide greater insight into the graphene coverage and any structural damage, and are shown in Section 6.2.2. Excitation was performed with a 532 nm wavelength laser, and the backscattered light was collected with a 50x objective lens with a lateral resolution of 388 nm. The laser power incident on the sample was approximately 2.3 mW. The Raman spectrum of a GNR-SAW hybrid device fabricated using the modified PMMA transfer method is shown in Figure
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4.11. The spectrum represents the mean of 10 Raman spectra of 500 nm-wide graphene nanoribbons. Cosmic ray removal and background subtraction of the lithium niobate signal were performed to help better interpret the measurements. The Raman shifts of 2691 cm\(^{-1}\) and 1588 cm\(^{-1}\) of the 2D and G peaks respectively are consistent with reports by Gupta et al. [187] in studies of monolayer graphene films on Si/SiO\(_2\), and the blue shift of the peaks is consistent with p-doping of graphene nanoconstrictions [90]. The 2D to G peak intensity ratio \(\frac{I_{2D}}{I_G} = 6.91\).

**Figure 4.11:** Ten-point average Raman spectrum of the GNR-SAW device used for measurements in Section 6.3.1 (GNR1). The background lithium niobate spectrum has been removed.
is higher than the typical values reported in the literature [129, 131]. However, the influence of the lithium niobate substrate on the peak heights is unclear (even after removing the lithium niobate Raman spectrum), and others suggest that $I_{2D} / I_G \geq 2$ is sufficiently characteristic of monolayer graphene [189]. The full-width-half-maximum of 30 cm$^{-1}$ for the 2D band is also consistent with monolayer graphene, and the low intensity D band implies that the quality of the graphene is high. This is further evidence that the modified PMMA transfer technique leads to good quality graphene films.

4.8 Sample Mounting, PCB Electroplating, and Wire Bonding

Devices with satisfactory graphene coverage were mounted on copper printed circuit boards (PCBs). A router was used to create the tracks in the PCB, and sharp corners were avoided to reduce reflection of the radio frequency (RF) signal used for SAW generation (Section 4.10.1). A $\sim 1$ μm-thick layer of gold was deposited via electroplating on the surface of the PCB so that gold wire bonds could be made to the electrodes on the device. A commercially-available (Intertronics) system was used for this purpose, and a mask of Kapton tape was used to ensure the gold was deposited only in the required regions. The PCB was connected to the negative terminal of a 6V DC power supply sourcing a 100 mA current, forming the cathode. A gold electroplating pen was connected to the positive terminal of the power supply, forming the anode. The circuit is completed by touching the pen to the PCB, depositing the gold cations. Once complete,
excess chemicals were washed with deionised water and the PCB placed in acetone for several hours to remove adhesive resides from the mask.

SAW devices were mounted on the PCBs using an epoxy. The epoxy was mixed in a ratio of 1:1 with a hardener to cross-link the polymers, and cured on a hotplate at 120°C for 15 minutes. This method of binding the device to the PCB was found to be the cleanest, most permanent approach. A wire bonding system was used to connect the IDTs and the Cr/Au electrodes to the appropriate tracks on the electroplated PCB. Wire bonding is the process of making interconnections between components ultrasonically. A gold wire (diameter as small as 15 μm) threaded through a wedge made from silicon carbide was pressed against the PCB and vibrated at high frequency for a few milliseconds until it melted. After the vibrations stopped, the wire cooled and solidified. The required length of wire was unwound from a spool and the wedge reapplied to make a similar connection at the contact/IDT on the device. Creating durable wire bonds was extremely challenging. The presence of organic chemical residues (including graphene) caused the Cr/Au contact to slip upon application of the ultrasonic pulse. This effect was minimised by shaping the graphene with e-beam lithography, and it was found that bonding to the gold electrodes was easier if the sample was heated to 150°C. Bonding to the aluminium IDTs, however, proved more difficult. It is a recognised problem that aluminium-gold alloys formed during wire bonding can lead to mechanical failure of the bond [190]. In contrast to wire bonding to the gold contacts, bonding to the IDTs had a higher success rate when performed
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at room temperature. It was occasionally necessary to stick the wire bonds to the IDTs with a small quantity of silver conductive paint, applied at ~100°C, although this is not an ideal solution as the IDTs can easily become shorted out. SMA connectors were then soldered to the PCB tracks leading to the input and output IDTs, and wires were soldered to each track for electrical characterisation of the graphene.

4.9 Summary of Devices Tested

Table 4.1 contains a full list of the completed devices and the measurements they were used for. Device Graphene1 was fabricated by Dr. Lokeshwar Bandhu.

**Table 4.1:** A list of the completed devices, the graphene structuring, and the measurements they were used for.

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Graphene Dimensions</th>
<th>Measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graphene1</td>
<td>Continuous graphene, 3 mm x 3 mm Contact separation: 300 μm (A – B) 200 μm (B – C) 500 μm (C – D)</td>
<td>Examining the photoresponse of the acoustoelectric current in graphene (Chapter 5).</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>GNR1</th>
<th>500 nm-wide GNRs, 2 mm x 3 mm array. Every 10 μm, perpendicular ‘bridge’ GNR inserted of width 500 nm.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Contact separation: 300 μm (A – B) 200 μm (B – C) 500 μm (C – D)</td>
</tr>
<tr>
<td></td>
<td>Examining the acoustoelectric current generated in GNR arrays (Chapter 6).</td>
</tr>
<tr>
<td>GNR2</td>
<td>Identical to GNR1.</td>
</tr>
<tr>
<td></td>
<td>As above.</td>
</tr>
<tr>
<td>GNR3</td>
<td>Similar to GNR1, but without bridge structures.</td>
</tr>
<tr>
<td></td>
<td>As above.</td>
</tr>
<tr>
<td>GNR4</td>
<td>Identical to GNR3.</td>
</tr>
<tr>
<td></td>
<td>As above.</td>
</tr>
<tr>
<td>GNR5</td>
<td>Arrays of 200 – 600 nm-wide GNRs on the same SAW delay line. Each array 400 μm wide. Every 10 μm, perpendicular ‘bridge’ GNR inserted of width 500 nm.</td>
</tr>
<tr>
<td></td>
<td>Contact separation / GNR width: 200 μm / 200 nm (A – B) 260 μm / 350 nm (A – C) 320 μm / 400 nm (A – D) 380 μm / 600 nm (A – E) 480 μm / 500 nm (A – F) 420 μm / 300 nm (A – G) 360 μm / 100 nm (A – H)</td>
</tr>
<tr>
<td></td>
<td>Examining the width dependence of the acoustoelectric current in GNR arrays (Chapter 6).</td>
</tr>
<tr>
<td></td>
<td>Examining the photoresponse of the acoustoelectric current in GNR arrays, as a function of GNR width (Chapter 7).</td>
</tr>
</tbody>
</table>
Device fabrication proved challenging for several reasons. The devices listed above are those successfully fabricated from 40 – 50 SAW device substrates, representing a yield of 12 – 15 %. Positioning of the graphene monolayer on the SAW device such that it did not short out the IDTs was difficult, since it is not possible to touch the graphene/PMMA layer using fine-nose tweezers without destroying it. Additionally, PMMA delamination frequently occurred during the removal of the aluminium film after electron-beam lithography. It is unclear what lead to this, and it is speculated that there is weaker van der Waals bonding between PMMA and LiNbO$_3$, compared to PMMA and Si/SiO$_2$, or that there is a higher bond energy between aluminium and PMMA than LiNbO$_3$ and PMMA. PMMA adhesion to the substrate may be improved by varying the PMMA thickness and bake duration, as has been explored when it is deposited on silicon [191]. However, this would require significantly further work. Even among the completed devices listed in Table 4.1, not all contacts pairs had continuous graphene between them, with such damage likely arising during the PMMA transfer process. Wire bonding between the aluminium IDTs and the electroplated gold on the circuit board typically required 10-20 bonding attempts before a successful bond was formed (as discussed in Section 4.8), and future work should optimise this procedure.

Following completion of the measurements presented in this thesis, a conductive protective coating under the trade name Electra 92 has been brought to market to enable e-beam lithography on insulating substrates. It is applied via
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spin coating on top of a cured PMMA layer, and removed with deionised water. This would remove the need to deposit an aluminium layer on top of the PMMA prior to e-beam lithography, which could resolve the issue of PMMA delamination. Further, MF319 aluminium developer would no longer be required, the effects of which on graphene are unreported.

4.10 Experimental Setup

During all measurements, the device under test was placed in a vacuum chamber at a pressure of $6.3 \times 10^{-6}$ mbar at room temperature. Continuous vacuum pumping helped prevent the accumulation of dopants such as water [63, 188] (the effects of which are discussed in detail in Section 5.3), as well as reducing SAW attenuation via mass loading by air. A schematic of the measurement system is shown in Figure 4.12.

4.10.1 Generation and Detection of SAWs

Surface acoustic waves were generated using a Hewlett-Packard 8648C RF signal generator with a maximum output power of $+20.0$ dBm (100 mW). The signal was applied to the input IDT via a SMA vacuum feedthrough to the connector soldered to the PCB. The IDT converts this into SAWs which propagate in both directions perpendicular to the IDT aperture. Therefore, 50% of the input power does not contribute towards measurable SAWs, known as insertion loss.
The SAWs propagating in the direction of the output IDT interact with the graphene or GNR arrays. A LeCroy WaveRunner 204Xi-A digital oscilloscope connected to the output transducer was used to determine their amplitude. This enabled the SAW intensity and relative SAW amplitude to be estimated, discussed below.

**Figure 4.12: Schematic diagram of the measurement system.**

The SAWs propagating in the direction of the output IDT interact with the graphene or GNR arrays. A LeCroy WaveRunner 204Xi-A digital oscilloscope connected to the output transducer was used to determine their amplitude. This enabled the SAW intensity and relative SAW amplitude to be estimated, discussed below.

4.10.2 SAW Intensity and Relative Amplitude Measurements

For consistency with literature reports (see, for example, [17, 18]), the measured acoustoelectric current was characterised as a function of SAW intensity. It can be shown (Appendix A) that the SAW intensity $I_{SAW}$ is given by:
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\[ I_{\text{SAW}} = \frac{1[\text{mW}]}{\sqrt{2}} \times 10^{\frac{P_{\text{in}}[\text{dBm}]}{10}} \times \frac{V_{\text{out}}}{V_{\text{in}}} \times \frac{1}{d} \] (4.1)

where \( P_{\text{in}} \) is the power of the RF signal generator in dBm, \( V_{\text{in}} \) is the voltage of the signal applied to the input IDT, \( V_{\text{out}} \) is the voltage measured across the output IDT, and \( d \) is the transducer aperture in metres. When determining \( I_{\text{SAW}} \), the RF signal was modulated using a 300 ns pulse with a repetition period of 1.5 \( \mu \)s (20% duty cycle). The SAWs had a transit time between the input and output IDTs of \( \sim 1.4 \) \( \mu \)s, enabling sequential pulses to be distinguished from each other and \( V_{\text{out}} \) to be measured more accurately. Each measurement of \( V_{\text{out}} \) represented the mean of 128 waveform acquisitions by the oscilloscope. It was necessary to calculate \( I_{\text{SAW}} \) as a function of SAW frequency as well as input power, to account for frequency-dependent transduction losses of the RF signal. It was confirmed that SAWs could only be generated when the frequency of the RF signal coincided with a resonance of the IDTs by measuring \( V_{\text{out}} \) at randomly-selected, non-resonant frequencies. In each of these cases, \( V_{\text{out}} = 0 \) V.

The relative SAW amplitude can be calculated and compared with the manufacturer’s frequency response data shown in Figure 4.1, via Equation 4.2:

\[ \text{Relative amplitude (dB)} = 20 \log_{10} \left( \frac{V_{\text{out}}}{V_{\text{in}}} \right) \] (4.2)

Frequency response measurements can provide an assessment of device performance and give insight into the effect of graphene patterning on the acoustoelectric interaction (Section 6.3.2).
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4.10.2.1 Frequency Response – Graphene1

SAWs of frequency 33 MHz and 355 MHz were used for acoustoelectric current generation in device Graphene1 for the measurements in Chapter 5. This allows the graphene’s conductivity to be examined on different length scales (~60 and ~6 μm respectively). Via Equation 4.2, the relative SAW amplitudes at these frequencies were respectively calculated as -37.4 dB and -63.2 dB. The lower amplitude SAWs measured in Graphene1 compared to the values reported by the manufacturer could be caused by several mechanisms. The device has undergone several additional stages of processing that may have introduced some surface roughness. Since SAWs are inherently sensitive to surface damage, sources of SAW reflection or scattering will reduce the measurable voltage across the output IDT. Also, any difference in ambient pressure and temperature between the two measurements could lead to mass loading of the substrate, resulting in SAW damping. Furthermore, impedance mismatches between the PCB and the SMA connectors, for example, would cause RF reflection, leading to the generation of lower-amplitude SAWs. Lastly, the SAWs propagating in Graphene1 have interacted with the graphene monolayer, which leads to SAW attenuation via the acoustoelectric effect [164, 165]. A full frequency response for Graphene1 was reported by Bandhu in Refs. [178, 17], where it was also confirmed that acoustoelectric currents could only be generated when the frequency of the signal applied to the input IDT was equal to one of its resonances.
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4.10.2.2 Frequency Response – GNR1-5

In measurements of the acoustoelectric effect in graphene on identical SAW substrates, Bandhu [178] found that between similar SAW devices the SAW intensity was approximately the same, for a given frequency and applied RF power. This was confirmed in the devices studied here by measuring the frequency response of GNR3 and GNR4 (Section 6.3.2). Unfortunately, device GNR1 was damaged before a frequency response measurement could be taken. Assuming that the frequency response of identical devices is approximately the same, the frequency response and SAW intensity values calculated for device GNR2 were used to interpret the measurements made on GNR1. Lower SAW amplitudes were measured in all devices compared to those reported by the manufacturer, as with Graphene1. Poor signal-to-noise ratios in measurements of $V_{out}$ for device GNR5 are thought to be caused by the numerous Cr/Au electrodes on the delay line with spacing on the scale of the SAW wavelength acting as resonant structures that attenuate, or introduce RF noise into, propagating SAWs. Therefore, SAW intensity and frequency response measurements were not made for this device.

4.10.3 Detection of Acoustoelectric Current

For the generation of a continuous acoustoelectric current, continuous-wave SAWs were applied to the input IDT. A Keithley K2400 source-measurement unit (SMU) was used to measure the acoustoelectric current, in the absence of a bias voltage. During each measurement, background current sources were accounted for by recording the acoustoelectric current in the absence of SAWs, and
subtracting the mean value (measured over approximately 2 hours) from those measurements conducted in the presence of SAWs. These were in the range of a few nanoamperes.

A similar configuration was used for measurements of the graphene/GNR array conductivity; a current was applied in the range $-10 \mu A$ to $+10 \mu A$, and current-voltage characteristics obtained via the two-probe technique. Currents of higher magnitude could potentially cause permanent damage to the device. Given the size of the gold electrodes, their contact resistance was assumed to be negligible \[192]\ compared to the resistance of the large-area graphene/GNRs. However, future work should investigate the possibility of using the four-probe method to determine the contact resistance. There is presently conflicting information whether graphene-metal contact resistance is dominated by a difference in graphene and metal work function \[193]\, or the area of the graphene-metal interface \[194]\. Note that the current-voltage measurements were performed in the absence of SAWs.

4.10.4 Photoresponse Measurements

The photoresponse of the acoustoelectric current was characterised under illumination by Thorlabs MCWHL2 and M735L2 LEDs, which had peak emission wavelengths at 450 nm and 735 nm respectively. These wavelengths were selected due to graphene’s high optical absorption coefficient in the visible
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wavelength range [11], as discussed in Section 2.2.2.1. A schematic of the measurement geometry for the photoresponse measurements is shown in Figure 4.13. A CaF$_2$ window in the vacuum chamber allowed the device under test to be illuminated. A motorised shutter was used to modulate the illumination, and the illumination intensity was controlled using a Thorlabs DC2100 LED driver unit.

The optical output power as a function of drive current, the normalised emission spectrum, and normalised emission profile as a function of viewing angle, are shown in Figure 4.14 (a) – (c) and Figure 4.15 (a) – (c) for the Thorlabs MCWHL2 (450 nm) and M375L2 (735 nm) LEDs respectively. The lines in Figure 4.14 (a) and Figure 4.15 (a) were determined by interpolating between manufacturer-quoted values of optical output power for given LED drive currents (square markers). Normalised emission spectra were provided by the manufacturer, and the lines in the emission profile are nonlinear fits to manufacturer-quoted values of relative intensity as a function of viewing angle (circular

![Figure 4.13: Schematic showing the position of the sample with respect to the illumination source.](image)
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markers). These figures enable estimates of incident light intensity and photon number to be made, as will be discussed in Sections 5.4.3 and 5.5 respectively.

Figure 4.14: MCWHL2 (a) optical output power as a function of drive current (b) normalised emission spectrum (c) beam profile as a function of viewing angle.
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4.11 Summary

Section 4.2 provided an overview of the intended outcome of the device fabrication process. In Section 4.3, the properties of the as-supplied SAW devices were discussed. The process of adding monolayer CVD graphene to the device surface using the PMMA transfer method was described (Section 4.4), and the procedure for patterning the graphene into rectangles or nanoribbons via electron

![Figure 4.15](image-url)  
**Figure 4.15:** M735L2 (a) optical output power as a function of drive current (b) normalised emission spectrum (c) beam profile as a function of viewing angle.
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beam lithography and reactive ion etching shown (Section 4.5). In Section 4.6, the use of thermal evaporation of metals to add electrodes to the graphene/GNRs was discussed. Example Raman spectra were shown in Section 4.7. The process of mounting the devices on printed circuit boards using a silver epoxy and adding gold wire bonds to the electrodes and IDTs was outlined in Section 4.8. A summary of the devices used for the measurements in later chapters was given in Section 4.9. Lastly, the experimental setup and methods were discussed in Section 4.10.
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5. Acoustoelectric Photoresponse in Graphene

5.1 Overview

In recent years, interest has grown significantly in the interactions between surface acoustic waves (SAWs) and graphene. The electric fields associated with SAWs propagating on piezoelectric materials have been exploited for acoustic charge transportation. Such acoustoelectric currents \( I_{ae} \) have been generated over micron- [16, 195] to millimetre-scale distances under a range of conditions in graphene [17, 18, 19, 20, 172], and could lead to the development of robust, wireless devices for use as biological and chemical sensors [19, 172], or as velocity shifters in resonator circuits [19, 20, 175]. Chivukula et al. [196] considered the effects on SAWs of illumination by 633 nm laser light of randomly stacked graphene flakes on LiNbO\(_3\), and attributed the measured velocity shift to an increase in surface temperature due to optical energy absorption by the graphene. However, no work has been reported on the electronic properties of graphene- SAW devices under illumination, even against the backdrop of graphene and related materials being deployed for optoelectronic applications [12]. The work in this chapter, reported in Applied Physics Letters [197], marks the first exploration in this exciting field.
In Section 5.2 the device geometry and its electrical characteristics are described. The reproducibility of measurements of the resistance and acoustoelectric current under the influence of vacuum pumping is discussed in Section 5.3. In Section 5.4, the photoresponse of the resistance and acoustoelectric current is studied. The photoresponse of $I_{ae}$ is characterised as a function of SAW intensity and frequency, as well as illumination wavelength and intensity. In Section 5.5, the classical relaxation model discussed in Section 3.4.2 is shown to successfully describe the dependencies of the acoustoelectric current on SAW intensity and frequency. The measured photoresponse is also discussed, and is attributed to the generation of a hot carrier distribution in graphene. A summary of the chapter is found in Section 5.6.

5.2 Device Characteristics

A schematic of the device used in the experiments described in this chapter is shown in Figure 5.1, designated Graphene1. This device was fabricated by Dr. Lokeshwar Bandhu. Contact pairs A-B, B-C, and C-D were separated by 300 μm, 200 μm, and 500 μm respectively. Full details of the device fabrication process are provided in Sections 4.2 to 4.7. All measurements presented in this chapter were made between contact pair A-B, due to difficulty maintaining a wire-bond on the bond pads of electrodes C and D. This is likely due to organic chemical residues causing the wire-bonder wedge to slip on the gold contact [190].
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The resistance of the graphene was measured following the technique outlined in Section 4.10.3. Since the electrical contacts were of large size (3 mm x 20 μm), contact resistance was assumed to be negligible [192]. A 10 μA DC current was sourced between electrodes A and B, and the voltage measured in the absence of SAWs. A resistance of $R = 28.8 \text{ kΩ}$ was extracted via Ohm’s law, corresponding to a conductivity $\sigma^{2D} = 3.47 \times 10^6 \text{ Ω}^{-1}$. This value was measured in the absence of illumination. The resistance measured here is considerably higher than the values previously reported for large-area CVD graphene monolayers on Si/SiO$_2$ [24] (up to ~7 kΩ at the Dirac point). There are currently no detailed studies on any detrimental effects LiNbO$_3$ may have on graphene’s electrical conductivity. Rips, wrinkles, and charged impurities are known to degrade the electrical quality of graphene films [72, 74, 73, 124]. They are easily introduced during a

Figure 5.1: The schematic of a device used in measuring the acoustoelectric photoresponse of graphene. SAWs propagate from IDT 1 to IDT 2.
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multi-stage device fabrication process and are the probable cause of the comparatively high resistance of the graphene on Graphene1. The polycrystalline nature of CVD graphene also introduces potential barriers that limit charge carrier mobility [198], and, because the graphene film is of such a large area, it is possible that sections have become disconnected during the fabrication process. This introduces narrow physical channels that increase the resistance of the device [199] and cannot be accounted for when calculating its conductivity.

5.3 Vacuum Dependence

Due to its 2D structure, the conductivity of graphene is readily modified by the presence of charged surface adsorbates [200, 201] or contaminants between the graphene and the substrate [9]. Polymer residues from the transfer process [123, 202], ionized impurities, or polar molecules such as H₂O and NH₃ [19, 51, 52, 63, 188, 203, 204] can lead to increased Coulomb scattering of the graphene charge carriers [74, 75], decreasing its conductivity. While thermal annealing can be used to remove such contaminants [123, 202], this approach was not preferable since, during trial graphene transfer to SiO₂/Si, water droplets trapped beneath the graphene had been found to evaporate and rupture the graphene film when heated to temperatures above 100°C. Since the graphene-SAW devices are challenging to fabricate, vacuum pumping of the measurement chamber was explored as a route towards sample cleaning prior to measurements of the acoustoelectric photoresponse. Decreasing the ambient pressure can cause
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desorption of surface dopants [51, 188], and the resultant changes in conductivity
have been exploited to achieve graphene-based gas sensors with up to single-
molecule detection limits [51]. The influence of vacuum pumping on the electrical
characteristics of Graphene1 was therefore monitored until consistent behaviour
was observed.

5.3.1 Resistance
In Figure 5.2 the electrical resistance measured in Graphene1 has been plotted
as a function of time, where each data point corresponds to the resistance

![Graphene1 Resistance Over Time](image)

**Figure 5.2:** Electrical resistance of Graphene1 over time due to vacuum pumping
of the measurement chamber. The origin of the sharp change in resistance after
50 hours of vacuum pumping is unclear, nor is the modulation of the resistance
in the green curve.
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measured at one second intervals when a 10 μA current was applied to the sample (see Section 4.10.3). The red, black, and green lines represent vacuum pump times of 650, 675, and 700 hours respectively. The resistance decreased by ~1 kΩ over the course of 50 hours, consistent with a decrease in the concentration of charged impurities [205]. However, the step-like change in resistance suggests that the removal of molecular surface adsorbates is not the only mechanism driving the change in the graphene’s electrical characteristics. If it were, the adsorbate concentration might be expected to decrease exponentially with time, with the decreasing chamber pressure. This would be manifested as a continuous change in device resistance. A possible explanation for this is the removal of water droplets trapped between the graphene and the substrate, which are easily introduced during the fabrication process. This has been investigated by Lee et al. [206] in graphene-on-SiO₂/Si substrates, where a high relative humidity lead to significant wrinkle formation of the graphene. They found that the ice-like bi-layers of water molecules between the graphene and hydrophilic substrate enabled liquid water to diffuse between them due to the relatively rough morphology, elevating the graphene by 0.8 nm (compared to its 0.3 nm thickness). These water droplets formed under high-humidity conditions (up to 90% humidity was studied, with changes in thickness observed from 40% humidity), and persisted under ambient conditions for several weeks after exposure to water-rich environments. The diffusion of water in this way was proposed as a method of modulating the graphene’s electrical characteristics for
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humidity sensors, due to doping of the graphene by the water and a change in conductivity caused by the introduction of structural defects as water droplets grew. The formation of droplets was dependent on the hydrophilicity of the substrate, however, and such water droplet growth under graphene on LiNbO$_3$ has not been studied. Further work would be required to understand whether such changes in water concentration could cause step-like changes in resistance of the magnitude measured here. Lastly, the source of the modulation of resistance (green curve) is unclear, occurring on timescales of approximately 1 hour, but is likely caused by electrical interference.

5.3.2 Acoustoelectric Current

Since the piezoelectric interaction between SAWs and a nearby charge carrier system is implicitly dependent on its conductivity (see Section 3.4.2), a change in resistance is expected to be reflected in measurements of $I_{ae}$. This was explored by measuring the acoustoelectric current over time as the measurement chamber was vacuum pumped. Initially, the sign of the measured $I_{ae}$ in Graphene1 was positive in the direction of SAW propagation, corresponding to p-type doping of the graphene [62, 64]. A typical example is shown in Figure 5.3, where $I_{ae}$ generated by SAWs of frequency 33 MHz and intensity $I_{SAW} = 0.30$ W/m has been plotted as a function of time at one second intervals, for a chamber pressure $P = \sim 2.6 \times 10^{-5}$ mbar. At $t \approx 1$ hour and $t \approx 3$ hours, plateaus are seen in the acoustoelectric current, and there is an underlying modulation with a period of 150
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Figure 5.3: Acoustoelectric current as a function of time in Graphene1, induced by 33 MHz SAWs. Plateaus occur in $I_{ae}$ at $t = \sim1$ hour and $t = \sim3$ hours, and there is an underlying modulation of the acoustoelectric current with a period of $\sim15$ minutes.

approximately 15 minutes. These vanished in subsequent measurements, suggesting that they may be due to DC and low-frequency electrical interference. Measurements of the acoustoelectric current using continuous-wave SAWs are inherently sensitive to such noise. Attempts were made to drive an acoustoelectric current using a pulsed SAW, where the measured $I_{ae}$ was fed into a low-noise current preamplifier (Stanford Research Systems SR570). The output voltage from the preamplifier was measured on an oscilloscope, but the signal-to-noise ratio was consistently too small to obtain a repeatable
5. Acoustoelectric Photoresponse of Graphene

measurement of the current. For this reason, continuous-wave SAWs were used for acoustoelectric current generation.

Following extended vacuum pumping (~380 hours) the magnitude of the acoustoelectric current increased, mirroring the decrease in resistance observed in Figure 5.2. Additionally, the sign of $I_{ae}$ became negative, indicating that the doping of the graphene switched from p-type to n-type. This is shown for consecutive measurements of acoustoelectric current in Figure 5.4 for the same SAW intensity and frequency. Repeatability of measurements of $I_{ae}$ was assessed.

![Graphene1](image)

**Figure 5.4:** Acoustoelectric as a function of time measured in Graphene1. $f_{SAW} =$ 33 MHz. The magnitude of the current generally increases with increase pumping. Inset: Mean acoustoelectric current as a function of vacuum pump time.
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by calculating the rate of change of the mean acoustoelectric current as a function of time, using the data from the inset to Figure 5.4, which shows the mean acoustoelectric current as a function of vacuum pump time. The rate of change of acoustoelectric current in the first 120 hours was -0.50 nA / hour. In the following 260 hours, the rate of change in $I_{ae}$ was approximately $3 \times 10^{-2}$ nA / hour. Therefore, an increase in vacuum pump time is correlated with increased stability of the acoustoelectric current. Subsequent measurements of the acoustoelectric current in all devices characterised in this thesis were obtained only after at least 120 hours of vacuum pumping of the measurement chamber, based on these datasets, with continuous pumping to prevent dopant accumulation on the graphene [62].

In devices that have been prepared under atmospheric conditions and have not been thermally annealed, as here, it is believed that molecular water adsorbed to the surface is a major source of p-doping [62, 188, 202] as well as water trapped between the graphene and the substrate. Pinto and Markevich propose that surface adsorbates dope graphene either by direct exchange of charge or by participating in redox reactions [188]. In the case of molecular water, the latter mechanism can lead to the hysteresis effects commonly observed in resistance measurements of graphene field effect transistors (FETs) as the gate voltage is swept [207]. Such effects can be suppressed by annealing samples at 473 K, or vacuum pumping for at least 50 hours [188]; the considerable pumping duration necessary to remove water molecules indicates they are strongly bound
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to the graphene, and is consistent with the measurements in Figure 5.4. Upon exposure to air the graphene recovered its initial p-doped configuration, probably caused by water molecules preferentially re-adsorbing to permanent defect sites such as wrinkles and rips in the graphene [208, 209, 90, 210, 202].

Lastly, it is important to note that while n-type behaviour in graphene can be achieved by chemical coating [211] or processing [212], exposure to polar molecules [213], especially ammonia [65], is a more common approach. For example, Lohmann et al. have demonstrated that NH₃ adsorbates lead to n-type doping in a similar fashion to p-doping by water [208], where the dipole moment due to the electron lone pair on the nitrogen atom acts as the electron source. As with water, the concentration of NH₃ molecules is inhomogeneous on the surface and p-type behaviour is recovered in air. Wang et al. [214] showed that electrothermal annealing of graphene FETs in a NH₃ environment induces n-doping at the edges of graphene nanoribbons and at defect sites, as the carbon atoms at these locations are much more chemically reactive than those in pristine graphene. Graphene1 was not characterised under such conditions and it is possible that the LiNbO₃ substrate plays a role in the observed doping. Baeumer et al. have spatially modulated the carrier density in graphene by creating up- and down-polarized domains in a lithium niobate substrate [215], exploiting its ferroelectric properties. However, such effects in Graphene1 would require significantly further work to understand and are beyond the scope of this thesis.
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5.3.3 Contamination Rate of a Surface in Vacuum

In the preceding sections, the variation in dependence of the acoustoelectric current and device resistance was seen to evolve over timescales of tens to hundreds of hours. While molecular water trapped beneath the graphene may play an important role in modifying its electronic properties, it is interesting to estimate the rate of contamination of the surface of the device in vacuum due to water vapour in the measurement chamber. Following the analysis presented by Davies [216], the number of molecules striking a unit area in a unit time is given by:

\[ F = \frac{1}{4} n\bar{c} \]  \hspace{1cm} (5.1)

where \( n \) is the number of molecules per unit volume and \( \bar{c} \) is their mean velocity.

The chamber pressure \( p \) and temperature \( T \) are related to \( n \) via the ideal gas law:

\[ p = n k_B T \]  \hspace{1cm} (5.2)

where \( k_B \) is the Boltzmann constant. The average velocity of a molecule is related to the thermal energy by:

\[ \frac{1}{2} mc_{\text{rms}}^2 = \frac{3}{2} k_B T \]  \hspace{1cm} (5.3)

where \( c_{\text{rms}}^2 \) is the route-mean-square velocity, which is related to the mean velocity by:

\[ \bar{c} = \sqrt{\frac{8}{3\pi}} c_{\text{rms}} \]  \hspace{1cm} (5.4)
which can be combined to write:

\[ p = \frac{1}{3} n m c_{\text{rms}}^2 \]  

(5.5)

Rearranging Equation 5.3 for \( c_{\text{rms}}^2 \) and inserting this into Equation 5.4, we have

\[ \bar{c} = \sqrt{\frac{8k_B T}{mn}} \]  

(5.6)

Replacing \( \bar{c} \) in Equation 5.1 with the above expression, and rearranging Equation 5.2 for \( n \), we rewrite the flux of molecules onto a surface \( F \) as:

\[ F = \frac{1}{4} \sqrt{\frac{8k_B T}{mn}} \frac{p}{k_B T} \]  

(5.7)

Water vapour occupies approximately 4% of air at sea level for a temperature of 300 K. Therefore, when the chamber is reduced to \( 6.3 \times 10^{-6} \) mbar (as in the measurements presented here), the partial pressure due to water is approximately \( 2.5 \times 10^{-7} \) mbar. If 50% of incident water molecules adhere to the graphene (to account for molecules desorbing) we find \( F \approx 5.0 \times 10^{17} \) molecules per unit area per second. Water molecules have a diameter of approximately 0.3 nm and might therefore be expected to cover an area of \( \sim 3 \) mm x \( \sim 3 \) mm (the size of the graphene) almost instantly under these conditions. However, this estimate does not account for graphene’s hydrophobicity [217] or the presence of other surface contaminants. It also does not account for the density of physical defects in graphene, and how atmospheric water molecules react at these sites.
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to induce graphene doping. The removal of molecular water under similar vacuum conditions continues to be regarded as an important mechanism for the control of graphene’s electronic properties (see, for example, [63, 218]).

5.4 Photoresponse

5.4.1 Resistance

The photoresponse of the resistance of the graphene-SAW hybrid was examined following the technique described in Section 4.10.4. A Thorlabs MCWHL2 LED with a peak emission wavelength at 450 nm was used as the illumination source, giving an incident light intensity on the sample of 1.10 mW/mm² after correcting for the measurement geometry (The method of estimating the incident light intensity is presented in Section 5.4.3). A motorised shutter was used to modulate the exposure of the sample to the LED.

In Figure 5.5, the resistance is plotted as a function of time, measured at one second intervals. The grey, dashed lines indicate the times at which the motorised shutter is opened or closed. Upon illumination, the measured resistance rapidly increases by as much as 6%. When the shutter is closed again, the resistance quickly approaches its value prior to illumination. Such a photoresponse suggests that illumination induces a change in the electronic properties of the graphene. Since the acoustoelectric attenuation is modulated by the conductivity, change in the acoustoelectric current under illumination might therefore be expected.
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5.4.2 Acoustoelectric Current

The acoustoelectric current was measured over the same period, under the same illumination source, for SAW frequencies of 33 MHz and 355 MHz, plotted in Figure 5.6 (a) and (b) respectively. The RF signal generator in both cases was set to +17.8 dBm, giving a SAW intensity of (a) ~0.16 W/m and (b) ~8.00 mW/m.

The standard deviation as a percentage of the mean during the first hour of the measurements, prior to illumination, was equal to 0.34% at both SAW frequencies. This reflects the underlying stability of the graphene’s electrical characteristics. Upon opening the shutter, the measured $I_{ae}$ increased rapidly by 2.4% and 1.9% within the first 20 seconds for $f_{SAW} = 33$ MHz and 355 MHz.

Figure 5.5: Device resistance is plotted as a function of time at one second intervals. Under illumination, up to a 6% increase in resistance is observed.
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respectively, following which the rate of change of acoustoelectric current decreased. For 33 MHz SAWs the maximum increase in the magnitude of $I_{ae}$ was 14%, while for 355 MHz SAWs it was 10%. This is mirrored by a decrease in the conductivity by up to 6%, indicated in Figure 5.6 (c) by the pink, dashed line, where $\sigma^{2D}$ has been calculated from the measurements of $R$ in Figure 5.5. A measurement of the photoresponse of the acoustoelectric current is therefore more sensitive than a simple measurement of device conductivity. The solid, blue line in Figure 5.6 (c) shows the attenuation coefficient $\Gamma$ calculated from the measurements of conductivity for a SAW frequency of 355 MHz (via Equation 3.52), where a value of $\sigma_M = 1.25 \times 10^{-6} \, \Omega^{-1}$ has been used for the characteristic conductivity of lithium niobate [165]. The increase in $\Gamma$ under illumination corresponds to an increase in energy transfer from the SAWs to the charge carrier system, and will be discussed further in Section 5.5. Upon closing the shutter, the acoustoelectric current generated at both SAW frequencies rapidly decreases, approaching their values prior to illumination.
Figure 5.6: Acoustoelectric current recorded as a function of time in Graphene1 at SAW frequencies of (a) 33 MHz and (b) 355 MHz. Illumination was provided by a 450 nm-wavelength LED of intensity 1.1 mW/mm². In (c) the sample conductivity (pink, dashed line) is used to calculated the attenuation coefficient (solid, blue line) via Equation 3.52.
To determine whether the change in the measured acoustoelectric current was due to a change in the electronic properties of the graphene, the measurements were repeated for a range of SAW intensities. The magnitude of $I_{ae}$ as a function of SAW intensity is shown in Figure 5.7 for (a) $f_{SAW} = 33$ MHz and (b) $f_{SAW} = 355$ MHz, where the SAW intensities have been estimated via the technique in Section 4.10.2. Circular points indicate the measured current when the sample was illuminated, whereas triangular points show the case in the absence of illumination. The solid lines are linear regression fits to the data, where $\Gamma$ in Equation 3.52 was calculated from the classical relaxation model used to describe this interaction (discussed in Section 5.5) using the recorded values of sample conductivity in the presence and absence of illumination. At both SAW frequencies there is a clear linear dependence of acoustoelectric current on SAW intensity, with an increase in the gradient under illumination mirroring an increase in the attenuation coefficient $\Gamma$ in Figure 5.6 (c). In the case of Figure 5.7 (a), the Pearson’s product-moment correlation coefficient ($p$) for the acoustoelectric current as a function of SAW intensity is $p = 0.999$, for measurements under illumination and in the absence of illumination. In Figure 5.7 (b), it was necessary to exclude data points for SAW intensities of $\sim 12 - 16$ mW m$^{-1}$ to attain a satisfactory linear fit (that is, where $p = 0.999$). The sub-linearity in the data may be due to an overestimation of the SAW intensity.
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Figure 5.7: Acoustoelectric current measured in Graphene1 as a function of SAW intensity at SAW frequencies (a) 33 MHz and (b) 355 MHz. Current measured when Graphene1 was illuminated is shown by green circles; black triangular points show the case without illumination. The sublinearity observed in Figure 5.7 (b) for SAW intensities of ~12 – 16 mW m⁻¹ may be due to an overestimation of SAW intensity.
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5.4.3 Illumination Wavelength Dependence

To further probe the mechanism of the photoresponse of the acoustoelectric current, the measurements were repeated under illumination by a Thorlabs M735L2 LED, for which peak emission occurred at a much longer wavelength of 735 nm. The percentage change in $I_{ae}$ \([\Delta I_{ae}(\%) = (I_{ae}^{LED \text{ off}} - I_{ae}^{LED \text{ on}})/I_{ae}^{LED \text{ off}}]\) was then characterised as a function of incident light intensity. The incident optical power on the sample $P_0$ was determined using each LED emission profile $f(\theta')$ (Figure 4.14 (c) and Figure 4.15 (c) for the 450 nm and 735 nm LEDs respectively). This was integrated over the viewing angle $\theta'$, where $f(\theta')$ has units of mW / °:

$$P_0 = 2 \int_0^{\pi/2} \eta \cdot f(\theta') \, d\theta'$$  \hspace{1cm} (5.8)

where the constant $\eta$ is chosen such that Equation 5.8 yields a value of $P_0$ equal to the optical power output in Figure 4.14 (a) and Figure 4.15 (a) for an arbitrary LED drive current. From the schematic of the measurement geometry in Figure 4.13, the centres of the sample and LED have $(x, y, z)$ coordinates, in millimetres, of (0, -20, 0) and (120, 0, 0) respectively. They form a viewing angle of $\theta = 1.65 \times 10^{-1}$ radians in the $x$-$y$ plane.

For a graphene square of width 3 mm in the $y$ direction, the extreme faces are located at (0, -18.5, 0) and (0, -21.5, 0), forming angles of $\theta_1 = 1.53 \times 10^{-1}$ radians and $\theta_2 = 1.77 \times 10^{-1}$ radians respectively with the centre of the LED. The incident power on the sample $P_{\text{incident}}$ is therefore estimated as:

$$P_{\text{incident}} = \int_{\theta_1}^{\theta_2} \eta \cdot f(\theta') \, d\theta'$$  \hspace{1cm} (5.9)
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For a graphene sheet of area $A$, the incident light intensity on the sample $I$ is approximately given by:

$$ I = \frac{P_{\text{incident}}}{A} \quad (5.10) $$

$\Delta I_{ae}(\%)$ is plotted as a function of incident light intensity in Figure 5.8 for (a) $f_{SAW} = 33$ MHz and (b) $f_{SAW} = 355$ MHz respectively. The blue squares indicate the photoresponse under illumination by the blue LED, and the red triangles show the change caused by the red LED. As with the measurements presented in Figure 5.6, the RF generator was set to +17.8 dBm, giving SAW intensities of ~0.16 W/m and ~8.00 mW/m at each SAW frequency. The percentage change in acoustoelectric current increases approximately linearly with increasing light intensity at both SAW frequencies for both LEDs. The dashed lines are intended only as a guide to the eye. In Figure 5.8 (a) and (b), over most of the intensity range the percentage change in acoustoelectric current is much greater under illumination by the blue (450 nm) LED than the red (735 nm) LED. For $f_{SAW} = 33$ MHz, for example, it is approximately 3x larger for an incident intensity of 0.8 mW/mm². The origins of this illumination wavelength dependence are discussed in the next section.
Figure 5.8: The percentage change in acoustoelectric current under illumination by the blue and red LEDs, at SAW frequencies (a) 33 MHz and (b) 355 MHz. Dashed lines are intended only as a guide to the eye.
5.5 Classical Relaxation Model

In Section 3.4.2, a classical relaxation model was described that explained the dependence of acoustoelectric current on SAW wavelength. In this model, the SAW attenuation per unit length, \( \Gamma \), due to the piezoelectric interaction with the graphene charge carriers was given by:

\[
\Gamma = \frac{K_{\text{eff}}^2 \pi}{\lambda} \left[ \frac{\sigma^{2D}/\sigma_M}{1 + (\sigma^{2D}/\sigma_M)^2} \right] \tag{5.11}
\]

where \( K_{\text{eff}}^2 \) is the effective piezoelectric coupling coefficient (0.056 in LiNbO\(_3\)), \( \lambda \) is the SAW wavelength, \( \sigma^{2D} \) is the graphene conductivity, and the attenuation has a maximum value for a characteristic conductivity \( \sigma_M \). For a hybrid system based on LiNbO\(_3\), this is given by:

\[
\sigma_M = u \varepsilon_0 \left( \sqrt{\varepsilon_{xx}^S \varepsilon_{zz}^S} + 1 \right) = 1.25 \times 10^{-6} \, \Omega^{-1} \tag{5.12}
\]

where \( \varepsilon_0 \) is the permittivity of free space, and \( \varepsilon_{xx}^S \) and \( \varepsilon_{zz}^S \) are the dielectric constants of LiNbO\(_3\) at constant stress [165]. In Section 3.3.3, the effective piezoelectric coupling coefficient \( K_{\text{eff}}^2 \) was defined as the fractional difference in SAW velocity between a free surface and a metallised surface. The thin metallic layer was assumed to preserve the condition there was no net force acting on the surface. Graphene is the strongest material ever characterised, with a Young’s modulus of \( E = 1.0 \) TPa [13]. This raises the question whether under deformation by a SAW, the condition of no stress on the surface of the piezoelectric material
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due to the presence of graphene is preserved, since the graphene will resist changes to its dimensions. This may lead to a difference in SAW velocity in the case of a metallised surface, which will change the value of $K_{\text{eff}}$. Graphene intrinsically exhibits ripples of up to a nanometre in amplitude [219] (comparable to the SAW amplitude [195]), with a period on the order of a micron. For comparison, the SAW wavelengths applied here are on the scale of tens to hundreds of microns. Since the SAWs do not strain the graphene more than it intrinsically exhibits, we assume that the value of $K'_{\text{eff}}$ is not modified by the presence of graphene.

The attenuation decreases the energy of the SAW, leading to a proportional loss of momentum [165]. This appears as a force on the charge carrier system, leading to the dragging of charges. The resulting current density, in a closed circuit and in the absence of a magnetic field, was described by Fal'ko et al. [164] and Rotter et al. [165] as:

$$ j = -\frac{\mu I \Gamma}{v} $$

(5.13)

where $j$ is the acoustoelectric current density, $\mu$ is the charge carrier mobility, $I$ is the SAW intensity, $\Gamma$ is the attenuation per unit length, and $v$ is the SAW velocity (3979 m.s$^{-1}$ in LiNbO$_3$ [1]).

The strong linear dependence of acoustoelectric current on SAW intensity observed in Figure 5.7 is consistent with Equation 5.13, where the linear fits to
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the data are made using values of $\Gamma$ calculated from the measured conductivity. This demonstrates the applicability of this classical relaxation model in describing the acoustoelectric effect in graphene. However, in the absence of an electrostatic gate, it is not possible to extract a value for the charge carrier mobility from measurements of the conductivity (see the parallel plate capacitor model, Section 2.2.1.1). Since the measured conductivity is much larger than $\sigma_M$, the attenuation coefficient may be approximated as:

$$\Gamma \approx K_{\text{eff}}^2 \frac{\pi}{\lambda} \left( \frac{\sigma_M}{\sigma^{2D}} \right)$$

(5.14)

as $\sigma^{2D}/\sigma_M \gg 1$. Since $\sigma^{2D} = ne\mu$, where $n$ is the charge carrier concentration and $e$ is the charge on an electron, the mobility dependence of the acoustoelectric current density disappears from Equation 5.13. This means that $\mu$ cannot be extracted from the gradient of the linear fit either. Despite this, the measurements in Figure 5.6 (b) show that, even for SAW intensities much smaller than those achieved when $f_{\text{SAW}} = 33$ MHz, the acoustoelectric current is larger for SAWs of higher frequency (smaller wavelength). This again is consistent with the acoustoelectric effect in graphene being described by the above model.

The increase in acoustoelectric current seen under illumination in Figure 5.6, mirrored by the decrease in conductivity, suggests that the photons induce a change in the electronic properties of the graphene. Figure 5.9 shows schematically the change in attenuation coefficient due to the change in conductivity under illumination. The attenuation is maximised when $\sigma^{2D} = \sigma_M$, as is the acoustoelectric current density
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(Equation 5.10). As the conductivity of the graphene approaches $\sigma_M$, there will be an accompanying decrease in charge carrier concentration or charge carrier mobility.

A possible explanation of the measured photoresponse is provided by Tielrooij et al. [25] in recent studies of the energy relaxation process of photoexcited electron-hole pairs in doped graphene monolayers. Employing an ultrafast optical pump terahertz probe measurement technique, they observed that the energy relaxation process of photoexcited charge carriers is dominated by carrier-carrier scattering, as opposed to the emission of optical phonons, where energy is transferred to multiple secondary hot electrons in the conduction band to create a hot carrier distribution. This is an intraband electron process. The electron-hole pairs originate from an interband process; electrons are promoted from the valence band to the conduction band via photon absorption. The number of hot electrons generated increases (linearly) with increasing energy of the pump photons [220]. This is consistent with the measurements in Figure 5.8 where, for a fixed illumination intensity, a greater change in acoustoelectric current is seen under illumination by photons of higher energy (2.8 eV for the blue LED, 1.7 eV for the red LED). The hotter carrier distribution causes a decrease in graphene conductivity [12], due to a reduction in the mobility. This manifests itself in Graphene1 as change in the acoustoelectric current. The number of charge carriers in the conduction band (that is, with energy above the Dirac point) does not change due to carrier-carrier scattering, but the number of electrons with high kinetic energy increases [25]. While the photoexcited charge carrier energy relaxation process takes place on femtosecond timescales [25, 220, 221, 222], the continuous illumination of the graphene in these measurements [197]
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Figure 5.9: A schematic representation of the increase in attenuation coefficient under illumination. The arrow indicates the decrease in conductivity. $\Gamma$ has been calculated using Equation 5.11.

maintains the hot carrier distribution. Once the source of illumination is removed (as suggested by Winzer et al. [102]), the acoustoelectric current and graphene conductivity rapidly approach their original values.

A further consideration is whether the observed illumination wavelength dependence in the photoresponse of $I_{ae}$ arises from a significant difference in the number of photons absorbed by the graphene per second, $N_{\text{absorbed}}$. To estimate the number of incident photons, consider the emission spectrum (Figure 4.14 (b) and Figure 4.15 (b)) $g(\lambda)$ in
units of mW / nm, and integrate it with respect to the illumination wavelength $\lambda$ in nm. A scaling factor $\chi$ is included, which is varied until the integral is equal to $P_{\text{incident}}$ as computed by Equation 5.9:

$$P_{\text{incident}} = \int_{\lambda_1}^{\lambda_2} \chi \cdot g(\lambda) \, d\lambda$$  \hspace{1cm} (5.15)

where $\lambda_1$ and $\lambda_2$ are the lower and upper limits of the emission spectrum respectively. If the energy of a photon of wavelength $\lambda$ is given by $E = h \cdot c / \lambda$, where $h$ is Planck’s constant and $c$ is the speed of light (the speed of light in air and vacuum are approximately equal), then the number of photons incident on the sample per second $N_{\text{incident}}$ is:

$$N_{\text{incident}} = \frac{1}{hc} \int_{\lambda_1}^{\lambda_2} \chi \cdot \lambda \cdot g(\lambda) \, d\lambda$$  \hspace{1cm} (5.16)

In the range 400 nm $< \lambda < 800$ nm, the absorption coefficient of graphene $\alpha = 0.023$ [11]. Thus, the number of photons absorbed by the graphene per second $N_{\text{absorbed}}$ is:

$$N_{\text{absorbed}} = \alpha N_{\text{incident}}$$  \hspace{1cm} (5.17)

For an illumination intensity of approximately 0.80 mW/mm$^2$, the number of absorbed photons is estimated as $N_{\text{absorbed}} = 7.74 \times 10^{16}$ s$^{-1}$ and $5.41 \times 10^{16}$ s$^{-1}$ for the blue and red LEDs respectively. This corresponds to an absorption of $\sim 1.4x$ more photons under illumination by the blue LED. In comparison, the measured change in acoustoelectric current is $\sim 2.7x$ and $\sim 6.3x$ greater when the sample is illuminated by the blue LED, for SAW frequencies of 33 MHz and 355 MHz respectively. This suggests that the photoresponse is dominated by the incident photon energy.
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Additionally, low-temperature characterisation of the acoustoelectric current in graphene [18] found that the length scale over which the SAW probes the graphene conductivity (approximately half of the SAW wavelength) was important. It reflected, for example, the effects of grain boundaries on conductivity due to the polycrystalline nature of the CVD graphene [72]. In Figures 5.6 – 5.8, the effect of illumination on the acoustoelectric current measured at SAW frequencies of 33 MHz and 355 MHz is very similar, up to a 14% and 8% change respectively. This might be expected if the conductivity of the graphene is dominated by a hot carrier distribution.

To discount the bolometric effect dominating the measured photoresponse, it is helpful to make a comparison to the graphene on Z-cut LiNbO₃ pyroelectric bolometers reported by Sassi et al. [138] and Gopalan et al. [139]. Their devices operate under illumination in the 6 – 10 μm wavelength range, where LiNbO₃ absorbs almost all incident light [139, 141], inducing a large temperature change in the substrate. In the visible range (400 – 750 nm), as in the measurements presented here, it has a transmittance of 70 – 75% [141]. Additionally, pyroelectrically-induced surface charge is only observed on the +Z and -Z crystal faces of lithium niobate [142, 143]. Since Graphene1 uses a Y-cut LiNbO₃ substrate, electrostatic gating of the graphene via a change in substrate polarization under illumination is not expected. This could be checked by applying electrodes to the top and bottom faces of the crystal and measuring any voltage generated under illumination. Lastly, the maximum illumination intensity used in the measurements presented here was $1.2 \times 10^3$ W m$^{-2}$. Both Sassi et al. [138] and Gopalan et al. [139] used tightly focussed
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Laser radiation to induce a temperature change in the LiNbO$_3$. In the case of Ref. [138], the incident power density on the graphene was up to $7.92 \times 10^6$ W m$^{-2}$.

Finally, we note that under illumination, the photoresponse of the acoustoelectric current and device resistance are seen to develop over timescales of tens of minutes. Following closure of the shutter, there is also an offset of $\sim 1$-2 nA in $I_{ae}$ compared to the value prior to illumination (Figure 5.6 (a) and (b)) at both SAW frequencies. The conductivity too has decreased by approximately $5 \times 10^{-8}$ $\mu$S. The long timescale over which these changes occur suggests that, in addition to the generation of a hot carrier distribution, the measured photoresponse is driven by non-electronic effects. The origin of these observations is not well understood, and a complete investigation is beyond the scope of this thesis. An initial consideration was charge trapping in graphene, but this persists over microsecond timescales (in graphene-on-$\text{SiO}_2$ [223]), and is therefore too short to explain the trends seen here. A possible explanation is the heating of the graphene under illumination, leading to heating of the substrate. This may evolve over long timescales, causing a change in graphene conductivity (in turn leading to the observed deviation in acoustoelectric current and conductivity following illumination), which is distinct from the photoresponse due to hot carrier effects.
5.6 Summary

The effect of vacuum pumping on resistance and acoustoelectric current was studied in 3 mm x 300 μm monolayer CVD graphene. Continuous vacuum pumping over hundreds of hours resulted in the doping of the graphene switching from p-type to n-type, believed to be due to the steady removal of water surface adsorbates. The photoresponse of the acoustoelectric current generated in the same sample was studied as a function of SAW intensity and frequency, and illumination wavelength and intensity. The measured linear dependence of the acoustoelectric current on SAW intensity, and the increase in the current with SAW wavelength, is consistent with a relatively simple classical relaxation model describing the piezoelectric interaction between the SAWs and the graphene charger carriers. Under illumination the acoustoelectric current was observed to increase, more than the measured decrease in graphene conductivity, while retaining a linear dependence on SAW intensity. This suggests that illumination induces a change in the graphene’s electronic properties. The greater increase in $I_{ae}$ under illumination by a blue (450 nm) LED compared to a red (735 nm) LED is consistent with the creation of a hot electron distribution. A similar response was observed at SAW frequencies of 33 MHz and 355 MHz, further supporting the idea that the graphene conductivity is being dominated by hot carrier effects.
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6. Acoustoelectric Effects in Graphene Nanoribbons

6.1 Overview

Graphene nanoribbons (GNRs) are sub-micron-wide channels of graphene that can be fabricated via electron beam lithography [22, 224]. They have been demonstrated for such applications as interconnects in integrated circuits [21, 22, 83], where their current carrying ability and thermal conductivity (>10⁸ A/cm² and 3-5 x 10³ W/mK respectively) far exceed those of copper (10⁷ A/cm² and ~0.4 x 10³ W/mK respectively) [21]. Moreover, graphene plasmonics can be studied in sub-micron wide GNRs via infrared transmission measurements [23], potentially applicable to biosensing, communication, and gas sensing applications. At widths of tens of nanometres and below [84], GNRs possess an electronic bandgap that varies as a function of ribbon width, enabling their use in digital electronics where high on-off ratios are typically required [84, 68]. While electron beam lithography is suitable for processing large batches of nanoribbons, the damaged edges generated by etching through resist masks can modify the electronic properties of the nanoribbons by introducing dopants or defects [224, 225, 226]. Such changes can be probed by measurements of the acoustoelectric current in GNRs, which implicitly depends on GNR conductivity. Given the variety of potential applications of GNRs, and
the sensitivity of an acoustoelectric current to changes in conductivity, it is of interest to examine the crossover between these two fields. The measurements in this chapter mark the first steps in this direction, and have been published in Scientific Reports [227].

The acoustoelectric current was investigated in monolayer CVD-graphene nanoribbons on lithium niobate SAW devices, as a function of SAW intensity and frequency, and GNR width ranging from 200 – 600 nm. The acoustoelectric current was found to be described by the same classical relaxation model used to explain the measurements in Chapter 5. It depends linearly on SAW intensity for a given SAW frequency, and linearly on SAW frequency for a given SAW intensity, as measured in arrays of 500 nm-wide GNRs. It was also found that perpendicular ‘bridge’ nanoribbon structures inserted into the array with a periodicity approximately equal to the SAW wavelength could enhance the acoustoelectric interaction. As the width of the GNRs decreased, the acoustoelectric current was found to increase, under most conditions. However, for high SAW frequencies, currents measured in arrays with large spatial inhomogeneities decreased with decreasing ribbon width, indicative of the ability of the SAWs to probe electron systems on different scales, depending on the wavelength.

The electrical characteristics of the studied devices are discussed in Section 6.2, and two-dimensional spatial maps of the GNR Raman 2D and G peaks are shown. In Section 6.3, the acoustoelectric current measurements are presented, the intensity and frequency dependence is studied, and comparisons are made to a classical relaxation model describing the interaction. The GNR width dependence is also investigated, and anomalies in the current generated at high frequency in the narrowest nanoribbons are
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discussed in the context of information revealed by the Raman spatial maps. A summary
of the chapter is given in Section 6.4.

6.2 Device Characteristics

To study the acoustoelectric effect in graphene nanoribbons, GNR-SAW devices of two
distinct designs were produced. Both were based on a 128° YX LiNbO₃ SAW delay line
with a monolayer CVD graphene film positioned on the surface (Section 4.4). In the first
design, the graphene was patterned into nanoribbons of 500 nm width, in a 2 mm x 3 mm
array, shown in Figure 6.1. To help maintain electrical conductivity [23], perpendicular
bridge nanoribbons were included in the array every 10 μm with a width of 500 nm. Note
that the long axis of the bridge is perpendicular to the SAW wave vector. This is shown
schematically in Figure 6.2. Two devices of this type were fabricated (GNR1 and GNR2).

Figure 6.1: The schematic of a device used in measuring the acoustoelectric
current in arrays of 500 nm-wide graphene nanoribbons.
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Devices that did not include the bridge structures were also fabricated (GNR3 and GNR4) to determine if bridges influenced the piezoelectric interaction between the SAWs and the GNRs. On each device, Cr/Au electrical contact pairs A-B, B-C, and C-D were separated by distances of 300 μm, 200 μm, and 500 μm respectively. All contacts had dimensions of 20 μm x 3 mm.

The second design enabled the study of the width dependence of the acoustoelectric effect in GNRs on a single substrate. CVD graphene is well known to exhibit inconsistent electrical properties between samples [10]. Subtle differences in fabrication processes can lead to different concentrations of etchant salts and PMMA residues, which can further affect performance. This approach reduced the variation in graphene quality between different GNR arrays, as each had undergone an identical fabrication process.

Figure 6.2: Schematic showing the graphene nanoribbons and perpendicular bridge structures. In all cases, the bridges had a width of 500 nm. The GNR width \( w \) was varied between 100 and 600 nm. The nanoribbon repeat period \( P \) was always equal to \( 2w \).
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This also ensured that all GNRs experienced the same SAW intensity, and a more reliable comparison between the acoustoelectric measurements could be made. The design is shown schematically in Figure 6.3. Arrays of 400 μm width were defined in the acoustic beam path, laterally spaced by 20 μm from their nearest neighbours. The width of the nanoribbons in each array is indicated in colour, and were selected to evenly span the range 100 – 600 nm. Note that the physical ordering of the nanoribbon arrays on the substrate was varied by width from top to bottom, to avoid misinterpretation of the measurements due to, for example, defects that varied continuously across the graphene film. Due to the compact size of the LiNbO$_3$ SAW devices, and the desire to study a broad range of GNR widths, neighbouring Cr/Au electrical contacts were fabricated with a separation as little as 40 μm between them. This presented significant challenges during the lift-off process, and of four devices fabricated only one did not have shorted electrical contacts.

![Figure 6.3: Schematic of GNR5, used to study the width dependence of the acoustoelectric current generated in graphene nanoribbons.](image)

180
contacts (determined by inspection under an optical microscope). Further processing was undertaken only for this sample, designated GNR5. As with GNR1 and GNR2, bridge structures were included in each nanoribbon array on GNR5. For each array, a different nanoribbon width \( w \) was chosen, but the width of the bridges was maintained at 500 nm. The GNR arrays shared a common electrode of size 20 μm x 3 mm (contact A). Contacts B to H had a width of 20 μm, but the lengths differed to contact individual GNR arrays.

Unless otherwise stated, all measurements of devices GNR1-5 were performed under a vacuum pressure of \( 6.3 \times 10^{-6} \) mbar, maintained via continuous pumping, to prevent the accumulation of dopants on the surface. Based on the initial instability in the measured resistance and acoustoelectric current reported in Section 5.3, devices were not characterised until at least 120 hours of vacuum pumping of the measurement chamber had elapsed.

### 6.2.1 Current-Voltage Measurements

The resistance of the GNR arrays was measured following the technique described in Section 4.10.3. To reduce the risk of damaging them via Joule heating, the magnitude of the source current was in the microampere range. The current-voltage characteristics of GNR1 are shown in Figure 6.4. The measured resistance of the GNRs between contacts A and B, \( R_{AB} = 2.11 \) kΩ, is significantly lower than the values for arrays on GNR2 and GNR3, for which \( R_{BC} = 43.10 \) kΩ and 0.91 MΩ respectively. In both devices, contact pairs A-B and C-D were open circuit (I-V plots not shown). There was no continuous graphene
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between any of the electrode pairs on GNR4. The inconsistency of the resistance between devices indicates the challenges of obtaining continuous, consistent graphene over such large areas. The GNR conductivity measured in Graphene1 is approximately 4% of the highest values obtained for GNR1, reflecting the improved quality of the graphene transferred via the modified PMMA transfer method (Section 4.4.2.1). In Section 5.2, defects that limit the electrical performance of graphene and GNRs were discussed. These included wrinkles, tears, residues, and charged impurities [72, 73, 74, 75], among other sources. The relatively high resistance of the GNRs between contact pair C-D in GNR1, and B-C in GNR2 and GNR3, probably arises from such defects.

![Graph](image)

**Figure 6.4:** Current-voltage measurements of the graphene nanoribbon arrays in GNR1. The electrode separation distance associated with each dataset is indicated.
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It is well known that field effect measurements of the resistance of graphene exhibit hysteresis as the gate voltage is swept [228] due to the trapping of charges in defect states. To confirm that charge transfer to and from surface adsorbates or other defects was not a significant issue, the current-voltage measurements were made by gradually increasing the magnitude of the applied current in intervals of 0.2 μA, before returning to 0.0 μA via decrements of 0.2 μA. The range was extended by 0.2 μA for each sweep. There was 0% difference in the measured voltage as a function of the applied current for consecutive current sweeps, suggesting that the effects (if any) of charge transfer to impurities at room temperature in these devices were negligible.

The current-voltage characteristics of the GNR arrays on device GNR5 were taken in a similar fashion. The measurements are plotted in Figure 6.5, and the associated conductivity has been calculated and tabulated in Error! Reference source not found.. In Figure 6.5, the ordering of the plot legend reflects the physical ordering of the nanoribbon arrays on the sample. The array of 100 nm-wide GNRs was found to be open circuit and is not included in the figure or the table. The arrays of 200 nm-wide and 300 nm-wide GNRs were found to have low conductivities compared to the others on the device. Generally, however, the conductivities are similar to those observed in Graphene1 and GNR1 - 3.
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Figure 6.5: Current-voltage characteristics of the GNR arrays on GNR5. The widths of the constituent GNRs and the associated array resistance extracted from the gradients are indicated.

Table 6.1: Calculated resistance, sheet resistance, and conductivity for each GNR array on GNR5.

<table>
<thead>
<tr>
<th>GNR Width (nm)</th>
<th>Resistance (kΩ)</th>
<th>Sheet Resistance (kΩ / □)</th>
<th>Conductivity (Ω⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>15.12</td>
<td>15.12</td>
<td>6.61 x 10⁻⁵</td>
</tr>
<tr>
<td>300</td>
<td>69.84</td>
<td>38.83</td>
<td>2.87 x 10⁻⁵</td>
</tr>
<tr>
<td>350</td>
<td>4.41</td>
<td>3.67</td>
<td>2.72 x 10⁻⁴</td>
</tr>
<tr>
<td>400</td>
<td>5.38</td>
<td>3.84</td>
<td>2.60 x 10⁻⁴</td>
</tr>
<tr>
<td>500</td>
<td>10.74</td>
<td>5.37</td>
<td>2.05 x 10⁻⁴</td>
</tr>
</tbody>
</table>
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6.2.2 Raman Spectroscopy

In Section 4.7, a Raman spectrum of GNR1 was shown (Figure 4.11) that indicated the high quality of graphene attainable when the modified PMMA transfer technique is employed, which was further supported by the current-voltage measurements in Section 6.2.1. Here, two-dimensional Raman spatial maps of devices GNR1 and GNR5 are shown, as they are a useful visual aid in assessing the quality of the graphene, and will later be used in interpreting measurements presented in Section 6.3. Full details of the Raman spectroscopy technique, performed using a WITec Alpha300 system, are provided in Section 4.7.

An optical image of GNR1 is shown in Figure 6.6. The green rectangle indicates a patch of damaged graphene, visible as black marks where the graphene has rolled into

![Optical image of a region between electrodes A and B on device GNR1. The contacts appear as white bands at the top and bottom of the image.](image)

**Figure 6.6:** Optical image of a region between electrodes A and B on device GNR1. The contacts appear as white bands at the top and bottom of the image.
multi-layers, and the red square is the randomly selected region in which the Raman spatial maps of the 2D and G peaks were taken. These are shown in Figure 6.7 (a) and (b) respectively. Consistent with Raman studies of monolayer graphene on Si/SiO$_2$ by Gupta et al. [187], the 2D and G peak shifts are 2691 cm$^{-1}$ and 1588 cm$^{-1}$ respectively (see Figure 4.11), and the blue shift is consistent with the p-doping of graphene nanoconstrictions [90].

The bright, horizontal lines at intervals of 10 μm (pink squares) are the perpendicular bridges. The increased ratio of the 2D to G peaks at the bridges is likely due to under-dosing of the PMMA in these regions during fabrication (see Section 4.5), resulting in wider strips of graphene than intended. Bright vertical lines (green circles) are caused by stitching errors in the electron beam lithographer; the spacing of 20 μm corresponds to the size of the sub-field in our system. The blue rectangle indicates a piece of graphene that has rolled into a multi-layer structure. Associated with this feature is a high intensity D

![Figure 6.7](image_url)

**Figure 6.7:** The Raman shift (a) 2D and (b) G peaks are spatially mapped in a randomly selected region of GNR1, between contacts A and B.
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peak, consistent with disorder and defects in graphene [189]. Disconnected GNRs are visible as dark patches at identical locations in both images, and a wrinkle can be seen running vertically in both images (also associated with a strong D peak). However, the array contains few large (~10 μm) discontinuities, metallic residues, or rips. This suggests that the graphene quality is high.

In contrast, Raman spatial maps of the array of 200 nm-wide GNRs on GNR5 indicate some damage. An optical image of the device is shown in Figure 6.8 and two-dimensional spatial maps of the Raman 2D and G peaks are plotted in Figure 6.9 (a) and (b) respectively. The Raman shift associated with each peak is 2689 cm$^{-1}$ and 1590 cm$^{-1}$. As in Figure 6.7 (a) and (b), horizontal lines spaced 10 μm apart correspond to the location of the bridges. Individual nanoribbons are smaller than the probe laser spot size (388 nm) and cannot be resolved, resulting

![Figure 6.8](image)

**Figure 6.8:** Optical image of GNR5 between contacts A and B, connected to the array of 200 nm-wide GNRs. The red square indicates the region in which a Raman spectrum was taken.
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![Figure 6.9: Raman (a) 2D and (b) G peaks in the array of 200 nm-wide GNRs on GNR5.](image)

in lower intensity 2D and G peaks in these regions than those seen in GNR1. The blue rectangle in Figure 6.9 (a) highlights a significant spatial discontinuity of ~15 μm across, as well as cracks, wrinkles and scratches. This inhomogeneous conduction pathway leads to a lower conductivity compared to the other arrays on the device, as determined from Figure 6.5. The impact of this on acoustoelectric current measurements will be discussed in Section 6.3.3.

6.3 Acoustoelectric Current

6.3.1 SAW Frequency and Intensity Dependence

Devices GNR1-3 were used to study the dependence of the acoustoelectric current \( I_{ae} \) in graphene nanoribbons on SAW frequency and intensity. Many of the measurements of \( I_{ae} \) discussed in this section are those made between contact pair A-B in GNR1
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(defining a 3 mm x 300 μm area, made up of 500 nm-wide GNRs) due to the high conductivity of the GNR array. Full details of the experimental set-up and technique for measuring the acoustoelectric current are provided in Section 4.10.

The acoustoelectric current was measured as a function of SAW frequency in the range 1 – 500 MHz, with frequency intervals of 1 MHz, for several applied RF powers, and is plotted in Figure 6.10. Each data point represents the mean of five measurements of $I_{ae}$. The peaks in the measured current coincide with the resonances of the IDTs identified in the manufacturer’s data for the bare LiNbO$_3$ SAW devices (Figure 4.2) and those observed in Section 5.4, confirming its acoustoelectric nature. $I_{ae}$ up to 5.5 μA was measured at a SAW frequency of 442 MHz and applied RF power of +20.0 dBm. Between contact pairs B-C and C-D, currents of a similar magnitude were observed. The positive sign of $I_{ae}$ corresponds to the transportation of holes, which is consistent with the theory that PMMA residues, etchant salts [124], and water molecules adsorbed to the surface [62] p-dope the graphene, and the blue shift of the Raman 2D and G peaks [90]. Upon reversal of the SAW direction, the sign of $I_{ae}$ became negative. In GNR2 the results were qualitatively similar; $I_{ae}$ up to 80 nA was measured for $f_{SAW} = 205$ MHz and RF power +20.0 dBm. The lower magnitude of the current is associated with the relatively high sheet resistance of the GNR array on GNR2. In comparison to measurements in the literature, the maximum $|I_{ae}|$ measured in GNR1 is nearly two orders of magnitude larger than that reported by Bandhu and Nash in 3 mm x 300 μm monolayer graphene sheets on the same SAW substrates [18, 17], at a SAW frequency of 291 MHz for similar SAW intensities, and Okuda et al. [172] reported currents of similar magnitude in continuous...
graphene films of width 5 mm and length 20 μm in solution. The large acoustoelectric currents measured in GNR1 likely arise from the high quality GNR array, supported by the Raman spatial maps (Figure 6.7).

Figure 6.10 also shows that the magnitude of $I_{ae}$ decreases with decreasing applied RF power. The acoustoelectric current generated in GNR arrays was measured as a function of SAW intensity to quantify this dependency, and has been plotted in Figure 6.11. RF power in the range 0.0 – +20.0 dBm was applied to the input IDT in intervals of +2.0 dBm for several SAW frequencies, and the SAW intensity $I_{SAW}$ estimated via the technique outlined in Section 4.10.2 (Equation 4.1). The SAW intensities accessible at
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each frequency are comparable with those of Graphene1 (Section 5.4.2). The solid lines in Figure 6.11 are linear fits to the data. The SAW frequencies selected enable comparison with measurements in Chapter 5 [197] and similar studies [18, 17]. In Chapter 3, the acoustoelectric current density $j$ generated in a two-dimensional electron system (in the absence of a magnetic field and in a closed circuit [164, 165]) was described by:

$$j = -\frac{\mu I_{SAW} \Gamma}{v_{SAW}}$$

(6.3)

where $\mu$ is the charge carrier mobility, $\Gamma$ is the attenuation per unit length, and $v_{SAW}$ is the SAW velocity on a free surface (3973 m s$^{-1}$ in 128° YX LiNbO$_3$ [1]). The attenuation per

![Figure 6.11: Acoustoelectric current as a function of SAW intensity for several SAW frequencies, as measured in GNR1 between contact pair A-B.](image-url)
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unit length is described by a classical relaxation model and is a non-monotonic function of the diagonal component of the conductivity tensor, $\sigma^{2D}$ [4]:

$$\Gamma = K_{\text{eff}}^2 \frac{\pi}{\lambda} \left[ \frac{\sigma^{2D}/\sigma_M}{1 + (\sigma^{2D}/\sigma_M)^2} \right]$$

(6.4)

where $K_{\text{eff}}^2$ is the effective piezoelectric coupling coefficient (0.056 in 128° YX LiNbO₃), $\lambda$ is the SAW wavelength, and the attenuation is maximised at a characteristic conductivity $\sigma_M$ of lithium niobate. The strong linear dependence of $I_{ae}$ on $I_{SAW}$ in Figure 6.11 is consistent with Equation 6.3 at all frequencies. However, in the absence of an electrostatic gate, a value for $\mu$ cannot be directly extracted from gradient. Further, as in Section 5.4.2, note that $\sigma^{2D} \gg \sigma_M \ (\sigma^{2D}/\sigma_M \sim 1000)$, reducing Equation 6.4 to:

$$\Gamma \approx K_{\text{eff}}^2 \frac{\pi}{\lambda} \left( \frac{\sigma_M}{\sigma^{2D}} \right)$$

(6.5)

as $\sigma^{2D}/\sigma_M \gg 1$. Since $\sigma^{2D} = f(\mu) = ne\mu$, where $n$ is the charge carrier concentration and $e$ is the electronic charge, the mobility dependence of $j$ in Equation 6.3 disappears.

It should be noted that the SAW attenuation induced by the GNR charge carriers is determined by the conductivity of the graphene nanoribbons on the scale of approximately half the SAW wavelength [229] and is highly sensitive to surface defects.

The polycrystalline nature of CVD graphene [198], in addition to physical damage, leads to an inhomogeneous conduction pathway, which in turn may lead to a frequency dependent mobility and one which is different to that obtained from a field effect measurement.
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Equations 6.3 and 6.4 show that $I_{ae}$ is directly proportional to SAW frequency for a given SAW intensity. Values of $I_{ae}$ were extracted from the linear fits in Figure 6.11 for a fixed SAW intensity and plotted as a function of SAW frequency (Figure 6.12). The strong linear dependence up to SAW frequencies of 270 MHz confirms the applicability of this model to acoustoelectric currents generated in GNRs.

Figure 6.12: Acoustoelectric current extracted from linear fits in Figure 6.11, for a SAW intensity of 3mW/m, as a function of SAW frequency.
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6.3.2 Influence of Bridge Structures

If the acoustoelectric current for a fixed intensity is plotted as a function of SAW frequency up to 463 MHz, a sharp increase in acoustoelectric current is seen, which peaks at 356 MHz (Figure 6.13. Similar behaviour is seen in GNR2, Figure 6.14). The enhanced piezoelectric interaction between the GNRs and the SAWs at this frequency is believed to arise from the commensuration of the SAW wavelength (~11.2 μm) with the periodicity (10 μm) of the perpendicular graphene bridges in the array. This is similar to the recent study by Mayarov et al. [230], in which IDTs were formed from graphene on LiNbO$_3$ for

![Graph showing acoustoelectric current as a function of SAW frequency](image)

**Figure 6.13:** Acoustoelectric current as a function of SAW frequency, extracted from fitting to raw data. Spline (dashed line) is a guide to the eye. A sharp increase in measured acoustoelectric current is observed at $f_{\text{SAW}} = 356$ MHz.
the purpose of SAW generation and detection. This coupling could explain the extremely low SAW intensity and relatively large acoustoelectric currents measured in devices GNR1 and GNR2 at these frequencies. The acoustoelectric current measured in GNR3, fabricated without any bridge structures, does not exhibit this behaviour when plotted as a function of SAW frequency (Figure 6.15). This is reflected in measurements of the relative amplitude of SAWs in Figure 6.16, where the orange curve with square symbols and the green curve with triangular symbols correspond to measurements of GNR2 (with bridges) and GNR3 (without bridges) respectively. The error bars represent plus-minus

Figure 6.14: Acoustoelectric current as a function of SAW frequency, extracted from fitting to raw data. Spline (dashed line) is a guide to the eye. As with GNR1, a sharp increase in acoustoelectric current is seen at $f_{SAW} = 356$ MHz.
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one standard deviation from ten measurements of relative amplitude. The relative SAW amplitude decreases in GNR2 at SAW frequencies of 355 – 377 MHz (SAW wavelength ~11.2 – 10.6 μm) compared to GNR3. Acoustoelectric current measurements for GNR4 could not be made since the nanoribbon array was discontinuous between the electrodes.

Figure 6.15: Acoustoelectric current as a function of SAW frequency for a SAW intensity of 3 mW/m. No increase in current seen at 356 or 377 MHz, believed to be due to absence of bridge structures.
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6.3.3 Graphene Nanoribbon Width Dependence

The channel width dependence of $I_{ae}$ in GNRs was studied with device GNR5 as a function of SAW frequency up to 377 MHz, for a fixed SAW intensity (applied RF power of +20.0 dBm). At higher frequencies, the signal-to-noise ratio in the current was too high to obtain repeatable measurements. In Figure 6.17 the measured acoustoelectric current has been plotted as a function of GNR width, where each data point represents the mean of five repeat measurements. Dashed lines are to aid interpretation of the results. The I-V measurements in Section 6.2.1 revealed that the sheet resistance of the array comprised of 300 nm-wide GNRs was $\sim$150% and 1000% greater than that of the

![Figure 6.16:](image)

The relative amplitude of the output voltage measured on the oscilloscope is plotted as a function of SAW frequency for GNR2 (in orange) and GNR3 (in green). Error bars are one standard deviation from ten measurements.
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200 nm and 350 nm-wide nanoribbons respectively, and for this reason has not been included in the figure.

The positive sign of the current corresponds to the transportation of holes and is indicative of p-doping of the graphene. As expected from Equations 6.3 and 6.4, for a given GNR width \( I_{ae} \) increases approximately linearly with SAW frequency, suggesting that the classical relaxation model discussed previously is applicable to GNRs of the widths considered here. Additionally, for all GNR widths the highest acoustoelectric current is measured at \( f_{SAW} = 356 \text{ MHz} \), consistent with the measurements of GNR1 and GNR2, and again believed to be due to enhanced momentum transfer from the SAWs to the GNR charge carriers when \( \lambda \) coincides with the periodicity of the bridge structures in the arrays. This is the case even without accounting for the frequency response of the device.

For SAW frequencies of 11, 33, 97, and 119 MHz, the acoustoelectric current generally decreases as the ribbon width increases, so that the largest current is measured in the narrowest ribbons. At SAW frequencies above 205 MHz, \( I_{ae} \) decreases significantly when the ribbon width is decreased from 350 nm to 200 nm. The Raman spatial maps of the array of 200 nm-wide GNRs in Figure 6.9 revealed spatial discontinuities of \( \sim 15 \mu\text{m} \) across. As the attenuation of the SAWs by the charge carriers is determined by the conductivity of the graphene on the scale of half the SAW wavelength [229], and for \( f_{SAW} = 205 \text{ MHz} \) the SAW wavelength is \( \sim 20 \mu\text{m} \), the inhomogeneous conduction path in the 200 nm array leads to lower conductivity, lower SAW attenuation, and correspondingly lower acoustoelectric currents at high SAW
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frequencies, where the dimensions of the inhomogeneities are similar to the SAW wavelength. At frequencies below 205MHz, where the SAW wavelength is much larger than the scale of the discontinuities, the acoustoelectric current increases when the nanoribbon width decreases from 350 nm to 200 nm, consistent with the overall trend of increasing current with decreasing ribbon width. Note that the results at 11 MHz are included for completeness; the comparatively low acoustoelectric current in this case means that the changes in acoustoelectric current with ribbon width are not experimentally significant.

Figure 6.17: The acoustoelectric current is plotted as a function of nanoribbon width at several SAW frequencies.
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The attenuation coefficient $\Gamma$ for $f_{\text{SAW}} = 33$ MHz was calculated using Equation 6.4 and is plotted in Figure 6.18 as a function of $\sigma^{2D}/\sigma_M$ (orange line), where $\sigma_M = 1 \times 10^{-7}$ $\Omega^{-1}$ has been recently determined for graphene-lithium niobate hybrids [20]. The symbols in this plot correspond to the value of $\Gamma$ calculated for each array (indicated by the coloured, dashed vertical line), again using Equation 6.4, and using the conductivity calculated from the current-voltage measurements, with the assumption that the arrays contained no breakages and fully covered the intended area. Due to the discontinuities

![Image]

**Figure 6.18:** Calculated attenuation coefficient as a function of $\sigma^{2D}/\sigma_M$, for a SAW frequency of 33 MHz. For each GNR array, a value of $\Gamma$ has been calculated from the estimated conductivity (coloured dashed line) and is indicated by a point of the same colour.
observed in the Raman map, the attenuation coefficient for the 200 nm array has not been plotted. The increase in conductivity as the GNR width decreases from 600 to 350 nm leads to the attenuation coefficient approximately halving. This contrasts with the acoustoelectric current, which increases as the nanoribbon width decreases. From Equation 6.3, this implies that as the ribbon width decreases, both the conductivity and mobility in the ribbons rises.

The increase in conductivity with decreasing GNR width is consistent with measurements made in graphene nanoconstrictions on Si/SiO$_2$ fabricated from monolayer CVD graphene, and patterned with plasma etching to similar widths as studied here [90]. In the study by Iqbal et al. [90], significant p-doping was observed as the width of the nanoconstrictions decreased. This was attributed to the oxidation of the edges of the nanoconstriction introduced during fabrication. The increased p-doping in their devices was reflected by an increase of the Dirac voltage $V_{\text{Dirac}}$, with a shift of approximately 3V between 600 nm- and 300 nm-wide constrictions in devices that had not been annealed (as here). Using a capacitor model for the graphene on 300 nm-thick SiO$_2$ on Si, (the closest approximation to this system from the literature) the Fermi energy $E_F$ (in eV) in the graphene can be approximated as [23]:

$$|E_F| = 0.031 \sqrt{|V_{\text{Dirac}} - V_{\text{gate}}|} \quad (6.6)$$

where $V_{\text{gate}}$ is the voltage applied to the gate electrode. Setting $V_{\text{gate}} = 0V$ and computing $E_F$ for the 300 nm-wide and 600 nm-wide constrictions, for which $V_{\text{Dirac}} = 12.06 \text{ V}$ and 9.16 V respectively, a considerable shift in the Fermi energy of ~15 meV is obtained. CVD
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Graphene’s conductivity is known to be limited by rips, wrinkles, charge puddles and grain boundaries [72, 198], and in previous measurements of the temperature dependence of the acoustoelectric current in graphene [18], the charge carrier mobility was found to be thermally activated, described by an Arrhenius relationship:

$$\mu \propto \exp\left(\frac{-E_a}{k_B T}\right)$$  \hspace{1cm} (6.7)

where $E_a$ is the activation energy (determined to be 60 meV), $k_B$ is the Boltzmann constant, and $T$ is the temperature. Although it is not possible to measure the Fermi energy or carrier concentration in these devices directly, an increase in Fermi energy of 15 meV would cause the mobility to more than double (assuming the activation energy is 60 meV) as the GNR ribbon width decreased from 600 nm to 350 nm. This is broadly consistent with the measurements presented here, where an increase in mobility of this order is required to explain the measured increase in acoustoelectric current. Lee et al. [231] also showed how the non-uniform charge carrier concentration in graphene channels, due to the presence of defects and charge puddles, can lead to a channel width-dependent charge carrier mobility.

Although the mobility in these devices cannot be directly measured, the magnitude of the currents measured in GNR5 are similar to those observed in samples with $\mu \sim 5 – 10$ cm$^2$/V.s [17, 18, 20]. Finally, it is believed that the relatively large acoustoelectric currents measured in the array of 200 nm-wide GNRs arise from the dominant effect of poor conductivity, rather than the increased mobility arising from p-doping of the GNR edges seen in the other arrays. As shown in Table 6.1, the conductivity of the 200 nm-wide...
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GNRs is approximately half that of the array 600 nm-wide GNRs. Via Equation 6.4, this leads to a more-than two-fold increase in momentum transfer from the SAW to the graphene charge carriers compared to the 600 nm-wide GNRs.

6.4 Summary

The dependence of the acoustoelectric current ($I_{ae}$) in CVD-graphene nanoribbons on lithium niobate SAW devices was investigated as a function of SAW intensity and frequency, and nanoribbon width (from 200 nm to 600 nm), for the first time. The measured acoustoelectric current in 300 μm x 3 mm arrays of 500 nm-wide GNRs was found to be consistent with the description of this interaction by a relatively simple classical relaxation model, depending linearly on SAW frequency and intensity. $I_{ae}$ up to ~5.5 μA was measured at a SAW frequency of 442 MHz, far higher than has been previously measured in similar systems, attributed to the high-quality graphene afforded by using the modified PMMA transfer method. Enhanced acoustoelectric currents were observed when a perpendicular bridge nanoribbon was inserted into the array, with a periodicity similar to the SAW wavelength. The increasing acoustoelectric current with decreasing nanoribbon width is thought to be due to increased p-doping along the nanoribbon edges introduced during the fabrication process. This leads to a higher charge carrier mobility by raising the Fermi level, enabling conduction across grain boundaries and charge puddles. At SAW frequencies of 205 MHz and above, in nanoribbons of 200 nm width, discontinuities on the scale of the
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SAW wavelength overcome the effect of greater p-doping on mobility, and cause the current to decrease. This highlights the ability of the SAWs to probe the conductivity of GNRs on different length scales. These measurements provide a stepping stone towards the eventual use of single charge carrier manipulation in graphene channels, for such applications as metrology and sensing.
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7. Acoustoelectric Photoresponse in Graphene Nanoribbons

7.1 Overview

There is a growing range of potential applications for graphene nanoribbons, due to their desirable electronic and optical properties [21, 22, 23, 83]. Recently, there has been particular interest in the development of visible to mid-infrared GNR photodetectors [232, 233], predicated on the presence of a bandgap in nanoribbons with widths below ten nanometres [84, 85, 68]. Furthermore, arrays of GNRs with widths of several hundred nanometres can be used to study the plasmonic properties of graphene via infrared transmission measurements [23], which could be useful in sensing applications. Building on the measurements from Chapters 5 and 6, the photoresponse of the acoustoelectric effect in arrays of graphene nanoribbons is considered for the first time. The decrease in conductivity of continuous graphene under illumination due to hot carrier effects led to an increase in acoustoelectric current [197]. The conductivity of lithographically-defined GNRs is strongly influenced by the presence of dopants at the GNR edges [227]. Since SAWs are intrinsically sensitive to changes in conductivity of a nearby 2DES, examining the acoustoelectric photoresponse
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GNRs may provide further insight into their optoelectronic properties. This may be useful for future nanoribbon-based photodetectors.

In Section 7.2, the electrical characteristics of the studied nanoribbons are described. Measurements of the photoresponse of the acoustoelectric current generated in the GNRs at different SAW frequencies are presented in Section 7.3.1. In Section 7.3.2, the effect of illumination on the nanoribbon conductivity is considered, and a classical relaxation model (Section 3.4.2) is used to calculate the acoustoelectric attenuation coefficient in each case. The nanoribbon width dependence of the acoustoelectric current, conductivity and attenuation coefficient are discussed in Section 7.3.3. The measured photoresponse is consistent with the generation of a hot carrier distribution in the GNRs, and comparisons are made to the measurements reported in Chapter 5. A summary of the chapter is found in Section 7.4.

7.2 Device Characteristics

Device GNR5 was used for the measurements presented in this Chapter. This enabled the photoresponse of the acoustoelectric effect in graphene nanoribbons to be studied as a function of GNR width. Nanoribbon widths of 350, 400, 500, and 600 nm were characterised, due to the spatial discontinuities in the array of 200 nm-wide GNRs (Section 6.2.2) and the comparatively high resistance of the array of 300 nm-wide GNRs (Section 6.2.1). Measurements were undertaken at
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room temperature and under a pressure of $6.3 \times 10^{-6}$ mbar, maintained via continuous vacuum pumping to prevent the accumulation of dopants on the device.

Resistance measurements were taken following vacuum pumping over approximately 500 hours, using a $1.0 \mu$A current to reduce the possibility of device breakdown. Measurements were taken in the absence of illumination. The conductivity of each nanoribbon array was calculated from the resistance measurements and is listed in Table 7.1. The conductivity increases as the GNRs become narrower, as seen in the characterisation of GNR5 in Section 6.2.1. However, in each case $\sigma^{2D}$ is approximately one third of the value reported in the previous chapter. A possible explanation for this is the longer vacuum pumping duration before these measurements were made leading to the desorption of nanoribbon edge dopants [188]. Since the conductivity of GNRs is highly dependent on the concentration of dopants at the damaged edges [90, 227], a reduction in dopant concentration following extended vacuum pumping may lower the Fermi energy. This in turn reduces the charge carrier mobility, leading to a decrease in conductivity.
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Table 7.1: Calculated resistance, sheet resistance, and conductivity for each GNR array on GNR5.

<table>
<thead>
<tr>
<th>GNR Width (nm)</th>
<th>Resistance (kΩ)</th>
<th>Sheet Resistance (kΩ / □)</th>
<th>Conductivity (Ω⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>350</td>
<td>14.45</td>
<td>11.13</td>
<td>8.98 x 10⁻⁵</td>
</tr>
<tr>
<td>400</td>
<td>19.38</td>
<td>12.11</td>
<td>8.26 x 10⁻⁵</td>
</tr>
<tr>
<td>500</td>
<td>34.06</td>
<td>14.19</td>
<td>7.05 x 10⁻⁵</td>
</tr>
<tr>
<td>600</td>
<td>40.77</td>
<td>21.46</td>
<td>4.66 x 10⁻⁵</td>
</tr>
</tbody>
</table>

7.3 Photoresponse

7.3.1 Acoustoelectric Current

A Thorlabs MCWHL2 LED (peak emission wavelength of 450 nm) was used to study the acoustoelectric photoresponse in GNRs. This light source was found to induce a greater percentage change in acoustoelectric current in continuous graphene sheets than one with a peak emission of 735 nm, for a given light intensity (Section 5.4.3). LED drive currents of 0.2 A and 1.4 A were used, respectively producing an incident light intensity on the sample of 0.24 mW mm⁻² and 1.20 mW mm⁻² after correcting for the measurement geometry. A motorised shutter was used to control the exposure of the sample to the LED.

The acoustoelectric current is plotted as a function of time for nanoribbon widths of 350, 400, 500, and 600 nm in Figures 7.1 – 7.4 respectively (pp. 212 – 215), recorded for SAW frequencies of (a) 33 MHz and (b) 355 MHz over the
same period as the measurements in Chapter 5. An RF power of +20.0 dBm (100 mW) was applied to the input IDT at both SAW frequencies to improve the signal to noise ratio in measurements of $I_{ae}$. The photoresponse of $I_{ae}$ due to each illumination intensity is shown. The vertical, grey dashed lines indicate the time at which the motorised shutter was opened or closed. A negative current in the direction of SAW propagation was observed in all nanoribbon arrays, corresponding to n-type doping (compared to p-doping in Chapter 6). $I_{ae}$ was seen to transition from positive to negative following pumping of the measurement chamber over several hundred hours. This was also observed when characterising the vacuum dependency of the acoustoelectric current in Graphene1 (Section 5.3.2). This may reflect the increased vacuum pump-out time in these measurements compared to those in Chapter 6 leading to the removal of surface adsorbates that p-dope graphene, such as molecular water [63, 62, 64]. The magnitude of the acoustoelectric current was largest for a SAW frequency of 355 MHz in each nanoribbon array. This SAW frequency dependence of $I_{ae}$ was also reported in Chapters 5 and 6, despite the decreasing relative SAW amplitude as the SAW frequency increases (see Figure 6.15, for example).

Upon illumination, a rapid decrease in magnitude of the acoustoelectric current is observed at both SAW frequencies in all GNR arrays. Closing the shutter again causes the current to approach its original value, but in the narrowest GNRs (350 nm and 400 nm) there is an offset in $I_{ae}$ by as much as 10
nA when the illumination intensity is 1.20 mW mm\(^{-2}\). Additionally, transient features become prominent in \(I_{\text{ae}}\) at this illumination intensity (Figures 7.1 – 7.3, panel (b)). Similarly, the photoresponse of the measured conductivity is also unstable in the arrays of 350 nm-wide and 400 nm-wide GNRs. In contrast, \(I_{\text{ae}}\) and \(\sigma^{2D}\) as measured in the array of 600 nm-wide GNRs are much more stable. At the moments when the LED is turned on and off, the acoustoelectric current and conductivity reach stable values within a few minutes. The decrease in acoustoelectric current under illumination contrasts with the acoustoelectric photoresponse of continuous graphene sheets reported in Chapter 5, where the magnitude of the current increased upon exposure to optical radiation. A larger change in acoustoelectric current (\(\Delta I_{\text{ae}}\)) was measured due to illumination at the higher incident light intensity, and at the higher SAW frequency. This was also the case in Graphene1.
Figure 7.1: Acoustoelectric current recorded as a function of time in the array of 350 nm-wide GNRs on GNR5 at SAW frequencies of (a) 33 MHz and (b) 355 MHz. Illumination intensity in each case is indicated in the legend. In (c), the conductivity (solid line) is used to calculate the attenuation coefficient (dashed line) via Equation 3.52 for a SAW frequency of 355 MHz. The transient features in acoustoelectric current become more prominent with increasing illumination intensity, but their origin is unclear. Additionally, for the highest illumination intensity, the current is offset by as much as 10 nA (panel (b), green curve).
Figure 7.2: Acoustoelectric current recorded as a function of time in the array of 400 nm-wide GNRs on GNR5 at SAW frequencies of (a) 33 MHz and (b) 355 MHz. Illumination intensity in each case is indicated in the legend. In (c), the conductivity (solid line) is used to calculate the attenuation coefficient (dashed line) via Equation 3.52 for a SAW frequency of 355 MHz. The transient features in acoustoelectric current become more prominent with increasing illumination intensity, but their origin is unclear. For highest illumination intensity, the acoustoelectric current drifts from its initial value by ~5-10 nA when the LED is switched off (panel (b), blue curve).
Figure 7.3: Acoustoelectric current recorded as a function of time in the array of 500 nm-wide GNRs on GNR5 at SAW frequencies of (a) 33 MHz and (b) 355 MHz. Illumination intensity in each case is indicated in the legend. In (c), the conductivity (solid line) is used to calculate the attenuation coefficient (dashed line) via Equation 3.52 for a SAW frequency of 355 MHz. For an incident light intensity of 1.20 mW/mm², transient features in acoustoelectric current appear. In panel (b), this also appears when the LED is turned off. In contrast, the conductivity and attenuation coefficient do not show such features.
Figure 7.4: Acoustoelectric current recorded as a function of time in the array of 600 nm-wide GNRs on GNR5 at SAW frequencies of (a) 33 MHz and (b) 355 MHz. Illumination intensity in each case is indicated in the legend. In (c), the conductivity (solid line) is used to calculate the attenuation coefficient (dashed line) via Equation 3.52 for a SAW frequency of 355 MHz.
7.3.2 Conductivity and Attenuation Coefficient

The conductivity of the GNRs was recorded as a function of time and is plotted as the solid line in Figures 7.1 – 7.4 (c) for each nanoribbon width. For consistency with Figure 5.6 (c), the photoresponse of the conductivity is shown for an illumination intensity of 1.20 mW mm$^{-2}$. Measurements of $I_{ae}$ are highly susceptible to small leakage currents due to their small magnitude. Since the conductivity measurements are made using a Keithley K2400 SMU sourcing a much larger, constant current of 1.0 μA, it is possible to determine a percentage change in $\sigma^{2D}$ under illumination. Upon exposure to the light, the conductivity quickly decreases, by as much as 4.67% in the case of the array of 600 nm-wide GNRs. When the shutter is closed, the conductivity increases again towards its value prior to illumination. For comparison, a decrease of up to 6% was measured in the conductivity of Graphene1 under the same illumination (Section 5.4.2).

The decrease in conductivity is mirrored by an increase in the SAW attenuation per unit length, $\Gamma$ (the attenuation coefficient). In Figures 7.1 – 7.4 (c), $\Gamma$ is indicated by the coloured dashed line, for a SAW frequency of 355 MHz. This enables easier comparison with the measurements in Figure 5.6 (c). $\Gamma$ has been calculated from the conductivity using the classical relaxation model describing the acoustoelectric interaction between the SAWs and the GNR charge carriers used in Chapter 6:

$$\Gamma = \frac{K_{\text{eff}}^2 \pi}{\lambda} \left[ \frac{\sigma^{2D}/\sigma_{M}}{1 + \left(\sigma^{2D}/\sigma_{M}\right)^2} \right]$$

(7.1)
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where \( K_{\text{eff}}^2 = 0.056 \) is the effective piezoelectric coupling coefficient in LiNbO\(_3\), \( \lambda \) is the SAW wavelength), and \( \sigma_M \) is the characteristic conductivity of lithium niobate. A value of \( \sigma_M = 1 \times 10^{-7} \, \Omega^{-1} \) was used, as determined by Bandhu and Nash for graphene-LiNbO\(_3\) SAW devices [20].

7.3.3 Graphene Nanoribbon Width Dependence

In Section 6.3.3, the acoustoelectric current was found to increase as the GNR width decreased, for a given SAW frequency. This was attributed to increased doping at the damaged nanoribbon edges in the narrowest GNRs leading to an increase in Fermi energy and charge carrier mobility. Due to an untraced source of drift in the measurements of \( I_{ae} \), this trend is not observed in the measurements in Figures 7.1 – 7.4 (not plotted). Furthermore, the absolute change in acoustoelectric current as a function of GNR width shows no clear width-dependence, shown in Figure 7.5. This is also believed to be due to the underlying drift in \( I_{ae} \).

The percentage change in conductivity has been plotted as a function of nanoribbon width in Figure 7.6, to further understand the change in electronic properties of the GNRs under illumination. The left and right vertical axes show \( \Delta \sigma^{2D} \) for illumination intensities of 0.24 mW mm\(^{-2}\) and 1.20 mW mm\(^{-2}\) respectively. Dashed splines are used to aid interpretation of the measurements. As the nanoribbon width increases, a larger percentage change in conductivity is
Figure 7.5: Absolute change in acoustoelectric current for SAW frequencies of (a) 33 MHz and (b) 355 MHz. The incident light intensity is indicated in each figure. Dashed splines are used to aid interpretation of the measurements.
observed for both incident light intensities. Furthermore, $\Delta \sigma^{2D}$ has the same dependence on GNR width for the two illumination intensities, with approximately a five times greater change seen for an incident light intensity of 1.20 mW mm$^{-2}$ than at 0.24 mW mm$^{-2}$. This may simply reflect the five-fold increase in illumination intensity. The dependence of $\Delta \sigma^{2D}$ on illumination intensity should be studied further.

Figure 7.6: Percentage change in conductivity as a function of GNR width, under illumination intensities of 0.24 mW mm$^{-2}$ (blue circular markers, left axis) and 1.20 mW mm$^{-2}$ (red square markers, right axis). Dashed splines are to aid interpretation of the measurements.
In Figure 7.7, the percentage change in attenuation coefficient is plotted as a function of GNR width, for SAW frequencies of (a) 33 MHz and (b) 355 MHz. As the GNR width increases, $\Delta \Gamma$ (%) increases for both illumination intensities. This

**Figure 7.7:** Percentage change in attenuation coefficient for SAW frequencies of (a) 33 MHz and (b) 355 MHz, plotted as a function of GNR width. Incident light intensities on the sample of 0.24 mW mm$^{-2}$ (green circular markers, left axis) and 1.20 mW mm$^{-2}$ (purple square markers, right axis) were used. Dashed splines are used to aid interpretation of the measurements.
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reflects the trend in Figure 7.6, where a greater percentage change in conductivity under illumination is seen with increasing GNR width. Since $\sigma^{2D} \gg \sigma_M$ in all GNR arrays (in the case of the 350 nm-wide GNRs, $\sigma^{2D} \sim 900 \sigma_M$), $\Gamma$ is approximately inversely proportional to the nanoribbon conductivity. Additionally, $\Delta \Gamma$ is roughly the same for both SAW frequencies under both illumination intensities. This is to be expected, since the SAW wavelength differs by only one order of magnitude.

When studying the photoresponse of the acoustoelectric current in continuous graphene sheets, the increase in acoustoelectric current under illumination was attributed to the generation of a hot carrier distribution [197]. The relaxation process of photoexcited carriers in graphene is dominated by carrier-carrier scattering, leading to a decrease in the conductivity or charge carrier mobility $\mu$. This in turn caused the attenuation coefficient to increase, resulting in an increase in the magnitude of the acoustoelectric current according to [164, 165]:

$$ j = -\frac{\mu I \Gamma}{v} \quad (7.2) $$

where $j$ is the acoustoelectric current density, $I$ is the surface acoustic wave intensity, and $v$ is the SAW velocity ($3979 \text{ m s}^{-1}$ in 128° YX LiNbO₃ [1]). As seen in Figures 7.1 – 7.4, in all GNR arrays a decrease in the magnitude of acoustoelectric current is associated with a decrease in $\sigma^{2D}$. A decrease in $\sigma^{2D}$ in turn corresponds to an increase in $\Gamma$ under illumination. From the classical relaxation model, this might be expected to induce a greater acoustoelectric current, as was seen in Chapter 5. A possible explanation for the decrease in I_{ae}}
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in the nanoribbons under illumination is obtained by considering the large
difference in conductivity between the continuous graphene on device
Graphene1 and the GNRs on device GNR5. The arrays of 600 nm-wide and 350
nm-wide GNRs have conductivities ~11x and 21x greater than that of Graphene1
respectively. Therefore, the decrease in $\sigma^{2D}$ in the GNRs under illumination leads
to a smaller change in attenuation coefficient than that seen in the continuous
graphene (via Equation 7.1). For an illumination intensity of 1.20 mW mm$^{-2}$ and a
SAW frequency of 355 MHz, the percentage increase in attenuation coefficient in
the arrays of 350 nm-wide and 600 nm-wide GNRs is 0.44% and 4.90%
respectively. This compares to an increase of 6.16% in Graphene1, characterised
in Chapter 5, where $\Gamma$ was calculated using $\sigma_{M} = 1 \times 10^{-7} \Omega^{-1}$. It was necessary to
re-determine the values of the attenuation coefficient calculated from the
conductivity of Graphene1 using the value of $\sigma_{M}$ provided by Bandhu and Nash
[20] to enable a fair comparison of the photoresponse measurements from the
two devices. The increasing nanoribbon conductivity with decreasing width
means that as the GNR width increases, $\Delta\sigma^{2D}$ (%) and $\Delta\Gamma$ (%) decrease. This is
shown schematically in Figure 7.8, where the calculated attenuation coefficient is
shown for device Graphene1, the 600 nm-wide and 350 nm-wide GNRs. The
reduction in mobility of the charge carriers due to the generation of a hot carrier
distribution overcomes the increase in $\Gamma$ in the GNRs, owing to their high
conductivity compared to that of Graphene1. This causes the measured decrease
in acoustoelectric current under illumination, via Equation 7.2. It would therefore
be interesting to explore the photoresponse of GNRs with widths greater than 600 nm. This may help determine if there is a threshold GNR width for which the

![Graph showing acoustoelectric attenuation coefficient as a function of conductivity for \( f_{\text{SAW}} = 355 \text{ MHz} \).](image)

**Figure 7.8:** Acoustoelectric attenuation coefficient as a function of conductivity for \( f_{\text{SAW}} = 355 \text{ MHz} \), where \( \sigma^{2D} \) normalised to \( \sigma_M = 1 \times 10^7 \text{ } \Omega^{-1} \). The attenuation coefficient calculated from the conductivity of the unpatterned graphene (Graphene1) and arrays of 600 nm-wide and 350nm-wide GNRs (GNR5) are shown in pink, blue, and red respectively. Arrows indicate schematically the decrease in conductivity under illumination. \( \Delta \Gamma_{\text{illumination}} \) indicates schematically the change in attenuation coefficient resulting from the decrease in conductivity, in this case for the continuous graphene on device Graphene1.
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increase in $\Gamma$ exactly compensates the decrease in $\mu$ under illumination, causing no net change in acoustoelectric current.

Lastly, the acoustoelectric current measured in each GNR array under illumination slowly decreases over time before the motorised shutter is closed and the light source obscured. These transients may provide further insight into the acoustoelectric photoresponse of GNRs on LiNbO$_3$. Future work would include an investigation of their dependence on GNR width and illumination intensity. The origin of these features remains unclear.

7.4 Summary

The photoresponse of the acoustoelectric effect was studied in arrays of monolayer CVD graphene nanoribbons with GNR widths in the range 350 – 600 nm. The negative sign of the acoustoelectric current in the direction of SAW propagation corresponds to n-type doping, reflecting the extended vacuum pump-out duration and consistent with the removal of molecular water from the surface of the GNRs. In each GNR array, the magnitude of the acoustoelectric current was largest when generated by a SAW frequency of 355 MHz, compared to 33 MHz. This is consistent with a relatively simple classical relaxation model describing the piezoelectric interaction between the GNR charge carriers and the SAWs. The conductivity of the GNRs increased as their width decreased, possibly due to increased doping at the damaged GNR edges raising the Fermi
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Under illumination by a blue (450 nm) LED, both the acoustoelectric current and the conductivity were seen to decrease. This contrasts with the photoresponse of continuous graphene of lower conductivity, where the magnitude of $I_{ae}$ increased under illumination. For a given incident light intensity, the percentage change in conductivity increased with increasing nanoribbon width. This was reflected by a larger percentage increase in acoustoelectric attenuation coefficient as the GNRs became wider. The decrease in conductivity under illumination is consistent with the generation of a hot carrier distribution. Due to the high conductivity of the GNRs, the reduction in mobility due to increased carrier-carrier scattering under illumination overcomes the increase in acoustoelectric attenuation coefficient, causing the acoustoelectric current to decrease.
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The work presented in this thesis focusses on: the acoustoelectric photoresponse of monolayer graphene films; the generation of an acoustoelectric current in graphene nanoribbons (GNRs); and the photoresponse of acoustoelectric charge transport in GNRs. The devices characterised here were prepared in a clean room environment. Graphene produced via chemical vapour deposition (CVD) was transferred to lithium niobate (LiNbO$_3$) surface acoustic wave (SAW) delay lines and patterned using electron beam lithography and reactive ion etching. SAWs were generated with a Hewlett-Packard 8648C radio-frequency signal generator, and the acoustoelectric current measured using a Keithley K2400 source-measurement unit. Illumination was provided by Thorlabs MCWHL2 cold white and M735L2 red light emitting diodes (LEDs), the intensity of which was controlled via a Thorlabs DC2100 LED driver, with a motorised shutter used to control the exposure. All measurements were performed in a vacuum environment to prevent the accumulation of surface dopants on the graphene.

The purpose of this chapter is to summarise the experimental measurements from this thesis and present suggestions for future work. Section 8.1 provides a review of measurements of the acoustoelectric current and conductivity as a
function illumination wavelength and intensity, studied at different SAW frequencies and intensities. In Section 8.2, an evaluation of the SAW wavelength and intensity dependence of the acoustoelectric current generated in GNR arrays is presented, followed by a description of the effect on the acoustoelectric current of varying GNR width. The role of the bridge structure in enhancing the piezoelectric interaction between the SAWs and GNR charge carriers is also considered. In Section 8.3, the photoresponse of the acoustoelectric current in arrays of GNRs as a function of illumination intensity, SAW frequency, and GNR width is summarised, and the effect of illumination on GNR conductivity is discussed. Lastly, Section 8.4 provides suggestions for future research on graphene- and GNR-SAW hybrid structures.

8.1 Acoustoelectric Photoresponse in Graphene

The acoustoelectric current in 3 mm x 300 μm (width x length) graphene on LiNbO$_3$ was measured as a function of SAW frequency (33 and 355 MHz) and SAW intensity (up to ~3.0 mW/mm). The acoustoelectric current was found to be well described by a Weinreich relation, depending linearly both on SAW frequency and intensity. The linear dependence on SAW frequency arises from a classical relaxation model describing the attenuation of the SAW by the charge carriers, which results in a decrease of SAW velocity and amplitude. The SAW velocity and amplitude are in turn nonlinearly dependent on the conductivity of the charge carrier system. The model predicts an increase in acoustoelectric...
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current when the conductivity approaches the characteristic conductivity of 
lithium niobate. The effect of illumination on acoustoelectric current and 
conductivity was first studied using a Thorlabs MCWHL2 LED, with a peak 
emission wavelength at 450 nm, and an incident intensity of up to 1.2 mW mm\(^{-2}\) 
after correcting for the measurement geometry. When the motorised shutter was 
opened, the magnitude of the measured acoustoelectric current rapidly 
increased, by 2.4% and 1.9% for SAW frequencies of 33 and 355 MHz 
respectively, within the first 20 seconds. A maximum increase of 14% and 10% 
was observed for SAW frequencies of 33 and 355 MHz respectively, compared 
to a decrease in conductivity by 6%, after one hour of illumination, suggesting 
that the electronic properties of the graphene changed under illumination. Per the 
classical relaxation model describing the acoustoelectric effect, a decrease in 
conductivity led to an increase in attenuation coefficient (as calculated from the 
measurements of resistance) and an increase in acoustoelectric current. Further, 
for a given illumination intensity, the acoustoelectric current retained a linear 
dependence on SAW intensity. The photoresponse was explored in more detail 
by measuring the the acoustoelectric current under illumination by a 735 nm LED 
light. The percentage change in acoustoelectric current was found to depend 
linearly on the illumination intensity for both LEDs, with a greater percentage for 
higher photon energies. This is consistent with the generation of a hot carrier 
distribution under illumination [25]; the increase in carrier-carrier-scattering due 
to the increased kinetic energy of the electrons in the conduction band leads to a
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decrease in conductivity, in turn leading to greater acoustoelectric attenuation, and an increase in acoustoelectric current.

8.2 Acoustoelectric Effects in Graphene Nanoribbons

Graphene transferred to LiNbO$_3$ SAW delay lines was patterned into arrays of graphene nanoribbons, with individual GNR widths ranging from 200 – 600 nm, and the acoustoelectric current measured as a function of SAW frequency (in the range 11 – 463 MHz) and intensity (up to ~3.0 mW/mm) for the first time. The arrays had a 50% fill factor, and all devices exhibited p-doping. The acoustoelectric current measured in 3 mm x 300 μm arrays of 500 nm-wide GNRs was found to be well described by the Weinreich relation and classical relaxation model used to describe the measurements taken in Chapter 5, depending linearly on SAW frequency and intensity. The acoustoelectric current of up to ~5.5 μA at a SAW frequency of 442 MHz was over an order of magnitude larger than that reported in the literature [17, 20], for devices up this scale, and is attributed to the higher quality graphene resulting from a modified PMMA transfer process, leading to an increase in charge carrier mobility. Enhanced acoustoelectric currents were measured at a SAW frequency of 356 MHz, for a given SAW intensity, when 500 nm-wide GNRs lying perpendicular to the SAW wave vector, spaced with a period similar to the SAW wavelength, were included in the array (referred to as ‘bridge’ structures). This was reflected by a decrease in relative SAW amplitude at 356 MHz. The acoustoelectric current measured in devices
without periodic bridge structures increased linearly with SAW frequency, for a fixed SAW intensity, as expected. In order to gain clearer insight into the width dependence of acoustoelectric current, neighbouring arrays of GNRs of different widths were fabricated on the same SAW delay line, ensuring that each had undergone identical preparation and were subject to the same SAW intensity. The acoustoelectric current was studied at SAW frequencies up to 377 MHz. For a given SAW frequency and intensity, the acoustoelectric current was observed to increase with decreasing GNR width. This is believed to be due to increased p-doping along the disordered GNR edges (which act as ‘anchors’ for dopant molecules) introduced during the fabrication process [90, 67]. This raises the Fermi energy in the samples and enables conduction across inhomogeneous charged impurities and grain boundaries, arising from the CVD graphene’s polycrystalline nature. At SAW frequencies of 205 MHz and above, in the array of GNRs with 200 nm width, spatial discontinuities on the scale of the SAW wavelength overcome the effect of greater p-doping on mobility, and cause the current to decrease, further demonstrating the ability of SAWs to probe the conductivity of low-dimensional electron systems on different length scales. Lastly, identical bridge structures to those studied previously were included in each GNR array while studying the width dependence. For a given GNR width, the highest acoustoelectric currents were measured at SAW frequencies of 356 MHz, even without accounting for SAW intensity, additionally supporting the notion that bridge structures commensurate with the SAW wavelength can
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increase the piezoelectric interaction between the SAWs and GNR charge carriers.

8.3 Acoustoelectric Photoresponse of Graphene Nanoribbons

Using one of the devices characterised in Chapter 6, the photoresponse of the conductivity and acoustoelectric current was studied as a function of GNR width. Nanoribbons in the range 350 – 600 nm were measured, due to the spatial discontinuities in the array of 200 nm-wide GNRs and the relatively high resistance of the 300 nm-wide nanoribbons. The measured conductivity of each nanoribbon array was approximately 1/3 of the value measured in Chapter 6. This may reflect the increased vacuum pump-out time prior to these measurements being made, leading to the desorption of edge-dopants. This in turn lowers the Fermi energy, reduces charge carrier mobility, and increases the device resistance. For the measurements of acoustoelectric current, a power of +20.0 dBm was applied to the input IDT at SAW frequencies of 33 MHz and 355 MHz. Initially, a positive acoustoelectric current was observed in the direction of SAW propagation, corresponding to p-type doping. This transitioned to a negative current (n-type doping), which was also observed in Chapter 5 and is again consistent with the removal of molecular surface adsorbates such as water that p-dope graphene. The largest magnitude I_{ae} in each GNR array was measured for the higher SAW frequency, despite the decreasing relative SAW amplitude at higher SAW frequencies. This is in accordance with a classical relaxation model.
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describing the interaction between the GNR charge carriers and the SAWs. An untraced source of drift in the measurements of $I_{ae}$ means it is not possible to compare $I_{ae}$ as a function of GNR width. Under illumination by the same blue (450 nm) LED as used for the measurements in Chapter 5, both the acoustoelectric current and conductivity are seen to decrease. Furthermore, the percentage change in conductivity and attenuation coefficient increased with decreasing GNR width for a given SAW frequency. The maximum measured change in conductivity was 4.67%, in the array of 600 nm-wide GNRs. This is in comparison to a 6% decrease seen in continuous graphene with a ~11x lower conductivity under the same illumination intensity. It is believed that the generation of a hot carrier distribution under illumination leads to a reduction in conductivity and charge carrier mobility due to increased carrier-carrier scattering. Since the conductivity of the GNRs is nearly three orders of magnitude greater than the characteristic conductivity of the lithium niobate substrate, there is only a small increase in acoustoelectric attenuation coefficient. This is overcome by the decrease in mobility, leading to the measured decreased in acoustoelectric current under illumination.

8.4 Suggestions for Future Work

Graphene’s ambipolar transport characteristics are at the heart of many potential applications, where a back-gate in graphene FETs can be used to change the Fermi energy. While the thick substrates used for the measurements in this thesis

232
precluded the use of a back-gate, Bandhu and Nash [20] used an ion-gel dielectric applied via drop-casting to top-gate large-area graphene monolayers on identical LiNbO$_3$ delay lines. They demonstrated p-type and n-type behaviour, and the ability to switch off the acoustoelectric current entirely as the Fermi energy crossed the charge neutrality point. Controllable modulation of the charge carrier concentration by top-gating could further elucidate the mechanism behind the measured photoresponse of the acoustoelectric current, and conductivity, in SLG and GNRs on LiNbO$_3$. It could also provide a clearer understanding of the influence of edge dopants on the electronic transport characteristics of GNRs. Six GNR-on-LiNbO$_3$ devices with an ion-gel top-gate were fabricated, but none exhibited electrical continuity. Small quantities of ion-gel dielectric will be required to prevent significant SAW damping by mass loading.

The estimated charge carrier mobilities of the graphene- and GNR-SAW hybrids characterised here were consistently lower than values typically reported for graphene on Si/SiO$_2$ [24, 23]. This may partly be due to the large area of the devices, introducing more physical defects and charged impurities that decrease the conductivity. It is also possible that the LiNbO$_3$ substrate influences the electronic properties of graphene, which has yet to be explored. A possible approach to reducing such effects would be encapsulation of the graphene and GNRs between few-layer hexagonal boron nitride (hBN) sheets. Dean et al. [42] observed a large improvement in mobility in graphene supported by hBN, compared to positioning directly on a Si/SiO$_2$ substrate. They attributed this to the
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high degree of lattice-matching between hBN and graphene, and hBN’s chemical inertness, respectively resulting in fewer graphene wrinkles and a lower concentration of charged impurities.

The presence of bridge GNRs, perpendicular to the SAW wave vector, in arrays of graphene nanoribbons, led to an increase in measured acoustoelectric current when the bridge period was commensurate with the SAW wavelength ($f_{\text{SAW}} = 355$ MHz, bridge period 10 $\mu$m). This is similar to the study by Mayarov et al. [230], in which graphene interdigital transducers were used for SAW generation and detection. An increased piezoelectric interaction between the SAW and GNR charge carriers results in a higher signal-to-noise ratio in measurements of the acoustoelectric current, which could be useful in a variety of GNR-SAW applications. It would be interesting to further explore the role of the bridge structures by tuning their periodicity to more closely match different SAW wavelengths. This would be quite challenging, as delamination of the graphene from the LiNbO$_3$ frequently occurred during PMMA development, following GNR patterning via e-beam lithography.

GNR arrays are a powerful tool for studying the plasmonic properties of graphene, as shown by Luxmoore et al. [23] via mid-infrared (MIR) differential transmission measurements. Lithium niobate strongly absorbs MIR radiation, making it an unsuitable substrate to investigate graphene plasmons via this approach. On the other hand, it would be interesting to see if the presence of graphene plasmons could be inferred by a change in the acoustoelectric current.
or SAW observables under illumination. Schiefele et al. [234] and Farhat et al. [235] separately proposed that surface acoustic waves propagating beneath a graphene sheet could form a diffraction grating, via which laser light could couple to graphene plasmons, negating the need for complex patterning. Again, measurements of the acoustoelectric current may indicate the presence of graphene plasmons. Aluminium nitride and zinc oxide were proposed as piezoelectric substrates, since they have large piezoelectric coupling coefficients and can be deposited on a variety of substrates via sputtering, with a back-gate to tune the charge carrier concentration.
Appendix A.
Estimation of SAW Intensity

The amplitude of surface acoustic waves measured at the output transducer has undergone transduction losses in SAW generation and detection, attenuation due to propagation in the supporting medium, and acoustoelectric attenuation due to the presence of a nearby charge carrier system. The SAW intensity was estimated based on the assumptions that:

1. SAW attenuation due to propagation in the medium was negligible compared to the transduction losses.

2. The input and output IDTs have the same efficiency $x$, and for an input power $P_{in}$ the input transducer transmits SAWs of equal amplitude across the substrate in directions perpendicular to its apertures, with an intensity proportional to $xP_{in}/2$.

Thus, the SAW power $P$ at the centre of the substrate is:

$$P = xP_{in}/2 \quad (A.1)$$

And the SAW power at the output transducer $P_{out}$ is:
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\[ P_{\text{out}} = x^2 P_{\text{in}} / 2 \]  \quad (A.2)

Recognising that:

\[ \frac{P_{\text{in}}}{P_{\text{out}}} = \left( \frac{V_{\text{in}}}{V_{\text{out}}} \right)^2 \]  \quad (A.3)

which may be rearranged for \( P_{\text{out}} \):

\[ P_{\text{out}} = P_{\text{in}} \left( \frac{V_{\text{out}}}{V_{\text{in}}} \right)^2 \]  \quad (A.4)

Combining this with Equations A.1 and A.2, an expression for \( x \) can be obtained:

\[ x = \sqrt{2} \left( \frac{V_{\text{out}}}{V_{\text{in}}} \right) \]  \quad (A.5)

that can be substituted into Equation A.1 to obtain:

\[ P = \frac{1}{\sqrt{2}} P_{\text{in}} \left( \frac{V_{\text{out}}}{V_{\text{in}}} \right) \]  \quad (A.6)

While \( V_{\text{in}} \) and \( V_{\text{out}} \) may be directly measured on an oscilloscope, \( P_{\text{in}} \) for the RF generator used in these measurements is given in dBm. Equation A.7 is used to convert \( P_{\text{in}} \) into mW:

\[ P_{\text{in}} \text{[mW]} = 1\text{[mW]} \times 10^{P_{\text{in}}\text{[dBm]}/10} \]  \quad (A.7)

Substituting Equation A.7 into Equation A.6, the SAW power in mW is given by:

\[ P = \frac{1}{\sqrt{2}} \times 10^{P_{\text{in}}\text{[dBm]}/10} \times \frac{V_{\text{out}}}{V_{\text{in}}} \]  \quad (A.8)
Finally, the SAW intensity $I_{\text{SAW}}$ encountered by the graphene for an arbitrary input power $P_{\text{in}}$ is:

$$I_{\text{SAW}} = \frac{P}{d} = \frac{1\text{[mW]}}{\sqrt{2}} \times 10^{P_{\text{in}}[\text{dBm}]/10} \times \frac{V_{\text{out}}}{V_{\text{in}}} \quad (A.9)$$

where $d = 3.5\text{ mm}$ is the size of the transducer aperture.
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