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The evaluation of physicians’ communication skills from multiple perspectives
ABSTRACT [236/250 words]
Purpose To examine how family physicians’, patients’ and trained clinical raters’ assessments of physician-patient communication compare in analysis of individual appointments.
Methods Analysis of survey data from patients attending face-to-face appointments with 45 family physicians at 13 practices in England. Immediately post-appointment, patients and physicians independently completed a questionnaire including seven items assessing communication quality.  A sample of videoed appointments was assessed by trained clinical raters, using the same seven communication items. Patient-, physician-, and rater-reported communication scores were compared using correlation coefficients.
Results 503 physician-patient pairs were included; 55 of these appointments were also evaluated by trained clinical raters.  Physicians scored themselves, on average, lower than patients (mean physician score 74.5; mean patient score 94.4); 63.4% (319) of patient-reported scores were the maximum of 100. The mean trained rater scores from 55 rated appointments was 57.3. There was a near-zero correlation coefficient between physician-reported and patient-reported communication scores (0.009, p=0.854), and between physician-reported and trained rater-reported communication scores (-0.006, p=0.69). However, there was a moderate and statistically significant association between patient and trained rater scores (0.35, p=0.042).
Conclusions The lack of correlation between physician scores and those of others indicates that physicians’ perceptions of good communication within their appointments may differ from those of external peer raters and patients. Physicians may not be aware of how patients experience their communication practices; peer assessment of communication skills is an important approach in identifying areas for improvement.
Keywords: patient experience, physician-patient communication, health care surveys, health care quality measurement, health care quality.


The evaluation of physicians’ communication skills from multiple perspectives
MAIN TEXT [2651/2700 words]
Introduction
Patient-centred communication is fundamental to the practice of family medicine. [1,2] Whilst good communication is, in itself, an important outcome, it is also associated with benefits including improved clinical outcomes, reduction in medical errors, and facilitation of self-management and preventive behaviours. [3–11] The evaluation of physicians’ communication skills is increasing internationally as part of efforts to improve the quality of health care. [12–14] Approaches to evaluating and benchmarking standards of communication typically rely on patient experience surveys, the results of which are often made public. [15,16] At the level of individual practitioners, physicians may need to reflect on their own performance alongside ratings from peers, co-workers and patients as part of both regulation and continuing professional development. [17–20] For example, in the UK, the General Medical Council (GMC) requires all doctors to complete 360-degree evaluation of the care they provide, with patient and colleague feedback used as supporting information for the renewal of their licence to practise. [21] 

Confidence in the instruments used to assess – and commonly compare – performance is essential if they are to contribute meaningfully to quality assurance. [22] Extensive work on the reliability and validity of patient questionnaires has been conducted. [23–28] Despite this, research demonstrates that doctors often struggle to trust, make sense of, and subsequently respond to, feedback from patient surveys. [29–31] In fact, evidence on overall evaluations of performance (aggregated across a series of appointments) suggests that physicians tend to rate themselves more negatively than patients or peers. [32,33] Indeed, physicians’ perceptions of their own competence are frequently out of line with external assessments of their competence, with patients tending to give particularly favourable assessments of care in comparison to the self-assessments of doctors. [34–37] However, the assessments of physicians and others diverge most widely for physicians who are, by external evaluation, the least skilled but the most confident in their abilities (a phenomenon not confined to physicians alone). [34,38,39] 

To date, research in this area has tended to focus on the evaluation of overall performance assessed across a series of appointments (for example [18,19]). To examine where discrepancies arise between physician, patient and external rater assessments of care, and the insight doctors have into patients’ perceptions of care in a particular encounter, this study considered how physicians’, patients’, and trained clinical raters’ assessments of communication compared at the level of the individual appointment. Whilst we consider differences in the distribution of scores used by raters, patients, and physicians, our main focus is on correlations in scores at the appointment level, as these are more important in assessing the extent to which physicians are able to distinguish (a) the appointments that more fully met communications standards from those appointments that did so to a lesser extent and (b) the appointments that resulted in better patient experiences from those that resulted in worse patient experiences.  The correlation of patient scores with raters’ scores is also of interest, as it illuminates the extent to which fulfilling communication best practices may improve patient experience.
Methods
We present an analysis of data collected in a study conducted in Family Practices in England in two broad geographic areas (Devon, Cornwall, Bristol, and Somerset; and Cambridgeshire, Bedford, Luton and North London). 
Sampling and practice recruitment
Practices were eligible if they (a) had more than one family physician (hereafter just ‘physician’) working a minimum of two days a week in direct clinical contact with patients, and (b) had low scores on physician-patient communication items used in the national GP Patient Survey (defined as practices below the lower quartile for mean communication score in the 2009/10 survey, adjusted for patient case-mix (age, gender, ethnicity, self-rated health, and an indicator of area-level deprivation/disadvantage) [40]). The programme of research of which this study was one part was particularly concerned with understanding the full range of patient experiences of communication, from poor to good. [41] However, nationally in England, 94% of patients score all questions addressing GP communication within appointments as good or very good in the GP Patient Survey: therefore, we specifically sought low scoring practices to maximise the chance of some appointments within the practice being given low patient ratings for communication. We approached eligible practices within the study areas in turn until we had recruited 13 participating practices: some practices were known to us from participation in a previous study in the programme. [40]


Patient recruitment
Data collection took place between August 2012 and July 2014, with recruitment undertaken for one or two physicians at a time in each participating practice. As the primary  component of the study involved video-recording the encounter (reported elsewhere [42]), we based researchers in the practice to recruit patients into the study.  The research team approached adult patients on their arrival in the practice for a face-to-face appointment with a participating physician. Patients received a summary, a detailed information sheet, and a consent form. A member of the research team discussed these with each participating patient in order to obtain informed consent. 
Patient and physician ratings
Immediately following the appointment, the patient was asked to complete a short questionnaire. The questionnaire included a set of seven items taken from the national GP Patient Survey to assess physician-patient communication (Box 1), and basic socio-demographic questions. Also following the appointment, physicians answered the same seven items about their own communication performance in that encounter. From these, we calculated two scores of communication in the appointment, one from the patient responses and one from the physician responses. In line with previous work, each was calculated by linearly rescaling responses between 0 and 100 and taking the mean of all informative responses where four or more informative answers were given. [40,43]
Trained clinical rater ratings
In addition to physician self ratings and patient ratings, 56 of the consultations were selected for rating by experienced trained clinical raters (all family physicians). The selection of appointments was made on the basis of patient ratings of communication, with the aim of maximising the variation of patient-reported communication quality. To increase reliability, four raters scored each appointment, using both the Global Consultation Rating Scale [44] and the set of seven items taken from the national GP Patient Survey (as also used by patients and physicians). Full details of the rating process are given in a previous publication, which showed a weak correlation between patient ratings of physician communication and trained raters scores using the Global Consultation Rating Scale. [42] In this current analysis, we make use of the items derived from the GP Patient Survey, calculating scores as above. Each of the trained raters scored appointments in a different random order to minimize any order effects (using simple randomisation), and the same raters were used for all consultations. A simple mean of the four raters was calculated for each consultation. 
Statistical analyses
We calculated correlation coefficients comparing physician scores, patient scores and rater scores for both the full sample and the sub sample which were scored by trained raters. To evaluate the within-physician association between patient and physician scores, we used a mixed linear regression with a random effect (intercept) for physician on the full sample. This model accounts for the fact that some physicians may, in general, be more generous or more critical than other physicians, and thus assesses whether individual physician scores for particular appointments go up when patients also rate them higher. This mixed model was performed initially with a single fixed effect (patient reported scores) and subsequently adjusting for patient demographics (age, gender, ethnicity and self-rated health) to account for the fact that some types of patients were more likely to give positive ratings. A further model was performed including physician gender, whether they were UK qualified, and the years since they qualified to adjust for any differences not captured by the random effect for physician. Standardised regression coefficients (betas) are reported. These are directly comparable to (and in the case of models with a single exposure equal to) correlation coefficients. Because of potential concerns over normality assumptions, bootstrapping was used in all analyses with 500 bootstrap samples. To account for the non-independence of observations due to physicians being represented more than once, we performed the bootstrap sampling clustered by physician.  All analysis was carried out using Stata V13.1.

Results
A total of 908 patients had face-to-face appointments with 45 participating physicians during periods of recruitment. Of these 167 (18.4%) were ineligible (mostly children) and, of the remainder, 529 completed a questionnaire (71.4% response rate). A further 26 (4.9%) appointments were excluded due to missing data, leaving 503 physician-patient appointment pairings within the dataset (see appendix Figure 1 for an outline of the number of patients recruited and the derivation of the analysis sample, and Table 1 for demographic characteristics of participants). Data on physician gender, country of qualification and date of qualification were not available for four physicians. Of the 56 appointments selected for rating by trained raters, 55 (98%) had complete physician and patient scores and the sub-sample analysis is restricted to these appointments. The different rater scores for these 55 consultations were strongly correlated with each other (pairwise Spearman correlation coefficients varied between 0.54 and 0.67, p<0.0001 for all, see Appendix Table 1) giving confidence that the scale was being used consistently and that obtaining a mean of the four rater scores was appropriate.
Physician-patient comparison
Figures 1a and 1b show the distribution of physician-reported and patient-reported scores for the 503 appointments. Physician scores of their own performance were fairly symmetrically distributed, with scores ranging from 39.3 to 100 (mean 74.5), with only 5.4% (27) of appointments being given the maximum score of 100.  In contrast, the distribution of patient-reported scores is highly skewed, with 63.4% (319) of patients giving the maximum score of 100 (range 32.1 to 100, mean 94.4). A scatter plot comparing physician-reported scores with patient-reported scores of the same appointment is shown in Figure 2. The skewed nature of patient scores is evident in this figure, which also shows that, whilst physicians do not often score themselves lower than 50, on average they gave themselves much lower scores than patients. The lack of any clear relationship in this figure is reflected in the very low correlation coefficient shown in Table 2, again with no evidence of an association (p=0.854). The lack of association persists when considering within-physician associations and when further adjusting for patient demographics (Table 2). Additional adjustment for physician factors had no meaningful impact on the regression coefficient or p-value for physician self-rating. 
Physician-patient-rater comparison
Figues 1c, 1d and 1e show the distribution of physician-reported, patient-reported and trained rater-reported scores for the 55 appointment sub-sample rated by trained clinical raters. The bi-modal distribution of patient scores reflects the way appointments were sampled, while the physician self-rated scores were distributed similarly to the full sample. The trained raters scored appointments over a wider range than either patients or physicians, from 23.2 to 87.5 (mean 57.3). Figure 3 shows scatter plots comparing the three sets of ratings. Similar to the full dataset shown in Figure 2, there is no association between physician scores and patient scores in the sub-set of appointments rated by trained raters. Furthermore, there is no association between physician scores and the scores of trained raters, whereas there is a tendency for patient scores to be higher when the trained rater scores were also higher. These relationships are reflected in the correlation coefficients of 0.015 (p=0.91) for physicians and patients, -0.006 (p=0.69) for physicians and raters and 0.35 (p=0.042) for patients and raters. As such, the only pair where any statistically significant and non-trivial association exists is between the scores of patients and raters.
Discussion
In this examination of family physicians’, patients’ and trained clinical raters’ assessments of physician-patient communication within individual appointments, we found no correlation between physician and patient scores or between physician and trained rater scores, and a moderate correlation between patient and trained rater scores. 
Our results suggest that family physicians draw on different constructs of ‘good communication’ compared to patients and trained clinical raters, when asked to complete the same evaluation items. Previous research has documented a mismatch between physicians’ assessments of patient expectations, their subsequent communication behaviours, and patient perceptions of these behaviours, most notably in paediatric appointments. [34–37]. Our findings suggest that a divergence between physician and patient expectations of communication practices may be common in primary care. As a result, physicians’ self-perceptions are likely to be of limited value, by themselves, in identifying aspects of their patient-centred communication practices which may be strengthened or improved. Trained raters are more likely to share patient perceptions of what ‘good’ communication looks like. However, raters may additionally pinpoint aspects of physicians’ communication behaviours which are not perceived by patients, or at least not reported in a post-consultation survey. [33] Multi-source feedback for the assessment of physician performance is now an established tool for evaluating the quality of care, with increasing evidence of impact on physician behaviours. [45,46] Our study provides further evidence for the importance of external assessment of physicians’ communication skills by trained peers as a first step in improving the standard of physician-patient communication. 
The differences we observed in the distribution of scores used by raters, patients, and physicians are also of some interest, though must be interpreted with some caution.  Patients provide more generous scores, on average, than trained raters or physicians. High patient scores reflect, in part, the fact that some patients are inhibited in identifying poorer communication on patient experience questionnaires. [47] The reluctance of some patients to report poorer experiences is likely to result in weaker correlations between patient and rater assessments of communication than would otherwise occur. In aggregate, patient ratings are able to distinguish between better and worse physician performance overall. [48,49] However, given the different range of scores used by different groups (patients, physicians, raters) on the same response scale, we suggest that patient experience scores are best interpreted as a relative measure indicating better and worse patient experience, rather than being interpreted on an absolute scale. [42] This further supports the need for external peer assessment of communication skills, as patient feedback alone is unlikely to identify specific needs for additional support and training in this area.
Our study has a number of limitations. We selected practices purposively to increase the likelihood of identifying appointments which were scored more poorly by patients. Within each practice, not all physicians took part. If physicians who participated were more highly skilled at communicating with patients, we may have reduced the variability of quality of communication in our sample, thus reducing study power and the strength of the observed correlations. 
We asked family physicians to assess their communication performance immediately after each appointment, when time may have been short. Thus our findings may not be generalizable to other forms of self-reflection where more time is taken, for example review of video-recorded appointments. On the other hand, our method of data collection may be representative of the informal self-evaluation that routinely occurs among physicians.  We additionally note that we did not assess the compliance of each participating physician to our request to complete an assessment after every appointment. Whilst we collected assessments at the end of each surgery, reliability may have been reduced if physicians completed assessments in batches following a series of appointments. Patients completed questionnaires immediately following their appointment, usually in the practice waiting area. Social desirability bias may have increased the likelihood of patients giving positive assessments of care. 
Patient feedback is, and should remain, a central component of assessments of the quality of care. However, our findings support the role of trained peer assessors in examining the communication practices of family physicians in any multisource assessment investigating standards of care. We would further suggest that the presentation of feedback from such assessments should include support for physicians to better attune themselves to the perceptions and communication needs of their patients. 
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Thinking about the consultation which took place today
How good was the doctor at each of the following? *
Please put an  in one box for each row

	 
	Very good
	 
	Good
	 
	Neither good nor poor
	 
	Poor
	 
	Very poor
	 
	Doesn’t apply *

	Giving you enough time ............................
	
	…
	
	…
	
	...
	
	...
	
	...
	

	Asking about your symptoms ..................
	
	…
	
	...
	
	...
	
	...
	
	...
	

	Listening to you ........................................
	
	…
	
	...
	
	...
	
	...
	
	...
	

	Explaining tests and treatments ..............
	
	…
	
	...
	
	...
	
	...
	
	...
	

	Involving you in decisions about your care
	
	…
	
	...
	
	...
	
	...
	
	...
	

	Treating you with care and concern .........
	
	…
	
	...
	
	...
	
	...
	
	...
	

	Taking your problems seriously ................
	
	…
	
	...
	
	...
	
	...
	
	...
	

	* Considered to be uninformative for the purposes of our analysis

	Box 1. Physician-patient communication items

* Amended for physicians to read “How good were you at each of the following”, with items worded as “Giving the patient [e.g. enough time]”.



	
	
	Completed questionnaire

	
	
	n
	%

	Sex
	Male
	199
	39.56

	
	Female
	304
	60.44

	Age
	18-24
	36
	7.16

	
	25-34
	76
	15.11

	
	35-44
	61
	12.13

	
	45-54
	78
	15.51

	
	55-64
	83
	16.50

	
	65-74
	93
	18.89

	
	75-84
	59
	11.73

	
	85+
	15
	2.98

	Self-rated health
	Excellent
	49
	9.74

	
	Very good
	163
	32.41

	
	Good
	179
	35.59

	
	Fair
	78
	15.51

	
	Poor
	34
	6.76

	Ethnicity
	White
	458
	91.05

	
	Mixed
	4
	0.80

	
	Asian or Asian British
	15
	2.98

	
	Black or Black British
	21
	4.17

	
	Chinese
	4
	0.80

	
	Other
	1
	0.20


Table 1. Self reported demographics for patients who completed a questionnaire



	
	Patients
(n=503)

	
	Correlation coefficient/ Standardised regression coefficients (95% CI)
	P-value

	Global association
	0.009
(-0.086, 0.104)
	0.854

	Within-physician association
	0.025
(-0.060, 0.110)
	0.565

	Within-physician association adjusted for patient socio-demographics
	0.023
(-0.064, 0.110)
	0.608

	Within-physician association adjusted for patient socio-demographics and physician factors*
	0.051
(-0.044, 0.146)
	0.291

	*Restricted to 451 consultations where physician data were available


	Table 2. Correlation coefficients/standardised regression coefficients of the association between physician scores and the scores given by patients
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	Physician scores
	Patient scores
	Rater scores

	Full sample (n=503)
	a) [image: ]

	b) 
[image: ]
	

	Sub sample rated by trained raters (n=55)
	c)
[image: ]
	d)[image: ]
	e)[image: ]

	Figures 1a to 1e. Distribution of scores given to appointments by physicians scoring themselves (a and c) and by patients (b and d) and by trained raters (e) for the full sample of 503 appointments (a and b) and the sub sample of 55 appointments scored by trained raters (c, d and e).
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Figure 2. Scatterplot illustrating the association between physician scores and patient scores. The grey line is a line of best fit. 


	a[image: ]
	b[image: ]
	c[image: ]

	Figure 3. Scatterplots illustrating the association between physician scores, patient scores and trained rater scores. The grey lines are lines of best fit. 




Appendix Figure 1 – Flow chart outlining recruitment and sample derivation.

Attended Face to Face appointment with family physician taking part in study
908
Ineligible
167
(including 149 children)
Eligible
741
Approached
726
Agreed to participate
537
Patient completed questionnaire
529
Communication items not answered by patient (4) or GP
(12)
Missed
15
Declined
189
No questionnaire completed
8













Patient and GP questionnaires with communication items 
513

Patient demographic items not answered
10


Final analysis sample for GP patient analysis
503







Appendix Table 1 – Pairwise Spearman correlation coefficients between the four rater’s sets of scores for the 55 consultations included in the sub-sample analysis using these scores (p<0.0001 for all).

	
	Rater

	
	1
	2
	3
	4

	Rater
	1
	1.00
	0.57
	0.67
	0.64

	
	2
	0.57
	1.00
	0.54
	0.54

	
	3
	0.67
	0.54
	1.00
	0.54

	
	4
	0.64
	0.54
	0.54
	1.00
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