The significance of fine-scale climate for plants

Submitted by Owen Greenwood, to the University of Exeter as a thesis for the degree of Masters by Research in Biological Sciences, March 2018.

This thesis is available for Library use on the understanding that it is copyright material and that no quotation from the thesis may be published without proper acknowledgement.

I certify that all material in this thesis which is not my own work has been identified and that no material has previously been submitted and approved for the award of a degree by this or any other University.

(Signature)..............................................................................................................
Abstract

1. Global climate change will be one of the biggest threats to biodiversity over the course of this century. 21st century biodiversity conservation thus depends much on our ability help species adapt. A better understanding of the importance of fine-scale spatial variation in climatic influence on biodiversity response to climate change is needed to apply management effectively. Current methods utilising coarse-scale variation may not account for the climate a species experiences, leading to inaccurate predictions of species response to climate change.

2. To better understand the importance of climatic influence on biodiversity, this thesis looks at the fine-scale patterns and environmental influences of plant community change in response to climate change, and how these responses can be manipulated through *in situ* management. The first data chapter in this thesis looks at the long-term, fine-scale patterns of a plant community's response to climate change, and the drivers of these. The next data chapter looks at the processes by which microclimate influences the distribution of plants at the fine-scale, focussing on plant species from a range of major biomes. This thesis finishes with a review of the published evidence for whether *in situ* management can be effective in offsetting the adverse impacts of climate change through microclimate manipulation.

3. Chapter 2 looks at long-term, fine-scale changes in plant community composition on the Lizard Peninsula, United Kingdom, since 1900. Using species’ indices for temperature, nitrogen and moisture, mean community index values were calculated for 1 km² grid cells over three periods: 1900-1958, 1986-1999 and 2000-2013. The change of each mean index value between these
periods for each grid cell was modelled against spatial variation in a number of environmental variables including distance from the coast, and proxies of water availability and near-ground temperature. The change maps suggest that the majority of cells saw significant increase in January and July temperatures and moisture availability, and significant declines in nitrogen availability. Recorded changes were influenced by distance to the coast, terrestrial warming, topographic wetness, elevation, dominant land cover, and spring solar index.

4. Chapter 3 looks at how habitat variation affected distribution of rare and threatened plant species. Random encounter surveys were carried out between May to September 2013, along public pathways on the Lizard peninsula. Slope, aspect, percentage bare ground cover, soil depth and vegetation height were then measured around individuals. These variables were compared between species with different preferences. This study finds that topography and sward height influence on microclimate affected species distribution. Species with the warmest and coolest temperature associations are both found in the warmest, driest microclimates. These microclimates are predominantly on south-facing, steep slopes with low sward cover.

5. Chapter 4 reviews the available literature to determine the suitability of in situ habitat management to manipulate microclimate to promote species persistence. Web of Science was used to search for key terms related to climate change and management, identifying 67 relevant papers for this review. Each management technique identified was then assessed for strength of evidence and risk of failure. This review finds that manipulation of habitat can be used to alter the microclimatic conditions organisms experience to mitigate the effects of climate
change on species as regional climatic conditions became unsuitable. However, many manipulations are not ingrained in conservation practice, and may have negative impacts if applied without consideration.

6. Synthesis and applications. Overall, the findings outlined in this thesis suggest that fine-scale environmental variation influences species’ response to climate change. If there is a fine-scale influence on species distribution, using coarse-scale SDMs in heterogeneous environments may underestimate species persistence in their current range. Based on our review, in situ management is effective at manipulating local environments to offset the effects of climate change. By exploiting this knowledge, conservation managers could manipulate habitat to influence species response to climate change, and more effectively conserve biodiversity.
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Chapter 1: Introduction

Ecological responses to climate change: the importance of scale

Climate change is recognised as one of this century’s major threats to global biodiversity, alongside habitat loss, pollution, and invasive species (Thomas et al. 2004; Wake & Vredenburg 2008; Clavero, Benejam & Seglar 2009; Maclean & Wilson 2011; Trathan et al. 2015). As a result of these anthropogenic pressures, global extinction rates over the past century were around 100 times higher than historic rates, and are expected to accelerate further (Millenium Ecosystem Assessment 2005). Over the last 40 years, an increasing number of studies have endeavoured to predict ecological responses to climate change (Beaumont et al. 2011; Dawson et al. 2011; McMahon et al. 2011). Many ecological responses are expected due to species distribution shifts as species attempt to continue to occupy suitable climatic conditions under anthropogenic climate change. Most studies have predicted species distribution shifts using species distribution models (SDMs) based on macroclimatic changes at a scale of tens to hundreds of kilometres. This is at odds with the scale at which species experience climate (Potter, Woods & Pincebourde 2013). Predictions for biodiversity response to climate change are often made using SDMs, which have shown themselves be powerful predictive tools (Phillips, Dudík & Schapire 2004; Guisan & Thuiller 2005). SDMs combine species distribution data and species environmental associations to current environmental conditions to predict distribution changes under predicted future environmental conditions over time. Recently, studies have investigated the effect of microclimatic variation on species distribution changes and its potential importance under future climate change (Suggitt et al. 2012; De Frenne et al. 2013; Scheffers et al. 2014a). These studies found that
microclimate can affect species distribution in areas with heterogeneous environments. This suggests that SDMs which make use of fine-scale data may provide more accurate predictions for species distribution shifts in heterogeneous environments. Consequently, they may identify holdouts within areas of unsuitable macroclimatic conditions. Accurate ecological response predictions are important because they provide conservation managers with useful information to help offset the adverse effects of climate change on biodiversity.

Predictive studies of climate–organism interactions usually rely on coarse-resolution climate variables measured over tens to hundreds of kilometres, whereas the conditions experienced by many organisms vary over scales from millimetres to metres (Potter, Woods & Pincebourde 2013). Coarse-scale SDMs bridge this spatial mismatch by assuming that macroclimatic conditions of an area can be used to accurately predict ecological responses (Bennie et al. 2014). However, the implications of this spatial mismatch and the conditions under which coarse-resolution climate data fails to accurately predict responses to climate change for coarse-scale SDMs are not fully understood. For example, Randin et al. (2009) found that SDMs using coarse-resolution data predicted that as few as 13 of the 78 mountain plant species (16.6%) studied in the Swiss Alps would retain suitable habitat during the 21st century. On the other hand, SDMs using fine-resolution data predicted that potentially all 78 species (100%) could retain suitable habitat. However, in a similar environment Trivedi et al. (2008) found the opposite trend. Their analysis predicted distribution of ten montane species at the coarse-scale had a 62% match to current distributions, with only a 26% match at the fine-scale. This highlights that many issues around fine-scale and coarse-scale models are not well understood.
The likely cause for the disparity between coarse and fine-scale model predictions is the inability of coarse-scale models to capture topographic and vegetative cover heterogeneity (Luoto & Heikkinen 2008). Without information on the topographic and vegetative influence on climatic conditions, it is very difficult to predict the effects of climate change on available microclimates. In heterogeneous environments fine-scale SDMs could be used to predict areas in which microclimatic conditions may differ from broad scale average macroclimatic conditions. This could lead to identification of suitable microclimatic holdout locations in an area defined as macroclimatically (i.e. at the coarse-scale) unsuitable for a given species. I define a holdout here as a population which persists in a suitable microclimate for a limited time period within an area with unsuitable macroclimatic conditions (Hannah et al. 2014). Holdouts differ from microrefugia as holdouts only enable persistence for a limited time under climate change, whereas microrefugia are areas in which they persist interminably. Many species take advantage of holdouts to persist within areas with unsuitable macroclimatic conditions. For example, species are able to occupy areas with more suitable warmer (Lawson et al. 2012) microclimates than expected from macroclimatic averages. Fine-scale variation in moisture availability has similarly been shown to influence species habitat association, allowing species to live in areas with greater water availability (Carroll et al. 2011) than expected from the regional macroclimate averages. Consequently, predictions of future species distributions under differing climatic conditions made using coarse-scale models may provide an inaccurate picture of species distribution changes. With the threat of climate change, conservation planning relies on accurate predictions of
changes in species distributions to determine where and how conservation managers need to respond.

**Patterns of species distribution shifts in response to climate change**

Given that many species experience climate at the fine-scale, I argue that species distribution response to climate change is influenced by fine-scale climatic variation. Fine-scale climatic variation has been shown to influence species distribution. If the influence of fine-scale environmental variation on species response to climate change is understood, predictions of species distribution changes could be made with greater accuracy at a fine-resolution. With more accurate predictions of species distribution changes, conservation efforts could be focused on regions where management would be most effective for mitigating biodiversity loss resulting from climate change.

Global anthropogenic climate change has been occurring for over a century. Despite this, studies examining the long-term, fine-scale community responses to climate change over a similar period are lacking. Lack of long-term datasets of species records at the fine-scale is one of the main reasons for this. In particular, determining the influence of climate change on species distributions becomes problematic when (i) community responses only occur after a certain threshold of climatic change (Shi *et al.* 2015), or (ii) when long-term community responses can be masked by short-term variability (Lawson *et al.* 2015).

In chapter 2 I identify the influence of climate change on fine-scale plant community change over the long term using plant records from the Cornwall focused database ERICA (French 2010). The ERICA database is collated from
professional and amateur sources. I use the long-term, fine-scale dataset available for the Lizard Peninsula, Cornwall, which spans from the 1800s to the present (Johns 1848; Maclean et al. 2015). ERICA contains over 190,000 plant records for the Lizard Peninsula to at least 1 km resolution. This allows study of community change over a similar period to that of anthropogenic climate change (>100 years). In addition, I investigate the change drivers responsible for the fine-scale variation in community response to climate change seen. Change drivers included topographic wetness, dominant land cover type, distance from the coast, mean terrestrial warming, mean spring, summer and autumn solar index, elevation, and accumulated flow. Most fine-scale studies are short, meaning that they can’t evaluate biodiversity responses to the several decades of climate change we have now seen. This is one of the longest running records of fine-scale responses to climate change known. By using a long-term, fine-scale database such as ERICA, it was possible to see fine-scale plant community response to climate change, and the role each of the change drivers played in community response variation.

Influence of microclimate on species distribution

There seems to be no consensus in the literature of the scale by which it is best to predict changes in species distributions as a result of climate change. There is an argument that coarse-scale SDMs bridge the mismatch between the scale at which climate affects species distributions and the scale at which distributions are modelled, albeit implicitly, through ‘mean field approximation’. Mean field approximation is where grid cell climate variable averages are statistically meaningful predictors of species persistence likelihood within that grid cell (Bennie et al. 2014). Others argue that climate is relatively unimportant at the fine
scale, when compared to factors such as biotic interactions (Pearson & Dawson 2003), and so coarse-scale models would make accurate predictions for distribution changes.

In chapter 3 I investigate the influence of topographic variation on microclimate and the consequent impact on species distribution. From this I aim to determine the suitability of fine-scale resolution data in SDMs to provide accurate predictions of biodiversity response to climate change. Specifically, I look at the influence of solar insolation and vegetation cover on species distribution of coastal grassland and heathland plants of the Lizard Peninsula, UK. I measured slope, aspect, soil depth, and sward height in a 0.5m² quadrat centred on target species specimens in the field. I took field measurements for species from a range of major biomes to assess the relationship between a variety of species’ macroclimatic and microclimatic associations. To provide a proxy of microclimate in each quadrat, I calculated each quadrat’s mean solar insolation between 1st of April and 1st of August, based on solar zenith and azimuth. The solar zenith and azimuth are functions of latitude Julian day and were derived using methods detailed in Hofierka & Šúr (2002) and Bennie et al. (2008). Solar insolation plays an important role in determining near-surface temperatures, evaporative demand, and soil moisture of a site at the fine scale (Bennie et al. 2008; Suggitt et al. 2011; Maclean et al. 2017). I compared the mean solar insolation and sward height of areas species occupied with the species’ recorded macroclimatic associations and broad scale distributions. I found that species distribution can be shaped by fine-scale climatic variations, and so may not be influenced by coarse-scale climatic conditions as predicted.
Relevance of microclimatic associations for *in situ* conservation management in response to climate change

*Ex situ* conservation measures, such as species translocations (Thomas 2011) and the redesign of protected area networks (Araújo *et al.* 2011) are often presented as options for managing distribution shifts of species at risk from climate change. While they can be applied successfully (Molles *et al.* 2008; Gleason *et al.* 2010), they are often unfeasible. For example, species can be isolated within surrounding hostile environments as a result of anthropogenic habitat manipulation (Mantyka-Pringle, Martin & Rhodes 2012). In other situations, species range shifts may not be rapid enough to keep pace with anthropogenic climate change (Menéndez *et al.* 2006). In both these circumstances, redesign of protected area networks is not very effective. Additionally, translocations may be limited by financial cost (Beringer *et al.* 2002) or availability of suitable space (Liu *et al.* 2001; McRae *et al.* 2012) Thus, looking at *in situ* management options may be an effective way to conserve immobile or isolated species in the face of climate change.

In chapter 4 we look at *in situ* options for habitat management, and the benefits and risks associated with each method for species conservation in the face of climate change. We review the growing available literature to determine how *in situ* management could be used to manipulate climatic conditions to species’ benefit. Within the literature, there is a lack of clear guidance to support how such management can be achieved, or how successful or risky a given technique is. There are species which rely on human habitat manipulation to persist in their current distribution (Luoto, Pykälä & Kuussaari 2003), as well as species which shift their local distribution in response to climatic variation (Suggitt *et al.* 2012).
These situations suggest that habitat manipulation can be used to buffer species response to adverse effects of climate change. Potential habitat management techniques were identified by searching Web of Science using terms related to climate change and management. Also included were any additional studies already known to the authors. This resulted in 62 relevant papers being identified. These papers were assessed for strength of evidence and risk of failure for unique techniques identified. While many techniques had at least moderate risk of failure, they also had moderate to high strength of evidence for success when applied with care. The strength of evidence suggests that there are in situ management techniques which can be utilised to manipulate climate change for the benefit of species persistence, and thus conservation of biodiversity. Chapter 4 provides conservation managers with a toolbox of known in situ management techniques to conserve biodiversity in the face of global climate change, and the benefits and risks associated with them.
Chapter 2: Mapping long-term environmental change in response to climate change in a floristically diverse region

Summary

1. It is well documented that plant and animal species are responding to environmental change. However, few opportunities present themselves to study the long-term effects, particularly for multiple species at fine spatial scales.

2. Here, I examine fine-scale changes in plant community composition on the Lizard Peninsula, United Kingdom over 113 years of anthropogenic change. I use temperature indices and Ellenberg Indicator Values (EIVs) for nitrogen and moisture and relate these to changes in environmental conditions to establish the likely causes of change. I identify areas least susceptible to change and offer insight into why. Mean community indices were calculated for each 1 km grid cell over three periods: 1900 to 1985, 1986 to 1999 and 2000-2013 and the change between periods in each grid cell was modelled against spatial variation in land cover, distance from sea, proxies of water availability and near-ground temperature, as well as fine-scale temperature change.

3. Significant changes in plant community composition have occurred between 1900 and 2013. Community January and July temperature and moisture indices tended to decrease between during the 20th century but tended to increase in the early 21st century. Community nitrogen indices showed the opposite pattern. Based on mixed regression models,
community changes were influenced by changes in temperature, moisture availability, and nitrogen. Changes in temperature, moisture availability, and nitrogen mean indicator values varied due to spatial variation in topography, dominant land use, and coastal proximity, as well as temporal variation in warming.

4. *Synthesis and applications.* My results suggest changes in plant community composition have occurred on the Lizard in line with changes in climate and land use. To my knowledge, this is among the first studies to document long-term (>100 year) plant community responses to anthropogenic change at the fine-scale. My findings provide insight into the drivers of spatial variation in responses to change and facilitate the identification of resilient habitats. Such areas may serve as vital safe havens for biodiversity under projected anthropogenic warming.

**Key-words:** biodiversity conservation, biological records, environmental change, global warming, microclimate, plant community

**Introduction**

Global extinction rates over the last century are in the region of 100 times higher than historical background rates (Millenium Ecosystem Assessment 2005). These losses are largely attributable to rapid changes in environmental conditions brought about by human activities (Foley et al. 2005). Shifts in global development have resulted in major threats to biodiversity principally from climate change, habitat loss and fragmentation, pollution and the spread of invasive species (Thomas et al. 2004; Wake & Vredenburg 2008; Clavero, Benejam &
Seglar 2009; Trathan et al. 2015). These drivers often act in combination to create what Barnosky et al. (2011) describe as a ‘perfect storm’, whereby multiple stressors act concurrently to induce high rates of extinction. The simultaneous nature of these stressors and the varying degrees to which they matter at local scales makes it difficult for environmental managers to know how to respond. To manage habitats effectively, one needs to distinguish between the effects of different drivers of biodiversity loss. However, obtaining such knowledge is made challenging by the paucity of long-term records that allow the individual effects of multiple drivers to be fully understood (Tylianakis et al. 2008; Greenwood et al. 2016).

While major anthropogenic environmental change has been occurring for over a century (Foley et al. 2005), there are very few studies that examine the ecological effects of these changes over a comparable period, particularly for multiple species at the fine spatial scale relevant to management. The disparity between the temporal periods over which changes have occurred and those at which studies are conducted, makes it more difficult to partition the effects of individual stressors. The influence of climate change on biodiversity can either be compounded (Forister et al. 2010; Stevens et al. 2015) or offset (Warren et al. 2001) by habitat change. This illustrates the importance of understanding the environmental response to climate and habitat changes over a similar time-span (Stenseth et al. 2002). It is necessary to document the effects of long-term changes over comparably long periods, both because some changes only result in a response when they reach a certain threshold (Scheffer et al. 2001; Shi et al. 2015) and because species’ responses to long-term environmental changes can be masked by responses to short-term variability (Lawson et al. 2015).
In this study, I map and examine long-term changes in plant communities in one of the most data rich regions of the planet. The Lizard Peninsula, in Cornwall, UK has an extensive history of botanical interest dating back to the 17th century. Beginning with observations made by John Ray in 1667, botanical interest on the Lizard has been maintained ever since (Johns 1848; Coombe & Frost 1956; Malloch 1971; Pearman 2017), resulting in an unrivalled long-term dataset of plant records. Kosanic et al. (2015) identified the loss of 17 species from different sites in Cornwall comparing pre- and post-1900 plant records. I wanted to elucidate the community changes in an area of botanical interest within Cornwall which have occurred over a similar period. To assess the drivers of community change, I derive environmental indicators for plant communities and document changes of these in 1 km grid cells. Firstly, I use species temperature indices to assess how plant communities may have responded to increasing temperatures. Secondly, I use species Ellenberg Indicator Values (EIVs) for nitrogen and moisture (Ellenberg et al. 1991; Hill, Preston & Roy 2004) to assess how plant communities may have responded to changes in nitrogen deposition, agricultural run-off and water availability. These data allow me to map the ecological response to climate and habitat change on the Lizard Peninsula over a comparable period to that over which major changes have occurred. I also look at the effect of the drivers of change on the extent of climate change’s impact on species distribution. These drivers included spatial environmental predictors such as dominant land cover and proxies of fine-scale spatial variation in temperature and water, as well as a temporal predictor, namely fine-scale variation in warming.
Methods

Study system

This study investigated floristic community changes on the Lizard Peninsula Cornwall, United Kingdom (UK; 50.143°N, 5.124°W). Due to the serpentine bedrock, in conjunction with its warm, wet winters and mild summers, the Lizard is a unique environment in England, and hosts many threatened plant species endemic to the United Kingdom (Ratcliffe 1977; Byfield 1992).

The Lizard’s rich botanical history has resulted in an extensive floristic dataset of 197,574 records (for the region shown in Fig. 1), which is held by the Environmental Records In Cornwall Automated (ERICA) database (French 2010). Each record is assigned an observer, a date and geographic location to varying degrees of precision. Though comprehensive, the data are not systematically recorded, and represent sightings voluntarily submitted by professional and citizen scientists. However, all records are also verified by experienced botanists. Most records since 1900 have been georeferenced to a precision of 1 km or less, which allows for relatively high-resolution mapping of environmental changes based on variation in the environmental associations of the plant community. I use this dataset to indicate environmental changes spanning the past century and create one of the longest-term fine-scale analyses of environmental change indicators for any region of the planet. Records were split into three periods: 1900 to 1985 (period one), 1986 to 1999 (period two) and 2000 to 2013 (period three). The rate at which species records have been obtained has accelerated in recent years. The time-span between periods was selected to make periods two and three a comparable length while limiting disparity in number of records in each. There were too few records prior to 1985 to sub-divide in to more periods and still
provide adequate coverage of cells across the Lizard peninsula at a 1 km resolution.

**Changes in community indicator values**

An Ellenberg Indicator Value (EIV) is a value assigned to plant species based on ordinal classification of the position of their realized ecological niche along an environmental gradient. This provides us with a relative value to be able to analyse community change in relation to comparative species values. A species' niche is in part determined by its tolerance range to environmental drivers, such as moisture or nitrogen levels. An EIV is set on an arbitrary scale for each driver, defined by a plant's associated environment types, such as submerged soil (a 12 on the Moisture scale) or infertile soils (a 1 on the Nitrogen scale). EIVs for the British Isles were based on previous work by Ellenberg et al. (1991) and derived from existing datasets and field surveys (Hill, Preston & Roy 2004). I used Ellenberg indicator values for moisture and nitrogen. While indicator values for temperature were developed by Ellenberg (1991), their application in oceanic climates is problematic (Hill, Preston & Roy 2004). In consequence, temperature community indicator values were based on macroclimatic temperature associations provided by Hill, Preston and Roy (2004), which represent the mean January and July temperatures of the 10-km squares in which each species occurs in Britain, Ireland and the Channel Islands.

To map indicators of environmental change across the study region, plant records were grouped by period and 1 km² grid cell. The means of each of the four indicator values for species in each grid cell, hereafter referred to as community indices, were calculated for each period. Absolute changes in mean community
index values were calculated for cells between successive periods, one and two (1900-1985, 1986-1999), and two and three (1986-1999, 2000-2013) and mapped across the study area. Cells with only one species in both the periods being compared were excluded. Additionally, funnel plots of the relationship between the number of records and change in mean index values in each grid cell were used to rule out the possibility that changes could be attributed to observer effort, whereby grid cells with low observer effort exhibit greater variance and therefore have arbitrary mean index values. Based on the funnel plot centrality and symmetry, cells that did not have sufficient records were excluded to avoid bias, as these cells were more likely to have extreme mean index values and so skew observed change over time (Fig. S2.1). Between periods one and two, the minimum of records per cell required to avoid bias was four for January temperature index values and one for July temperature and nitrogen index values, and 55 for moisture index values. Between periods two and three, the minimum of records per cell required to avoid observer bias was nine for January temperature index values, 11 for July temperature and nitrogen index values, and one for moisture index values. After filtering the data in this way, there were 190,179 records georeferenced to a precision of at least one km and from cells with more than a single species and valid total record number, of which 29,580 were in period one, 67,089 in period two, and 93,510 in period three. Changes in mean index values between each period in each grid cell were quantified and assessed using a t-test separately in each grid cell to determine change significance.
Community indicator prevalence changes

To assess whether decreases or increases in the prevalence of species with a given indicator value that drove overall changes, cells were partitioned into those in which mean community indices had increased and those which had decreased, and the changes in the proportion of records associated with each indicator value in increasing cells ($\Delta p_↑$) and decreasing cells ($\Delta p_↓$), was determined as follows:

\[
\Delta p_↑ = p_i↑3 - p_i↑2
\]

\[
\Delta p_↓ = p_i↓3 - p_i↓2
\]

where $p_i↑$ is the total proportion of records associated with each indicator value $i$ in increases cells in either period two or three and $p_i↓$ is the proportion of records associated with each indicator value in decreasing cells. Here, positive values indicate that the proportion of records associated with a given indicator value increased between periods two and three. Bar plots of proportional change for each community indicator were made.

Drivers of biodiversity change

To identify drivers of plant community changes, absolute change in community index values between periods in each grid cell were modelled against the following predictors using linear regression: topographic wetness (see below), dominant land cover type, distance from the coast (log base 10 transformed), mean terrestrial warming, mean spring, summer and autumn solar index (see below), elevation, and accumulated flow. As period one had a relatively low number of fine-resolution records, it was excluded from these analyses.
Topographic wetness ($Topidx$) was calculated using the method described in Beven & Kirkby (1979), as follows:

$$Topidx = \log_e \left( \frac{a}{\tan b} \right)$$

where $a$ is accumulated flow, and $b$ is the slope. Both were calculated using ArcGIS 10.2 (ESRI 2014) from a five-metre resolution digital elevation model (DEM) obtained from Bluesky (Bluesky International Ltd. 2014) coarsened to 100m using bilinear interpolation to match the resolution of modelled terrestrial warming data. Land cover was derived from the Centre for Ecology and Hydrology’s 2007 Land Cover Map (Morton et al. 2011). In this dataset, land cover is classed into 26 categories of habitats, including grassland types, and land use types, such as arable or improved grassland. Mean terrestrial warming data were obtained from Maclean et al. (2017) for the period 1977 to 2014. In this study, five groups of factors were considered to influence local temperatures, namely coastal influences, net radiation, elevation, latent heat exchange and cold air drainage into valley bottoms. Their effects on temperature were modelled at hourly intervals at 100m resolution for the period 1977-2014. Rates of warming were calculated using linear regression of hourly temperatures in each grid cell.

Solar indices were calculated using the mean proportion of potential direct irradiance intercepted by an inclined surface for every hour between December and February (winter), March to May (spring), June to August (summer) and September to November (autumn). The proportion of potential direct irradiance
intercepted by the surface for a given solar zenith and azimuth (hereafter referred to as insolation) was calculated as follows:

\[ Ri = \cos S \cos Z + \sin \beta \sin Z \cos(\Omega_s - \Omega) \]

where \( Ri \) is the proportion of potential direct irradiance intercepted by the slope, \( S \) is the angle of the slope, \( Z \) is the solar zenith, \( \Omega_s \) is the solar azimuth and \( \Omega \) is the slope aspect. The solar zenith and azimuth are functions of latitude Julian day and were derived using methods detailed in Hofierka & Šúri (2002) and Bennie et al. (2008). All derived environmental data were coarsened from their original resolution to 1 km resolution by computing mean values within each 1 km grid cell.

Changes in temperature index values and Ellenberg indicator values as a result of changes in community prevalence were modelled as a function of the drivers of biodiversity change listed above using General Linear models, with Gaussian error structures and identity link functions. The MuMIn package for R (Barton 2016; R Core Team 2016) was used to perform a model dredge to identify the suite of predictors that best explained changes in temperature and Ellenberg indicator value indices between periods two and three. A Monte Carlo procedure was then used to account for the fact that indicator values in each grid cell have an associated uncertainty, whereby indicator value change data points were randomly generated from normal distributions with the same mean and variance as the data from each individual grid cell. The analyses were repeated 10,000 times, and the proportion of times in which coefficient value differences were either greater or less than zero (depending on in the hypothesised direction of
the effect) were used to determine significance. The Monte Carlo procedure hence provides a one-tailed significance for each fixed effect included in the model once the suite of predictors had been identified.

**Results**

*Overall patterns of temporal change in EIVs of plant communities*

Between both sets of periods, cells with sufficient records for inclusion were widely distributed across the study region (Fig. 1).

Between periods one and two, mean January temperature community index values significantly decreased in 85.1% of cells (Overall mean change: $-0.209 \pm 0.282$, Fig. 1a,b), for July temperature in 77.9% (Overall mean change: $-0.197 \pm 0.302$, Fig. 2a,b), and for moisture in 85.8% of cells (Overall mean change: $-0.334 \pm 0.317$; Fig. 3a,b). Mean nitrogen community index values significantly increased in 76.1% of cells (Overall mean change: $0.63 \pm 0.918$; Fig. 4a,b).

Between periods two and three, mean January temperature community index values significantly increased in 80.7% of cells (Overall mean change: $0.043 \pm 0.084$, Fig. 1c,d), and for July temperature in 78.7% of cells (Overall mean change: $0.052 \pm 0.077$, Fig. 2c,d), with decreases mostly occurring inland for both. Mean moisture community index values significantly increased in 69.2% of cells (Overall mean change: $0.138 \pm 0.337$; Fig. 3c,d), particularly close to coastal areas, with cells showing decreases in the west. Mean nitrogen community index values significantly decreased in 65.4% of cells (Mean overall change: $-0.156 \pm 0.387$; Fig. 4c,d).
Figure 1. Changes in the January temperature index values of each grid cell (a,c), and significance of change (b,d), between successive periods (1900-1985 and 1986-2000) and (1986-2000 and 2000-2013). Frequency histograms of cell changes between periods are provided in Figure S2.2. An increase in January temperature index values indicates an increase in plants associated with higher January temperatures in the later period.
Figure 2. Changes in the July temperature index values of each grid cell (a,c), and significance of change (b,d), between successive periods (1900-1985 and 1986-2000) and (1986-2000 and 2000-2013). Frequency histograms of cell changes between periods are provided in Figure S2.2. An increase in July temperature index values indicates an increase in plants with associated with July temperatures in the later period.
Figure 3. Changes in the moisture index values of each grid cell (a,c), and significance of change (b,d), between successive periods (1900-1985 and 1986-2000) and (1986-2000 and 2000-2013). Frequency histograms of cell changes between periods are provided in Figure S2.2. An increase in moisture index values indicates an increase in plants associated with higher moisture availability in the later period.
Figure 4. Changes in the nitrogen index values of each grid cell (a,c), and significance of change (b,d), between successive periods (1900–1985 and 1986–2000) and (1986–2000 and 2000–2013). Frequency histograms of cell changes between periods are provided in Figure S2.2. An increase in nitrogen index values indicates an increase in plants associated with higher nitrogen availability in the later period.
Between periods two and three, cell decreases in January and July temperature indices were the result of a sharp decline in the number of records of species with low (but not very low) indicator values (January: Fig. 5b; July: Fig. 6b), whereas cell increases were the result of a balance between both gains and losses (Figs. 5a and 6a). Decreases in cell moisture and nitrogen indices were the result of a balance between both gains and losses, whereas cell increases were primarily the result of gains in species with high indicator values (Fig. 7 and 8).
Figure 5. Change in proportion of records associated with a given January temperature indicator value between period two and three in cells which saw an increase in mean January temperature index values (a) and those which saw a decrease (b).
Figure 6. Change in proportion of records associated with a given July temperature indicator value between period two and three in cells which saw an increase in mean July temperature index values (a) and those which saw a decrease (b).
Figure 7. Change in proportion of records associated with a given moisture indicator value between period two and three in cells which saw an increase in mean moisture index values (a) and those which saw a decrease (b).
Figure 8. Change in proportion of records associated with a given nitrogen indicator value between period two and three in cells which saw an increase in mean nitrogen index values (a) and those which saw a decrease (b).
Drivers of biodiversity change

Between periods two and three, the model that best explained changes in the January community temperature index ($CTI_{jan}$) included an interaction between increasing distance from the coast and terrestrial warming, and independent effects of spring solar index, and topographic wetness (Table 1). Changes in the January community temperature index values of grid cells were significantly negatively associated with increasing topographic wetness (Monte Carlo: $p < 0.001$). Increasing distance from the sea resulted in a greater positive effect of terrestrial warming (Monte Carlo: $p < 0.001$).

Between periods two and three, the model that best explained changes in the July community temperature index ($CTI_{jul}$) included an interaction between increasing distance from the coast and terrestrial warming, and an independent effect of topographic wetness (Table 1). Changes in the July community temperature index values were negatively associated with increasing topographic wetness (Monte Carlo: $p < 0.001$). Increasing distance from the sea resulted in a greater positive effect of terrestrial warming (Monte Carlo: $p = 0.011$).

Between periods two and three, the model that best explained changes in the community moisture index ($CFI$) included distance from the coast, dominant land cover type, spring solar index, an interaction between terrestrial warming and topographic wetness, an interaction between terrestrial warming and elevation, and an interaction between elevation and topographic wetness (Table 1). Changes in the community moisture index values of grid cells between periods two and three were significantly positively associated with increasing distance from the coast (Monte Carlo: $p = 0.002$), dwarf shrub heath dominant land cover
(Monte Carlo: $p = 0.045$), and inland rock dominant land cover (Monte Carlo: $p < 0.001$). The positive effect of topographic wetness on moisture community index values was lower at higher elevations (Monte Carlo: $p < 0.001$) and greater terrestrial warming (Monte Carlo: $p = 0.038$). The positive effect of terrestrial warming was lower at lower elevations (Monte Carlo: $p = 0.047$). Changes in the community moisture index values of grid a cell between periods two and three were significantly negatively associated with littoral rock dominant land cover (Monte Carlo: $p = 0.005$), freshwater dominant land cover (Monte Carlo: $p < 0.001$), and salt water dominant land cover (Monte Carlo: $p < 0.001$).

Between periods two and three, the model that best explained changes in the community nitrogen index ($CNI$) included distance from the coast, dominant land cover type, spring solar index, and an interaction between elevation and topographic wetness (Table 1). Changes in the community nitrogen index values of grid a cell between periods two and three were significantly positively influenced by salt water dominant land cover (Monte Carlo: $p < 0.001$). Changes in the community nitrogen index values of grid a cell between periods two and three were significantly positively influenced by spring solar index (Monte Carlo: $p = 0.005$), dwarf shrub heath dominant land cover (Monte Carlo: $p < 0.001$), broadleaf woodland dominant land cover (Monte Carlo: $p < 0.001$), and inland rock dominant land cover (Monte Carlo: $p < 0.001$). Increase in elevation significantly increased the negative effect of higher topographic wetness on nitrogen community index values (Monte Carlo: $p = 0.044$).
Table 1. The suite of predictors that best explained changes in community indices between periods two and three, including the intercept and predictors effect on each mean community index value change between periods two and three. Only land uses with significant effects were included. The * indicates significant predictor effects. In land use a is freshwater, b is salt water, c is dwarf shrub heath, d is littoral rock, e is inland rock, and f is broad leaved woodland.

<table>
<thead>
<tr>
<th></th>
<th>Intercept</th>
<th>Dist. from sea</th>
<th>Terrestrial warming</th>
<th>Topographic wetness</th>
<th>Dist. from sea x Warming</th>
<th>Spring solar index</th>
<th>Elevation</th>
<th>Land use</th>
<th>Topographic wetness x warming</th>
<th>Elevation x warming</th>
<th>Topographic wetness x elevation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTIₜₐn</td>
<td>-0.53 ± 0.413</td>
<td>0.118 ± 0.076</td>
<td>0.423 ± 0.371</td>
<td>-0.002 ± 0.007*</td>
<td>-0.114 ± 0.073*</td>
<td>0.673 ± 0.617</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CTIₛ₀l</td>
<td>-0.209 ± 0.407</td>
<td>0.114 ± 0.08*</td>
<td>0.287 ± 0.387</td>
<td>-0.007 ± 0.007*</td>
<td>-0.114 ± 0.076*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CMI</td>
<td>0.165 ± 0.002 ± 0.007*</td>
<td>0.191 ± 3.651</td>
<td>1.203 ± 1.221*</td>
<td>-4.195 ± 2.533</td>
<td>-0.046 ± 0.042</td>
<td>a: -0.071 ± 0.302*</td>
<td>b: -1.065 ± 0.331*</td>
<td>c: -0.084 ± 0.087*</td>
<td>d: -0.477 ± 0.27*</td>
<td>e: 0.236 ± 0.31*</td>
<td>-1.046 ± 1.147*</td>
</tr>
<tr>
<td>------</td>
<td>------------------------</td>
<td>---------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>-------------------</td>
<td>-------------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>CNI</td>
<td>0.531 ± 0.006 ± 0.009</td>
<td>-0.199 ± 0.133*</td>
<td>1.528 ± 3.341*</td>
<td>-0.013 ± 0.007</td>
<td>b: 0.694 ± 0.437*</td>
<td>c: 0.207 ± 0.116*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>e: -0.815</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>± 0.402*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>f: -0.052</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>± 0.127*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Discussion

My findings provide empirical evidence of changes in the floristic communities of the Lizard Peninsula and offer insight into the likely mechanisms driving these changes. Across the period studied, all community index changes varied in response to climate change due to fine-scale spatial and temporal variation in change drivers. The change drivers studied are important aspects of community change globally, suggesting that fine-scale variation is important to consider when predicting community response to climate change.

Patterns of change

Between 1900-1985 and 1986-1999 the community index values associated with warmer summers and winters, and moist conditions decreased, while the community index values associated with nitrogen availability increased. Between 1986-1999 and 2000-2013 the community index values associated with warmer summers and winters, and moist conditions increased, while the community index values associated with nitrogen availability decreased. However, the overall changes between periods two and three were not ubiquitous in the 1 km² cells across the peninsula.

The community changes which resulted in the recorded changes in mean cell community index values were identified. This information helps inform how environmental drivers and other explanatory variables influence variation in community response to a changing climate and changes in land management practices. Analysis indicated that anthropogenic climate change and changes in land use influence changes in the plant community composition. As climate and land use has changed extensively globally over the period investigated, it is likely
that similar environmental changes have occurred more broadly.

Maclean et al. (2017), which the terrestrial warming values were derived from, found that warming in winter is greater than in summer on the Lizard peninsula. Additionally, the spatial pattern seen in terrestrial warming on the Lizard was more similar to the pattern seen in the January temperature index value changes than the July temperature index value changes. In areas which experienced the greatest warming, communities had a proportional decrease in records of species associated with low January temperature indicator values. This represents an in situ, community level response in species distribution to climate change, and provides evidence that environmental change can be influenced by microclimatic variation.

Despite the recorded decline in water availability from 1979 to 2011 on the Lizard (Maclean et al. 2015), there was an increase in moisture index values over the period of study. This doesn’t support the prediction that reduced moisture availability will be one of two major drivers of plant species loss by 2080 in Europe (Thuiller et al. 2005). Additionally, despite similar findings for other variables, our findings for moisture values contradicts the broader trend across Cornwall found by Kosanic et al. (2018). However, there was a trend for moisture index declines in fresh water dominant land cover. The decline in moisture index values in areas dominated by freshwater suggests that moisture availability has declined due to climate change. The observed declines in moisture index values in areas dominated by fresh water were likely the result of a loss of species highly dependent on high water availability. With the decline in water availability since 1979 freshwater sources are likely to have retracted. Thus, species which require
high levels of moisture may have been unable to maintain as a large a population as their limiting resource declined, and so the community response was as expected based on observed ecological change.

In the long term, if water availability continues to decline as predicted, the trend seen in freshwater habitats suggests there will be a decline in species with higher moisture requirements within the community. Additionally, the change maps show the patchy spatial distribution response of moisture index value expected in situations where environmental conditions become drier.

Nitrogen index values tended to decrease over the period of study, suggesting that changes in land use on the Lizard have resulted in reduced nitrogen deposition. However, many coastal cells and areas at lower elevation with high topographic wetness saw an increase in nitrogen index values. The former is likely due to nitrogen run-off from farmland. While agri-environment schemes have promoted reduced nitrogen deposition on the Lizard, it is still used, and run-off is likely carried to coastal regions through rivers (Howarth 2008). When combined with high topographic wetness, the coastal areas with low elevation see even greater increase in nitrogen community index values. This is likely because many species with high nitrogen preferences also prefer high moisture availability (Hill, Preston & Roy 2004), which enables them to dominate the local community when both these resources are abundant. If nutrient enrichment is implemented without control, it leads to a loss of biodiversity (Hejcman et al. 2007; Honsová et al. 2007). Therefore, looking at nitrogen accretion in coastal areas on the Lizard and further afield may be needed to avoid negative impact
on community resilience and productivity from loss of Biodiversity (Hooper *et al.* 2012).

*Change drivers*

*Climatic changes*

To interpret the causes of plant community changes, it is necessary to know the change in climate and land use that happened over a comparable period. This will help identify whether community changes are in direct response to climate driven environmental change, or another driver which might alter climatic influence. Climatic and land use changes are discussed separately to improve readability, with climatic changes being discussed first.

Firstly, January and July temperature index values tended to increase more in cells further from the coast, though the spatial effect of distance from the coast is reduced in cells which experienced greater terrestrial warming. This reinforces previous research, which has found that coastal areas are buffered against the effects of climate change on temperature (Haugen & Brown 1980). Temperature buffering on the coast may allow threatened species with cooler temperature preferences to persist in their current location despite rising temperatures. In consequence, a slower distribution shift away from these areas may be seen in temperature driven changes. However, terrestrial warming’s effect on temperature can offset the buffering provided by proximity to the coast. Terrestrial warming varies at the fine-scale in response to solar insolation, supporting the argument that microclimate plays a role in moderating community response to environmental climate change. Overall, this suggests that species distribution shifts in response to temperature increases may not be as rapid as predicted by
coarse-scale models in coastal regions. Species could be occupying microclimatic holdouts, enabling them to persist longer in their current distribution in coastal areas than predicted by coarse-scale. It has been shown that species take advantage of holdouts to persist within areas with unsuitable macroclimatic conditions, for example to live somewhere warmer (Lawson et al. 2012), or wetter (Carroll et al. 2011). My findings provide another example that supports the idea that predicted species extinction risk may not be as dire as previously reported (Thomas et al. 2004). If species are better able to persist in their current distributions despite rising temperatures, it may be that communities are more resilient to change than previously projected.

Secondly, January and July temperature index values tended to increase less in cells with greater topographic wetness. This is likely because areas with higher topographic wetness are more likely to be occupied by species with higher moisture requirements, and these species typically have cooler temperature requirements. This also suggests that in areas with high topographic wetness, species’ declines in response to increasing temperatures may be buffered. Species with high moisture requirements would be better able to persist in areas with greater topographic wetness in the face of increasing temperatures. In turn, this would result in greater foliage cover over time, further buffering against temperature changes and moisture loss through greater shading from solar insolation (Morecroft, Taylor & Oliver 1998; Lin 2007). Therefore, as with coastal regions, areas with higher topographic wetness may be predicted to see slower loss of species with cooler temperature preferences. This provides evidence for holdouts in which species cooler temperature preferences could persist in the face of climate change.
There was a decline in records of species with mid-range temperature associations between periods two and three. This decline was likely the result of an inability to tolerate the increasing temperatures and declining moisture availability recorded (Maclean et al. 2015). The species with the warmest and coolest temperature preferences on the Lizard are from the Mediterranean and Alpine biomes respectively. Both these biomes are in part defined by low water availability for periods of the year, leading to drought-like conditions. The persistence of species with cooler temperature preferences suggests the ability of Alpine species to tolerate drought-like conditions may be more important than tolerance to rising temperatures. It may be that Alpine species are able to persist in areas with low moisture availability through reduced competition resulting from loss of species less able to tolerate the local conditions.

In terms of cell moisture index values, increases associated with high topographic wetness decreased at higher elevations. These cells also tend to be less nitrogen rich. Areas with higher elevations on the Lizard tend to be further inland and less intensively farmed (Natural England 2017). With less intensive farming there is reduced nitrogen deposition, meaning that species with lower nitrogen requirements are more likely to persist. There are Mediterranean species on the Lizard with lower nitrogen requirements which are often associated with drier habitats. Increased presence of these species due to rising temperatures likely led to the reduced increase in moisture index values observed in areas of high topographic wetness. In addition, temperature increase was less buffered further inland, further increasing the suitability of inland areas for species with preferences for higher temperatures. This information could be used to direct
management practices, as it suggests that topographically heterogeneous areas could be managed to provide suitable habitats for species which require less moisture. Minimising nitrogen deposition in heterogeneous areas could benefit less competitive species with lower moisture preferences. This is particularly beneficial for species with extreme temperature preferences due to the more extreme average temperatures in topographically heterogeneous areas. Areas with many north-facing slopes provide cooler mean and maximum temperatures and can be manipulated to have reduced moisture availability. This would create areas for species with cooler temperature preferences and low moisture requirements to persist in the face of climate change.

Moisture index values were also found to increase less in areas which have high topographic wetness and terrestrial warming. This might be explained by the increase in evapotranspiration seen in warmer areas, though this is an area of contention (Barnett, Adam & Lettenmaier 2005). The loss of moisture through increased evapotranspiration will result in local decrease in moisture availability, leading to habitat becoming unsuitable for species with high moisture requirements. This suggests that as temperature continues to rise because of climate change, prevalence of species associated with high moisture levels will continue to decline. On the other hand, mean moisture community index values tended to increase in cells further from the coast. This was likely due to the greater abundance of sheltered locations further from the coast resulting from less focused vegetation management of these areas. With more shelter there is reduced solar insolation due to shading, which reduces evapotranspiration (Moeslund et al. 2013). Consequently, there is more available moisture, enabling species with high moisture associations to persist. It may be that by increasing
the number of sheltered locations it would be possible to buffer the loss of species with high moisture requirements from areas with greater terrestrial warming.

Nitrogen index values tended to increase at lower elevations with greater topographic wetness. When released from moisture and nitrogen constraints at lower elevations, species with higher nitrogen tolerances are better able to compete for resources than species adapted to nitrogen poor conditions (Stevens et al. 2004). This would result in the observed increase in nitrogen index values. Additionally, an increase in plants that have higher nitrogen preferences is also likely to increase sward height due to the promotion of growth resulting from high nitrogen availability (Lawlor, Lemaire & Gastal 2001). As a result, the mean microclimatic temperature of these areas will increase less due to greater canopy shading (Morecroft, Taylor & Oliver 1998; Lin 2007). This may explain the increased prevalence of species with low temperature associations in areas with greater nitrogen availability. While communities in such areas may be buffered from temperature increases, previous studies looking at the active use of nitrogen enrichment found a negative impact on biodiversity as a result of a decline in species richness (Foster & Gross 1998; Hejcman et al. 2007; Honsová et al. 2007). As such, while shading appears to offset macroclimatic temperature increases, care needs to be taken when considering it for in situ management (Greenwood et al. 2016).

While it is possible to explain observed environmental changes due to climate change, it’s often hard to distinguish climate change effects from successional change in plant communities. Vegetation changes may be indicative of successional change, rather than climate change in fragmented, semi-natural
grassland (Bennie et al. 2006). My results support their findings that topographic heterogeneity has a marked effect on microclimate in grasslands, and consequently the resistance of vegetation to change. In areas with lower topographic heterogeneity, microclimate varies less. Consequently stress-tolerant species (i.e. colonist species) may decline in occupancy as more competitive species succeed them. On the other hand, areas with greater topographic heterogeneity will have more varied microclimates, and so habitats with suitable microclimates for stress-tolerant species are more likely, resulting in their extended persistence. Thus, it may be that variation in the community changes observed are the result of differences in rates of successional change rather than climate change, though microclimate still plays an important role.

*Land use changes*

The temperature change maps between periods two and three suggest that in agriculturally unimproved, urbanised, and exposed areas the expected influence of increasing temperatures resulting from climate change is greater. This was determined by overlaying them on to Natural England’s MAGIC maps (2017) land use layer. The map of land use shows what different areas of the Lizard are used for, and which schemes they are managed under. In exposed areas we see greater increases in temperature index values on average, suggesting they provide suitable habitats for species with higher temperature preferences as temperatures continue to increase. This suggests that if sheltering exposed habitats was encouraged, species with cooler temperature preferences would be more likely to be able to persist. On the broader scale, these findings have important implications for the environmental responses to climate change. If we know that more exposed areas experience greater temperature increases, they
could be utilised as stepping stones for species distribution shift. Stepping stones would enable isolated species to shift their distribution, and so keep pace with temperature increases resulting from climate change. Alternatively, if the plant community in an area is likely to be heavily negatively impacted by increasing temperatures, steps could be taken to reduce the number of exposed areas to maximise habitat availability.

Moisture community index values tended to decrease in cells dominated by littoral rock or salt water (i.e. coastal cells) and dwarf shrub heath. This was likely due to the limited moisture availability in such areas being exacerbated by the decline in water availability on the Lizard between 1979-2011 (Maclean et al. 2015). This would lead to the loss of mid-range moisture dependant species recorded (Fig. 7). Interestingly, moisture community index values have also tended to decrease in cells dominated by fresh water. This might be because the sources of fresh water have receded over the period observed, due to reduced rainfall, resulting in less available moisture for plants. It may also be due to reduced dry-season water availability (Barnett, Adam & Lettenmaier 2005). If a species’ growth period is during the dry season, then the increasing decline of available water during this period may narrow its’ window of opportunity for growth and propagation. This may have prevented species with mid-range moisture requirements from having a long enough growth period to reproduce effectively and so persist in the community. Moisture community index values tended to increase in cells dominated by inland rock. This might be because access to these areas is difficult. As a result, management to remove dense foliage for the benefit of less competitive, rarer species on the Lizard has not been applied. This would result in reduced removal of plants with high moisture requirements, leading to the
observed increase in moisture index values in areas dominate by inland rock. As previously mentioned, dense foliage provides shading, reducing solar insolation. With lower solar insolation there is reduced evapotranspiration (Bois et al. 2008), and so species with high moisture requirements could persist.

Nitrogen index values tended to increase in coastal cells and decrease when cells were dominated by dwarf shrub heath, broadleaf woodland or inland rock land cover. The increase in cells by the coast was likely the result of nitrogen runoff from nearby intensively farmed land, as explained previously, increasing nitrogen availability in coastal grassland and heath at lower elevations (Howarth 2008). Due to this nitrogen run-off, species which rely on high nutrient availability can occupy habitats that would otherwise be unsuitable. The introduction of the Countryside Stewardship Scheme in 1991, now the Environmental stewardship scheme was an attempt to mitigate nitrogen runoff and appears to have been effective outside of cells along the coast. The agri-environment schemes were strongly promoted on the Lizard and now cover more than half of the peninsula (Natural England 2017). The agri-environment schemes encourage more sustainable use of the land, including (i) conserving biodiversity; (ii) improving water management and quality; and (iii) improving soil management. In practice on the Lizard this resulted in a combination of managed grazing and scrub clearing, particularly in biodiversity rich areas (Pearman 2017), as well as reduced fertiliser deposition on farmland. The combination of reduced artificial fertilisation deposition with active land management aims to promote floral diversity, as in other areas of the UK (Young et al. 2005). Reduced nitrogen deposition also likely led to the overall observed increase in nitrogen intolerant species and decrease in nitrogen tolerant species on the Lizard. Plant growth is
also reduced with reduced nitrogen deposition (Ingestad 1977), thus providing
provide less vegetation cover. Areas with little vegetation cover typically
experience higher mean soil temperatures (Morecroft, Taylor & Oliver 1998), and
greater fluctuations in air temperature (Lin, 2007). This is likely why areas with
more exposed habitats and reduced nutrient enrichment were found to have a
greater abundance of species with higher temperature associations. The majority
of species with warmer temperature associations on the Lizard are associated
with the Mediterranean biome, which has greater species richness than most
temperate regions (Cowling et al. 1996). These findings suggest that agri-
environmental schemes can be used to manipulate microclimatic conditions to
promote biodiversity through canopy cover manipulation and nutrient availability.
Through managed grazing and scrub clearing, areas can be cleared to allow less
competitive species to occupy them. By limiting nitrogen deposition species
which can take advantage of nutrient availability to grow faster are less likely to
dominate an area, thus avoiding a monoculture and loss of biodiversity.

There were also cells in which the mean community index values for both
temperature and nitrogen associations have declined. These cells, though few,
are typically located in areas with greater topographic heterogeneity. These areas
are largely rocky outcrops, heath and unimproved grassland. The reason for the
difference in prevalence of species with cooler temperature associations is likely
due to land use. Topographically diverse areas cannot be farmed as easily, due
to lack of accessibility and difficulty in application of farming tools. Additionally,
topographically diverse areas on the Lizard are often particularly botanically
interesting (Pearman 2017), and so will have been subject to greater
conservation management. Both land management situations would result in
reduced nitrogen deposition. There are alpine species on the Lizard which have lower temperature preferences and are also better suited to lower nutrient availability, and so benefit from the reduced nitrogen availability. That temperature index values also decreased in topographically diverse areas suggests there is a high availability of north facing slopes. North facing slopes experience cooler average temperatures and so provide suitable microclimates for species with cooler temperature associations (Weiss, Murphy & White 1988). This explains the observed temperature index value decline in these areas despite the decline in nitrogen index values. These findings suggest that if nitrogen deposition can be limited in topographically diverse areas, they may provide microclimatic holdouts for species with lower temperature preferences and nitrogen dependence.

**Conclusion**
In conclusion, the change maps provide important insights into the processes which drive the ecological responses to climate change. The community changed in response to temperature, as well as moisture and nitrogen availability. None of the community responses were ubiquitous across the Lizard peninsula but showed patchy spatial distribution due to variation in topographic wetness, terrestrial warming, coastal proximity and land use over the past 113 years. The varied community response to climate change across the Lizard highlights the complexity of climate change and land uses’ influence on environmental change, and thus biodiversity. Consequently, this suggests that the predicted loss of species through climate change is not as clear cut as originally thought and is likely influenced by microclimatic variation. As such, understanding responses to climate change at very fine spatial scales (10 metres) could help to identify and model climatic effects at the scale organisms typically experience them (Potter,
This study helps to identify the environmental drivers of the observed changes, as well as identify that environmental changes at the scale of 1 km differ from changes across the wider area that encompasses those localities (e.g. 10 km). If fine-scale changes do differ from coarse-sale ones, then there is support for the idea of microclimatic refuges. If there are areas that maintain a suitable microclimate despite climate change, then habitat may remain in which species can persist. Examples of such areas in the study region include coastal regions, and those with heterogeneous topography. If microclimate plays a role in determining species distributions, then coarse-scale models may be unsuitable to predict changes in species distribution due to climate change. Particularly in heterogeneous environments, coarse-scale distribution models would not account for the fine-scale environmental variation leading to microclimatic diversity. Thus, the types of patchy community response described by this study would not be accounted for, and so predictions of species distribution changes would be inaccurate. This would lead to inaccurate predictions of biodiversity loss due to climate change, as well as potentially misleading efforts to conserve biodiversity through management.
Chapter 3: The influence of microclimate of species distribution

Summary

1. Assessing the determinants of species geographic distributions, and their likely response to climate change, is fundamental to many aspects of ecology, biogeography, and conservation biology. Though it is well known that climate affects species distributions at coarse spatial resolution, it is still widely perceived that patterns of distribution at a fine-resolution are determined by factors other than climate, such as habitat availability and biotic interactions. However, surprisingly few studies have tested this perception. Here I examine whether climate at fine spatial resolution (5m), or microclimate, is important in determining the distributions of species with a broad range of biogeographic associations on the Lizard Peninsula, United Kingdom.

2. I examine the factors affecting the 5m distributions of 20 plant species. I assess the relative importance of microclimatic conditions in shaping the distributions of plants at the colder limits of their geographic range relative to those at the warmer limits. Microclimate was determined by solar coefficient, calculated using slope and aspect of each 5m site, and sward height.

3. Despite a weak positive association between the macroclimatic associations and microclimatic requirements of species, species at both the cold and warm limits of their range occurred in the warmest microclimates available. Rarer UK species occupied microsites with significantly lower surrounding sward height.

4. Synthesis and applications. Local climatic conditions affect local patterns of plant distribution. Both continental species at the cooler extremes of their
geographic range and boreal species at the warmer extremities of their range preferred warm microclimates, suggesting that coarse-scale species distribution modelling may give a misleading picture of species responses to climate change.

**Key-words:** coastal grassland, flora, global warming, insolation, microclimate, topoclimate

**Introduction**

Understanding the determinants of species geographic distributions, particularly climate, is a key goal of ecology, and crucial for predicting ecological responses to climate change. To date most estimates of the threat of climate change to biodiversity have relied on species distribution models (SDMs) that have calculated spatial associations between species distributions and climate variables at coarse spatial scale, i.e. tens to hundreds of kilometres. Results from these models suggest catastrophic consequences for life on earth as a result of anthropogenic climate change, predicting for example, that by 2050 between 15 and 37% of species will be committed to extinction (Thomas et al. 2004). Thus far, however, climate change has been implicated as a major cause of the loss of just nine species (IUCN 2017). This discrepancy may be because the conditions many organisms experience are over scales from millimetres to tens of metres (Potter, Woods & Pincebourde 2013), which are not captured in coarse-scale SDMs. Particularly in temperate regions, there is considerable fine-resolution spatial variation in climate caused by differences in topography and vegetation cover. Empirical studies show that these fine-resolution spatial differences in temperature can be as large as inter-continental differences that are measured at coarser resolutions. For example, on south-facing slopes surface temperatures
can be as much as 20°C warmer than nearby air temperatures (Bennie et al. 2008). Even over short distances of a few metres, conditions can vary from permanently wet to permanently dry (Maclean et al. 2012). Vegetation cover and canopy shading also cause substantial variations in temperature, with recorded differences among habitats of more than 5°C in monthly temperature maxima and minima, and of 10°C in thermal range (Suggitt et al. 2011).

The mismatch between the spatial scale at which an organism experiences climate and the resolution at which the relationship is typically modelled, has important implications for the accuracy of SDM predictions. For example, if microclimate (e.g. five-meter resolution) influences distribution analogously to macroclimate (e.g. greater than one-kilometre resolution) we would expect species at the cold limits of their range to occupy warm microclimates and vice-versa. If this expectation is correct, then an area that a coarse-scale SDM predicts to be too cold for a species could in fact be occupied if within that area there were localities that have the species' preferred microclimate. These areas would therefore be more likely to retain or be colonised by species in a changing climate. As a result, coarse-resolution SDMs would provide inaccurate predictions in the face of climate change; fine-scale climatic variability could allow species to persist in their current range under a changing climate. Moreover, microclimatic conditions do not necessarily conform to the simple latitudinal or altitudinal gradients that macroclimate typically does. For example, regions with a cool macroclimate could still contain a substantial number of areas with warmer microclimates. Consequently, species may simply shift the distribution around a hillside, rather than be completely lost from an area as predicted by coarse-resolution models. This suggests that conservation measures such as the
redesign of protected area networks (Araújo et al. 2011) or species translocations (Thomas 2011) may be less urgent than is commonly perceived. Indeed, current protected areas have been shown to be valuable at trailing-edge warm range margins (Gillingham et al. 2015). Thomas & Gillingham (2015) argue that management within pre-existing protected areas may slow climate-related declines. Given that range expansions have been documented far more frequently than range contractions (Sunday, Bates & Dulvy 2012), it may be that microclimate plays a vital role in enabling species to persist in a warming climate at the trailing edge of their range.

While findings suggest that microclimate affects species distribution, there is much disagreement with regards to how it does this. Some argue that, to a certain extent, the mismatch between the resolution at which a species experiences its environment and the spatial resolution of distribution models is bridged implicitly in most SDMs. This is achieved with a ‘mean field approximation’, by assuming that grid-cell average climatic variables reflect the aggregate effects of local-scale temperature on fitness, population dynamics and hence on species distributions (Bennie et al. 2014). Others argue that, at fine-resolution, microclimate is relatively unimportant in determining species distributions, in comparison to other factors such as biotic interactions (e.g. Pearson and Dawson 2003). Where the effects of resolution have explicitly been tested, some authors have shown that fine-scale models predict greater species persistence in comparison to coarse-scale models (Randin et al. 2009), whereas others show entirely the reverse pattern (Trivedi et al. 2008). Gillingham et al. (2012) show that spatial resolution is also important at lower elevations, and while fine-resolution models provide more accurate estimates of expected patterns of
change, it is not a straightforward topic. A further complexity is that climatic and non-climatic factors can act together and be hard to distinguish. For example, in Arctic-alpine plants, those which would be expected to retract their range under climate change are often adapted to the harsh conditions associated with open habitats. This prevents Arctic-alpine species from occupying other habitat types through competition with larger plants (Choler, Michalet & Callaway 2001; Liancourt, Callaway & Michalet 2005; Birks 2008; Kudo et al. 2017). In the open habitats Arctic-alpine plants occupy, the temperatures are on average warmer than those where direct solar radiation is blocked by canopy shading (Suggitt et al. 2011). This is counter to Arctic-alpine species’ macroclimatic associations. Such locations are also defined by rapidly fluctuating moisture availability (Penna et al. 2009). This variation in temperature and water availability, rather than higher mean temperatures, may be responsible for excluding potential competitors from these locations (Billings & Mooney 1968). Consequently, microclimatic variation as seen in the above examples may influence species distributions at a scale which cannot be measured by mean-field approximation in coarse-scale SDMs. This will result in inaccurate predictions for changes in species distribution, particularly in heterogeneous habitats.

I set out to establish the extent to which microclimate influences the distribution of a range of plant species associated with the coastal grassland and heathland of the Lizard Peninsula, UK. Chosen species ranged widely in their temperature and moisture associations. Species with differing associations were used to identify the most important aspects of microclimate across a broad macroclimatic range. Specifically, I focus on the influence of fine-scale site structure as defined by (i) slope and aspect, which influence local temperature and soil moisture - and
(ii) sward height, which influences local surface temperatures through canopy shading and buffering wind speed. In temperate regions these are the main influences on local temperatures and soil moisture (Bennie et al. 2008; Suggitt et al. 2011). I further aim to test the relationship between species’ macroclimate associations and the microclimatic conditions they occupy: are species with the warmest macroclimatic temperature associations (Mediterranean species) confined to steep, south-facing slopes with short sward height and hence particularly warm microclimates? Conversely, are species with the coolest macroclimatic temperature associations (Arctic-alpine species) confined to the shallow slopes with high swards and hence cool microclimates? In so doing, I aim to determine the importance of microclimate in shaping species distributions. I also aim to shed light on the extent to which fine-resolution climate data are likely to be needed for accurate forecasts of species distribution shifts under climate change.

Methods

Study System

The study was conducted on the coastal grasslands of the Lizard Peninsula in Cornwall, United Kingdom (UK; 50.143°N, 5.124°W). Relative to elsewhere in the UK, the climate in this area is characterised by mild winters and dry summers. The grasslands cover a variety of different bedrock types, including serpentine, hornblende and mica schists, and in a few places, felsic rock and sandstone (Fig. 1).
Twenty species were selected for survey with the aim of including much of the specialist flora of the Lizard Peninsula. Species selection also ensured that the species included encompassed a broad spectrum of temperature associations. Selected species are found in a variety of major biomes in Europe (Hill et al. 2004; Table 1). Selection was done in this way to determine the difference in microclimate preferences across macroclimatic associations.

Initial narrowing of focal species was done by flowering period, ensuring they flowered within the May to September survey period. *Allium schoenoprasum* was
selected as the representative species for the Boreo-arctic Montane biome as it was one of only two choices and the other, *Leymus arenarius*, had only four records on the Lizard. Similarly, *Minuartia verna* was selected to represent the Boreal-montane biome as it was one of only 5 species, and the others all had fewer than 20 records on the Lizard. *Campanula rotundifolia* and *Sanguisorba officinalis* were selected to represent the Boreo-temperate biome as the Lizard is a hotspot for both species within Cornwall. The Lizard is also a hotspot in UK for the species selected to represent the Temperate, Southern-temperate and Mediterranean biomes, with the exception of *Trifolium striatum* and *Trifolium subterraneum*. These last two species were chosen due to their relative rarity on the Lizard in comparison with their overall distribution, suggesting a potentially interesting localised climatic limitation in their distribution.
Table 1. The coastal grassland species surveyed on the Lizard Peninsula, with their macroclimatic temperature associations (January and July temperature indicator values) and major biome (Hill, Preston & Roy 2004; Fig. 2), and the number of individuals surveyed for each species.

<table>
<thead>
<tr>
<th>Species (abbrv.)</th>
<th>January temp (Tjan)</th>
<th>July temp (Tjul)</th>
<th>Major biome (E1)</th>
<th>Number of individuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allium schoenoprasum (A.s)</td>
<td>4°C</td>
<td>14.9°C</td>
<td>Boreo-arctic Montane</td>
<td>205</td>
</tr>
<tr>
<td>Asparagus officinalis subsp. prostratus (A.p)</td>
<td>5.9°C</td>
<td>15.9°C</td>
<td>Temperate</td>
<td>140</td>
</tr>
<tr>
<td>Campanula rotundifolia (C.p)</td>
<td>3.2°C</td>
<td>14.4°C</td>
<td>Boreo-temperate</td>
<td>146</td>
</tr>
<tr>
<td>Cytisus scoparius (C.s)</td>
<td>3.4 °C</td>
<td>14.6°C</td>
<td>Temperate</td>
<td>82</td>
</tr>
<tr>
<td>Erica vagans (E.v)</td>
<td>6°C</td>
<td>15.5°C</td>
<td>Southern-temperate</td>
<td>202</td>
</tr>
<tr>
<td>Filipendula vulgaris (F.v)</td>
<td>3.6°C</td>
<td>15.8°C</td>
<td>Temperate</td>
<td>213</td>
</tr>
<tr>
<td>Genista pilosa (G.p)</td>
<td>5°C</td>
<td>15.6°C</td>
<td>Temperate</td>
<td>165</td>
</tr>
<tr>
<td>Herniaria ciliolata (H.c)</td>
<td>6.5°C</td>
<td>16.2°C</td>
<td>Southern-temperate</td>
<td>196</td>
</tr>
<tr>
<td>Hypochaeris maculata (H.m)</td>
<td>3.9°C</td>
<td>16.1°C</td>
<td>Temperate</td>
<td>89</td>
</tr>
<tr>
<td>Juncus capitatus (J.c)</td>
<td>6.3°C</td>
<td>16.1°C</td>
<td>Southern-temperate</td>
<td>27</td>
</tr>
<tr>
<td>Species</td>
<td>Seed germination temperature</td>
<td>Flowering temperature</td>
<td>Habitat</td>
<td>Index</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-------------------------------</td>
<td>-----------------------</td>
<td>----------------</td>
<td>-------</td>
</tr>
<tr>
<td><em>Minuartia verna</em> (M.v)</td>
<td>2.7 °C</td>
<td>13.9 °C</td>
<td>Boreal-montane</td>
<td>225</td>
</tr>
<tr>
<td><em>Orobanche alba</em> (O.a)</td>
<td>4 °C</td>
<td>13.7 °C</td>
<td>Temperate</td>
<td>202</td>
</tr>
<tr>
<td><em>Sanguisorba officinalis</em></td>
<td>3.2 °C</td>
<td>15.1 °C</td>
<td>Boreo-temperate</td>
<td>205</td>
</tr>
<tr>
<td><em>(S.o)</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Scilla autumnalis</em> (S.a)</td>
<td>5.9 °C</td>
<td>16.2 °C</td>
<td>Mediterranean</td>
<td>200</td>
</tr>
<tr>
<td><em>Trifolium bocconeii</em> (T.b)</td>
<td>6.5 °C</td>
<td>16.2 °C</td>
<td>Mediterranean</td>
<td>70</td>
</tr>
<tr>
<td><em>(T.b)</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Trifolium incarnatum</em></td>
<td>6.4 °C</td>
<td>16.4 °C</td>
<td>Mediterranean</td>
<td>241</td>
</tr>
<tr>
<td><em>(T.m)</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Trifolium officinale</em></td>
<td>6.3 °C</td>
<td>15.9 °C</td>
<td>Temperate</td>
<td>265</td>
</tr>
<tr>
<td><em>(T.o)</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Trifolium striatum</em> (T.s)</td>
<td>4 °C</td>
<td>15.7 °C</td>
<td>Southern-temperate</td>
<td>208</td>
</tr>
<tr>
<td><em>(T.stc)</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Trifolium strictum</em> (T.stc)</td>
<td>5.8 °C</td>
<td>15.9 °C</td>
<td>Mediterranean</td>
<td>84</td>
</tr>
<tr>
<td><em>(T.stc)</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Trifolium subterraneum</em></td>
<td>4.5 °C</td>
<td>16.2 °C</td>
<td>Mediterranean</td>
<td>95</td>
</tr>
<tr>
<td><em>(T.su)</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**Figure 2.** Map of species’ major biomes, based on biogeographical regions (Early & Sax 2014). Copyright © 2017 John Wiley and Sons (reproduced with permission - see appendix).

*Survey Methods*

Surveys were carried out between May and September 2013. Sites at which target species were historically present were determined using records from the ERICA database (French 2010), which manages natural history records in Cornwall. Historically occupied sites were chosen to maximise the number of species occurrences we could document during the field season. However, species distributions may have changed since the historical sites were identified.
Therefore, to study presence and absence outside the historical sites, random encounter surveys were carried out. Random encounter surveys consisted of walking coastal paths at an even pace until a target species was sighted and the individuals’ environmental details recorded.

When a target species was found, the location of the species was recorded using a GPS to 5m accuracy, and a 5m^2 quadrat was centred on the originally identified specimen. In each quadrat the following measurements were taken: (i) the slope and aspect of the steepest gradient was recorded using a digital inclinometer and compass, (ii) soil depth up to 25cm measured in the immediate vicinity of the specimen, (iii) vegetation cover based on the percentage of bare ground observed, (iv) sward height estimated from the mean of four ruler measurements at random locations within the quadrat. Once an initial target species specimen had been located, any additional specimens of target species were searched for within the 5m^2 quadrat. A 0.5m^2 quadrat, sub-divided by a 10cm^2 grid, was centred on each focal specimen and the same field measurements taken for slope, aspect, soil depth, and vegetation cover and height within this smaller quadrat. Each specimen within a 5m^2 quadrat was used as a separate data point for analysis. Up to 20 individuals per species were used to record environmental variables per 5m^2 quadrat. It was felt that adequate habitat variation in a 5m^2 quadrat could be accounted for by measuring environmental variables around 20 individuals per species. This allowed for more species sites to be studied in the narrow presence window for many species across a broader range of habitats. In turn, this enabled observation of the greatest number of different locations each species occupied while getting enough measurements of individuals.
To provide a proxy of microclimate in each quadrat, the proportion of potential direct irradiance intercepted by the surface for a given solar zenith and azimuth (hereafter referred to as insolation) was calculated as follows:

\[ Ri = \cos S \cos Z + \sin \beta \sin Z \cos(\Omega_s - \Omega) \]

where \( Ri \) is the proportion of potential direct irradiance intercepted by the slope, \( S \) is the angle of the slope, \( Z \) is the solar zenith, \( \Omega_s \) is the solar azimuth and \( \Omega \) is the slope aspect. The solar zenith and azimuth are functions of latitude Julian day and were derived using methods detailed in Hofierka (2002) and Bennie et al. (2008). The mean value for every hourly period between 1st of April and 1st of August was used, as this period corresponds to the growing season of targeted species. Solar insolation was used as a proxy of air temperature as the two correlate very strongly, particularly in the summer (Maclean et al. 2017). The solar insolation coefficient of an area provides an effective proxy for microclimate, as solar insolation influences near-surface temperatures, evaporative demand, and soil moisture (Bennie et al. 2008).

For each species, specific January and July temperature associations, the major biome with which they are associated, and UK abundance were obtained from the PlantAtt database (Hill et al., 2004). January and July temperature associations are based on the average January and July temperatures of all 10km squares in which the plants are present across Britain, Ireland and the Channel Islands. The major biomes are based on European geographical distribution and floristic elements (Preston & Hill 1997) and range from Boreo-Arctic Montane, hereafter Arctic-alpine, to Mediterranean (Table 1). UK
prevalence is based on the number of occupied 10km cells by each species across the British Isles and the Channel Islands (Hill, Preston & Roy 2004).

Data Analyses
To test the relationship between the solar insolation coefficient of areas occupied and species’ macroclimatic temperature associations a linear mixed effects model was used. The interactive effect of temperature associations, soil depth, and sward height on the solar insolation of an area species occupied was modelled for both January and July temperature associations in separate models. Sample quadrat was used as a random intercept to account for data non-independence in both models. This relationship would be coded in R as Solar insolation coefficient ~Temperature association * Soil depth * Sward height + (1 | Quadrat).

To test the relationship between the solar insolation of areas a species occupied and a species’ major biome a linear mixed effects model was used. Sample quadrat and species were used as random intercepts to account for data non-independence. This relationship would be coded in R as Solar insolation coefficient ~ Major biome + (1 | Quadrat) + (1|Species).

Solar insolation coefficients were subject to BoxCox transformation to achieve normality of residual distribution for these models. The MuMIn package for R (Barton 2016; R Core Team 2016b) was used to perform a model dredge to identify the suite of predictors that best explained the observed solar insolation coefficients of the different species.
To test the relationship between the number of 10km cells species occupy across the British Isles and the Channel Islands and the interactive effects of sward height of areas a species occupied and species’ January and July temperature associations as separate interactions a linear mixed effects model was used. Sample quadrat was used as the random intercept to account for data non-independence. This relationship would be coded in R as Cells occupied ~ Sward height * January temperature association + Sward height * July temperature association + (1 | Quadrat). The number of 10km cells occupied was subject to BoxCox transformation to achieve normality of residual distribution for this mixed model.

**Results**

*Temperature Preferences*

Species with relatively high January temperature associations occupied areas with significantly higher mean solar insolation coefficients ($F_{1,2203} = 14.441$, $p < 0.001$, $R^2 = 0.349$, Fig. 3a). Species with relatively high July temperature associations occupied areas with significantly higher mean solar insolation coefficients, and this relationship was increased in areas with shallower soil depth ($F_{1,3527} = 15.003$, $p < 0.001$, $R^2 = 0.268$; Fig. 3b). Figure 3a suggests that species associated with Boreal-montane and Boreo-temperate biomes (Boreal in Fig. 3), which have the lowest January temperature associations, were found in areas with the lowest mean solar coefficients. However, other species with relatively cool January temperature association, such as *Allium schoenoprasum*, occupied micro-sites with relatively high mean solar coefficients.
Figure 3. Relationship between microclimatic and macroclimatic temperature associations of selected plant species on the Lizard Peninsula, Cornwall. Microclimatic temperature associations are represented by the mean (± s.e.) proportion of direct beam irradiance received at locations in which each species was found across our study region (solar coefficient) and macroclimatic temperature associations by the mean January (a; \( p < 0.001, R^2 = 0.349 \)) and July (b; \( p < 0.001, R^2 = 0.268 \)) temperature of 10-km squares in Britain, Ireland and the Channel Islands in which each species was recorded in the New Atlas of British Flora (Hill et al. 2004). See Table 1 for species abbreviations.
Major biome

Species’ major biome association was a significant indicator of the solar insolation coefficient of areas they occupied ($F_{5,13} = 3.339, p = 0.038, R^2 = 0.363$).

Species associated with the most northerly and southerly major biomes were found in areas with the highest solar coefficients (Fig. 4).

**Figure 4.** Relationship between microclimate temperature associations of selected species on the Lizard Peninsula and the major biome with which they are associated, where NA represents quadrats containing no target species ($p < 0.001, R^2 = 0.349$). Microclimatic temperature associations are represented by the mean (± s.e.) proportion of direct beam irradiance received at locations in which each species was found across our study region (solar coefficient). Major biome was based on Preston and Hill (1997), with Arctic-alpine being the most northerly biome classification in our study and Mediterranean the most southerly, see Table 1 for full details of species and biome classification.
Vegetation height

Species occupying more UK 10km cells were generally found in areas with significantly higher mean sward height and had warmer January and July temperature associations (January: $F_{1,3487} = 4.1$, $p = 0.042$, $R^2 = 0.699$; July: $F_{1,3538} = 26.9$, $p < 0.001$, $R^2 = 0.699$; Fig. 5).

![Graph showing the relationship between logged mean sward height and logged number of presence 10km cells. The graph includes error bars and a linear trend line.]

**Figure 5.** Relationship between the number of 10 km cells across the British Isles and the Channel Islands in which a species is present (Hill, Preston & Roy 2004) and mean (± s.e.) sward height of grid cells in which the species occurred on the Lizard Peninsula with the linear relationship shown, with standard error.
Discussion

My findings show that species distribution was influenced by differences in topography and sward height, both of which are indicative of variation in microclimate. I found that species from both the warmest and coolest major biomes occupy areas with the highest solar coefficient values, which experience relatively warm, dry microclimates. Further, I found rarer UK species typically occupy areas with the lowest sward height, which also have relatively warm, dry microclimates (Hill, Preston & Roy 2004).

To represent microclimate in our study, I used solar insolation as a proxy, as it plays an important role in determining near-surface temperatures, evaporative demand, and soil moisture of a site at the fine scale (Bennie et al. 2008; Maclean et al. 2017). Given the relatively narrow latitudinal range of my study site (49.9582°-50.0912°), slope and aspect are the main drivers of variation in insolation (Geiger 1965). I would expect solar insolation to be highest on steep, south-facing slopes. Although the positive relationship between solar insolation and local temperature is strong in clear sky conditions, no adjustment to solar insolation was made for cloud cover or for transmission through vegetation. Similarly, wind strength was unaccounted for, which also plays an important role in local climatic variation, with sheltered, south-facing slopes experiencing warmer temperatures than more exposed ones (Bennie et al. 2008). Despite excluding cloud cover and wind strength, it has been shown that solar insolation measured using topographic variation is the dominant influence for soil moisture and near-surface temperature variation at fine spatial scales (Bennie et al. 2008; Maclean et al. 2012, 2017).
My findings show there was a positive linear relationship between species’ macroclimatic temperature preferences and the solar insolation of the areas species occupied. Species with the highest July temperature preferences are more likely to be found in areas with high insolation than species with low July macroclimatic temperature associations. This is except for *Allium schoenoprasum*, an Arctic-alpine species which occupies areas with higher solar insolation than would be expected from its macroclimatic preferences. Species from the Arctic-alpine and Mediterranean biomes occupy the areas with high insolation. This would be expected for Mediterranean species, however Arctic-alpine species on the Lizard would be expected to occupy the coolest microclimates, given their macroclimatic temperature preferences (Hill, Preston & Roy 2004).

I found rarer UK species typically occupy areas with the shortest sward. Areas with lower sward have higher microclimatic temperatures due to reduced shading from vegetation cover (Suggitt *et al.* 2011), and greater variation in moisture availability (Lin 2007). This is particularly interesting regarding rare species such as *Minuartia verna* and *Allium schoenoprasum*, which have cool macroclimatic temperature preferences, but occupy areas with the shortest sward. This suggests that reduced competition resulting from the higher temperatures and reduced moisture availability are a more important consideration for rarer species than macroclimatic associations. My findings suggest that species macroclimatic associations do not necessarily reflect their climatic tolerance. The reason species with cooler macroclimatic temperature profiles were found in areas with the highest insolation may be to do with moisture. The warmest sites are those with steep slopes and higher solar coefficients, which also experience greater
fluctuations in moisture availability (Penna et al. 2009). Species in areas that experience greater water fluctuations require traits that enable them to tolerate droughts. Many of these traits are found in species with cool macroclimatic temperature profiles, as the traits also enable plants to tolerate regular freeze/thaw conditions (Grime, Hodgson & Hunt 1988). Rapid development to a reproductive state when environmental conditions are favourable is one trait associated with freeze/thaw conditions. Arctic-alpine species are often adapted to freeze/thaw conditions, allowing them to take advantage of periods of high resource availability, and avoid resource consumption when other stressors are high. In consequence, Arctic-alpine species can achieve comparable levels of productivity to species in other biomes in less time as a result of their rapid development (Körner 2002). This enables Arctic-alpine species to take advantage of drought periods to reproduce, and so persist, when competition is reduced. A second trait that enables tolerance of both drought and freezing is photoinhibition, which allows a plant to limit the damage from excessive light energy when the energy is not being used for photosynthesis (Preston & Sandve 2013). This means that during drought, when photosynthesis is limited by water availability, the plant is better able to tolerate potential damage from excess light energy. The third trait plants subject to the stressors of drought or freeze/thaw exhibit is the ability to inhibit excessive hydraulic function toward susceptible or resource expensive organs, for example leaves and roots, in order to avoid damage or excessive resource consumption (Zanne et al. 2014). As a result, plants consume fewer resources in achieving growth during drought periods, and so can direct more resources to reproduction. These three traits to are so alike that it has been proposed that freezing tolerance arose from adaptations of drought tolerance mechanisms, due to the shared limitation of water deficiency
in both conditions (Guy 2003; Beck et al. 2007). The similarities in traits that underlie both drought and freeze/thaw tolerance might explain why Arctic-alpine species were found in the warmest microclimates. Arctic-alpine species’ adaptation to freeze/thaw conditions predispose them to tolerate drought stress arising from water fluctuations on steep, south-facing slopes. Arctic-alpine plants therefore thrive on these slopes, which also have high solar coefficients and warm microclimates (Billings & Mooney 1968; Guy 2003). Many potential competitors are unable to occupy such habitats, and as such they have less competition than other slopes (Choler, Michalet & Callaway 2001). I therefore suggest that low competition resulting from drought-stress explains the confinement of Arctic-alpine species to warmer, south-facing slopes.

Many species with cool macroclimate associations occupied areas with short sward heights. However, rarer UK species with cool macroclimatic associations tend to be found in areas with shorter sward. It has been shown that there is greater fluctuation in temperature and moisture availability with reduced canopy shading (Lin 2007), leading to drought-like conditions. This suggests that drought-like conditions play a more important role in determining the distribution of rare species than does warm microclimates. This is further evidence that the distributions observed result from the ability of freeze/thaw adapted Arctic-alpine species to tolerate drought-like conditions (Guy 2003). The drought tolerance of the relatively rare Arctic-alpine species combined with the limited drought tolerance of other species provides Arctic-alpine species with a competitive edge in areas with short sward (Choler, Michalet & Callaway 2001; Liancourt, Callaway & Michalet 2005). If so, environmental fluctuations at a microclimatic scale would appear to be more important than macroclimatic temperatures in determining
Arctic-alpine species distributions on the Lizard. This is particularly important given that it is rarer species which appear to prefer areas with high insolation.

My findings show that the fine-resolution distribution of species with cool macroclimate associations differs from expected, likely because of the influence of microclimate. Thus, my findings contrast with previous suggestions that climate is unimportant at local scales (Pearson & Dawson 2003). This has important implications for the suitability of coarse-resolution SDMs in predicting species distributions, as the differences in microclimate resulting from topographic variability may not be represented by the mean climatic variable values used by coarse-scale SDMs (Franklin et al. 2013). Consequently, the available microclimatic niches that species can occupy cannot be included in coarse-scale models.

The availability of areas with a species' suitable microclimate is likely to vary between locations. Thus, if microclimate influences distributions, some species are more likely to be present in areas with greater availability of suitable microclimatic environments. In these areas, coarse-scale SDMs may underestimate available habitat with suitable climate for species. At the extreme, this could result in the presence of species in areas which, according to their macroclimatic associations, are predicted to be entirely unsuitable. Alternatively, the species macroclimatic associations calculated by coarse-scale models may overestimate the extent of suitable climate for species. This would occur if the microclimatic conditions a species occupied were only found in a small proportion of an area (usually a grid-cell) that is classed as occupied. The species' presence in this area would thus be associated with a macroclimatic temperature unrelated
to the climatic conditions it actually occupies. Both these scenarios would result in inaccurate predictions for species distributions. In particular, coarse-scale SDMs would misrepresent potential available habitat for species distributions in topographically diverse areas as a result of future change. Topographically diverse areas have the most spatial variation in microclimate, and so the greatest amount of information which cannot be included in a coarse-scale SDM. Misrepresentation of species distributions at the micro-scale does not necessarily invalidate coarse-scale SDMs, as unaccounted losses at the trailing edge due to generalised climatic conditions may be balanced by similar gains at the leading edge. However, if there is a bias in species persistence at the leading or trailing edge, coarse-scale SDMs are unlikely to be able to provide accurate representation of the direction of the bias. Previous studies show fine-scale SDMs can provide more accurate predictions for species persistence in topographically diverse areas due to microclimatic variation (Randin et al. 2009). That fine-scale microclimate influences species distribution suggests that it thus should be considered in SDMs to provide more accurate predictions of distribution changes.

At the location of my study site, my findings support the use of fine-scale SDMs in topographically diverse areas, as in this situation SDMs can identify suitable microclimates within the more broad-scale climate profile of an area. This allows fine-scale SDMs to predict potential species shifts across small spatial extents (Scherrer & Körner 2011) and avoid the potential for inaccurate predictions of local species persistence or extinction which may result from coarse-scale generalisation of climatic tolerance. However, I acknowledge that fine-scale SDMs are not suitable for all situations. In data-deficient regions fine-scale models may prove inaccurate due to lack of species distribution records (Moudrý
& Šímová 2012) or a paucity of fine-resolution environmental data. Consequently, coarse-scale SDMs may more suitable for mobile species (Seo et al. 2009), which have a greater range and so experience a climate closer to that of macroclimatic conditions. Coarse-scale SDMs are also more suitable in homogenous landscapes, where they can accurately track climate change influence with less precise records over a wider area.

That my results highlight the importance of microclimate in determining species distribution has significant implications for conservation management. Two of the most prevalent management options presented as solutions to shifting distributions as a result of climate change are species translocation (Thomas 2011) and protected area networks (Araújo et al. 2011). While there have been successes (Molles et al. 2008; Gleason et al. 2010), both methods have significant drawbacks. The most important of these include financial cost (Beringer et al. 2002) and availability of suitable space (Liu et al. 2001; McRae et al. 2012). An alternative management method which is supported by my finding that microclimate influences species distribution is in situ landscape management. In situ landscape management can be used by managers to respond to the influences of climate change at a local scale, through manipulation of microclimatic conditions (Greenwood et al., 2016). For example, increasing grazing to enhance small-scale heterogeneity in water availability for the benefit of ephemeral wetland species (Maclean et al. 2012; Scott et al. 2012). The main benefit of such management is that it can be used to promote species persistence in their current range in the face of climate change. This reduces the need for an increase in protected areas and may be used help to offset biodiversity loss in areas where species cannot otherwise be relocated.
In conclusion, I show that microclimate has an influence on species distributions at fine spatial scales. This has important implications for SDMs, as fine-scale SDMs may provide more accurate predictions for species distributions than coarse-scale models in topographically diverse areas. Coarse-scale SDMs generalise climatic conditions over a wider area than fine-scale SDMs. These climatic generalisations in topographically diverse areas may predict less microclimatic tolerance than the species have, and thus underestimate local suitable habitat. An example of this is in Arctic-alpine species, which I found occupy areas with the warmest microclimate, in direct contrast to their recorded preference for cool temperatures. This is an important finding for biodiversity conservation through predicted climate change. It suggests that current prediction methods may provide misleading evidence on which protected networks and species translocations are based, if coarse-scale models are used without thought. *In situ* landscape management may also offer a viable alternative, as it offers managers the ability to respond to the influences of climate change as they happen at a local scale, though in many areas the lack of empirical evidence limits the guidance managers are provided. Thus, I believe that fine-scale modelling of species’ responses to climate change is imperative if we are to effectively manage global biodiversity in the face of climate change.
Chapter 4: Using *in situ* management to conserve biodiversity under climate change

Summary

1. Successful conservation will increasingly depend on our ability to help species cope with climate change. While there has been much attention on accommodating or assisting range shifts, less has been given to the alternative strategy of helping species survive climate change through *in situ* management.

2. Here we provide a synthesis of published evidence examining whether habitat management can be used to offset the adverse impacts on biodiversity of changes in temperature, water availability and sea-level rise. Our focus is on practical methods whereby the local environmental conditions experienced by organisms can be made more suitable.

3. Many studies suggest that manipulating vegetation structure can alter the temperature and moisture conditions experienced by organisms, and several demonstrate that these altered conditions benefit species as regional climatic conditions become unsuitable. The effects of topography on local climatic conditions are even better understood, but the alteration of topography as a climate adaptation tool is not ingrained in conservation practice. Trials of topographic alteration in the field should therefore be a priority for future research.

4. Coastal systems have the natural capacity to keep pace with climate change, but require sufficient sediment supplies and space for landward migration to do so. There is an extensive literature on managed realignment. While the underlying rationale is simple, successful implementation requires careful
consideration of elevation and past land use. Even with careful management, restored habitats may not attain the physical and biological attributes of natural habitats.

5. Synthesis and applications. The recent literature provides a compelling case that some of the adverse effects of climate change can be offset by appropriate management. However, much of the evidence for this is indirect and too few studies provide empirical tests of the long-term effectiveness of these management interventions. It is clear from the existing evidence that some techniques have a higher risk of failure or unexpected outcomes than others and managers will need to make careful choices about which to implement. We have assessed the strength of evidence of these approaches in order to demonstrate to conservation professionals the risks involved.

Key-words: adaptive management, biodiversity conservation, climate-change adaptation, environmental change, global warming, habitat restoration, managed realignment

Introduction

Over the next 100 years, climate change is likely to become one of the main drivers of biodiversity loss world-wide (Maclean & Wilson 2011). Conservation policymakers and practitioners thus face the challenge of enhancing the adaptive capacity of biodiversity to climate change (Heller & Zavaleta 2009). However, ecosystems have been modified extensively and it is likely that a substantial proportion of species will be hindered from tracking climate change by their inability to traverse large distances over hostile land cover (Mantyka-Pringle,
Martin & Rhodes 2012). Although numerous species have redistributed towards higher latitudes and elevations (Chen et al. 2011), for many the shift has not been fast enough to keep pace with climate change (Menéndez et al. 2006). While much discussion of adaptation to climate change has focussed on accommodating or assisting these range shifts, less attention has been given to the alternative strategy of improving species’ ability to cope with climate change within their existing range. One means the conservation world has of achieving this is by manipulating habitat conditions to better match species requirements. However, to date, there has been little guidance from scientists about how this can be achieved.

Many species, particularly in Europe and North America, are reliant on habitat manipulation (e.g. Luoto, Pykälä & Kuussaari 2003). It has also been demonstrated that some species can alter their use of habitat in response to variation in climate, for example utilizing cooler habitats more frequently when temperatures are warmer (Suggitt et al. 2012). Taken together, these lines of evidence suggest that habitats can be manipulated to buffer species against the adverse effects of climate change. The evidence that such an approach may be effective, while indirect in many cases, is growing. Here we review this evidence. Temperature is not the only component of the climate that is changing, however. Changes in precipitation and, by extension, water availability may have even greater impacts on ecosystems than temperature and indirect impacts such as from sea-level rise will also be important (IPCC 2013). Our review thus focuses on terrestrial impacts and on three of the major environmental changes associated with climatic change: temperature, water availability and sea-level rise.
A wide spectrum of site-based approaches has been proposed to adapt conservation to climate change. However, many are generic, available to conservation managers irrespective of climate change. It is impractical to attempt to cover all techniques for site-based conservation in a single review, so our review of these wider techniques is limited to a brief synthesis. Our primary focus is on how in situ management could be used to manipulate the climatic conditions experienced by organisms. As our aim is to provide guidance for site managers, we also highlight a few instances where localized landscape management, such as catchment hydrology manipulation, could enhance the in situ persistence of target species.

**Materials and methods**

To identify potential management techniques, we searched Web of Science using terms related to climate change and management (see Appendix S1 in Supporting Information for list), identifying 101 studies as potentially relevant. Each of these was studied and the reference list queried to identify further relevant studies. Any additional studies known to the authors were also included. Our review is based on information in 67 relevant papers identified in this way. Full details of the search methods are provided in Appendix S1.

The strength of evidence for each management technique was assigned a quantitative score using three criteria: (i) the magnitude of the responses reported by each study; (ii) the overall confidence in the documented responses and (iii) the number of studies reporting that management technique. The risk of failure associated with each management technique, both in terms of the risk that the
technique is ineffective and in terms of undesirable side effects, was assigned a quantitative score using: (i) the likelihood of an adverse response (assessed using the confidence in reported responses) and (ii) evidence in the wider literature not pertaining to climate change that such management can have undesirable effects. Economic feasibility was not considered. Formal definitions and the methods by which scores were combined are provided in Appendix S1. A full list of potential management techniques is provided in Table 1. Those that have been shown to be consistently ineffective are shown in Table 2.

**Management to offset the effects of temperature change**

Mean temperatures and the frequency of extreme warm temperature events are both predicted to increase by 2100 (IPCC 2013), with two important implications for wildlife: (i) populations or individuals that fail to track their thermal niche could suffer a reduction in fitness, leaving them more vulnerable to other stressors and (ii) the increasing regularity of extreme events will give populations less time to recover from shocks (Oliver, Brereton & Roy 2013). The principal means of offsetting warming involve manipulation of vegetation and/or topography. Differences in vegetation type and height are well-established modifiers of the thermal environment. Local temperatures in areas with less vegetation cover are generally cooler during the night and warmer during the day (Suggitt et al. 2011) and several studies, particularly on thermophilous insects, demonstrate the importance of these variations in microclimate in determining distribution and abundance (Thomas 1993). For example, for the Glanville fritillary butterfly, the availability of suitable microclimates (as determined by the successional stage of vegetation) is almost twice as strong a predictor of butterfly abundance as regional air temperature (Curtis & Isaac 2015), probably because species can
change habitat association in response to ambient temperatures (Suggitt et al. 2012). Given that species may shift into relatively cooler habitats in response to warmer temperatures, it would appear axiomatic for land managers to implement management that results in more vegetation cover. However, given that loss of early-successional habitat has been linked to species declines (e.g. Thomas et al. 2004) and that such habitats can be cooler at night, the creation (and maintenance) of thermally diverse habitats remains the current priority in insect conservation (Thomas, Simcox & Hovestadt 2011). Although there is less evidence for taxa other than butterflies, it has been suggested that the thermal properties of microsites influence the distribution of a variety of other taxa (e.g. Kearney et al. 2007; Barnagaud et al. 2013).

In aquatic ecosystems, where fluctuations in temperature are dampened by the higher specific heat capacity of water, a number of studies indicate that the maintenance of riparian shade can reduce temperatures sufficiently to offset the effects of climate change. For example, Broadmeadow et al. (2011) demonstrated that even relatively low levels of shade (20–40%) can be effective in keeping summer temperatures below the incipient lethal limit for brown trout, Salmo trutta L., although c. 80% shade would be needed to prevent temperatures exceeding those for optimal growth. While the evidence relates to salmonoid fish in cold-water streams, there is growing evidence from a broader range of systems (e.g. Mantyka-Pringle et al. 2014; Table 1). Additionally, riparian shading management may also increase bank stability and reduce sediment transport and/or erosion (Pawson et al. 2013). This practice is the subject of an increasing number of focussed initiatives world-wide (Britain, Lenane 2012; California, Stein et al. 2013). Other actions to improve water availability in aquatic ecosystems
(e.g. artificial wetting; Mitchell 2001) are also likely to reduce the effects of extreme heat. Topography, particularly the aspect and angle of slopes, controls the amount of radiation received near the Earth’s surface and hence exerts strong influences on the temperatures experienced by many organisms, particularly in mid-latitudes to high latitudes (Table 1). As with vegetation structure, there is much evidence that local variation topography interacts with regional climate to have major influences on species distribution and abundance. For example, many species are restricted to warmer, equatorward slopes at their poleward (cold) range margin (Pigott 1968). Increasing evidence also demonstrates that variations in topographic microclimate can also buffer the effects of climate change (Suggitt et al. 2014, 2015; Maclean et al. 2015). While the potential to alter topography through management is not well ingrained in conservation practice, there have been notable successes (Table 1). For example, work to restore quarries after mineral extraction (Nature After Minerals 2015), and more specifically the creation of artificial scrapes (e.g. Slater 2014) have been shown to benefit both butterflies and plants. Furthermore, many housing and infrastructure development projects entail the artificial profiling of construction sites, which in some cases has led to successful colonizations of sites previously unimportant for wildlife (e.g. Danahar 2011). Increasingly, developers are required to mitigate or offset the ecological impacts of construction through the creation or restoration of habitats for wildlife (Defra 2013). It is easy to envisage a process whereby topographic variation is deliberately enhanced as part of such activities.

Given the effort and likely expense associated with altering topography or manipulating vegetation, the current advice to land managers remains that the
creation of thermally diverse areas can be beneficial in that it can promote population stability, ameliorate the higher and more variable temperatures associated with climate change and is likely to provide habitat for a wider variety of species (Macgregor & van Dijk 2014; Table 1). However, many sites are managed specifically for single species or related species reliant on specific habitat or topographic requirements. In these instances, the creation of more heterogeneous environments would be undesirable if at the expense of reducing the amount of optimal habitat. For example, within the UK, maximizing the availability of warm microclimates could benefit one-sixth of rarer British butterfly species (Thomas 1993), but this creation of warm microclimates may be detrimental to the remainder. The trade-off between maintaining species diversity and increasing (general) abundance remains complex and reinforces that research at greater spatial and ecological detail remains a priority to understand the impact of climate change (Kearney & Porter 2009).
Table 1. Management responses to climate change, with associated effects on the environment and on wildlife. For each response, the strength of supporting evidence and risk of failure is also assessed. Separate assessments for each study are provided in Table S3. Superscript numbers cross-reference with those in Appendix S2, in which further details are provided.

<table>
<thead>
<tr>
<th>Adverse effect</th>
<th>Management technique</th>
<th>Positive effects on wildlife</th>
<th>Potential adverse effects on wildlife</th>
<th>Strength of evidence</th>
<th>Risk of failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Warming</td>
<td>Afforestation(^1)-(^3) and abandonment/reduced grazing(^4)</td>
<td>Increased/denser vegetation cover reduces maximum temperatures and buffers species against temperature extremes, but may have undesirable effects on non-target species.</td>
<td>Increased resource competition.</td>
<td>Moderate/Strong</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>Slope creation/protection(^5)-(^7)</td>
<td>Equatorward-facing slopes accommodate range expanding species; Poleward-facing slopes benefit range retracting species. Topographic heterogeneity buffers species against adverse effects of climate.</td>
<td>Reduced availability of optimal habitat.</td>
<td>Strong</td>
<td>Medium</td>
</tr>
<tr>
<td>Precipitation change</td>
<td>Woody debris addition</td>
<td>Stabilises soil temperature and reduces moisture loss benefiting species with high moisture and low temperature requirements.</td>
<td>Reduced light availability</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Altering grazing regimes&lt;sup&gt;8,10&lt;/sup&gt;</td>
<td>Livestock exclusion counteracts hydrological effects of increased winter precipitation in California with benefits to plants, amphibians and invertebrates. Increased grazing reduces infiltration and enhancing small-scale heterogeneity in hydrological conditions, benefiting ephemeral wetland species in the UK. High risk of failure as grazing can have both positive and negative impacts.</td>
<td>Reduced grazing may reduce diversity, particularly in areas with productive soils and high rainfall.</td>
<td>Moderate</td>
<td>High</td>
<td></td>
</tr>
<tr>
<td>Manipulate water flow with permeable&lt;sup&gt;11&lt;/sup&gt; or</td>
<td>Permeable barriers regulate water flow and create shallow pools. Biological benefits untested. Drain blocking enhances key peatland</td>
<td>Unknown</td>
<td>Moderate</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Action</td>
<td>Description</td>
<td>Benefits</td>
<td>Drawbacks</td>
<td>Strength</td>
<td>Weakness</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>----------</td>
<td>-----------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>Impermeable barriers\textsuperscript{12, 13} or drainage control\textsuperscript{12, 13}</td>
<td>Diverts ditches to improve conditions for wet grassland birds.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Irrigation/spraying\textsuperscript{14}</td>
<td>Increases water availability; enhanced amphibian spawning. Expensive.</td>
<td>Reduced water availability elsewhere.</td>
<td></td>
<td>Strong</td>
<td>Medium</td>
</tr>
<tr>
<td>Sea-defence creation/maintenance\textsuperscript{15-19}</td>
<td>Protects coastal habitats from seawater intrusion. Benefits non-marine species or those with specific salinity/water requirements. Creation of textured surfaces and artificial rockpools create habitat for intertidal organisms. Options for soft-engineering oyster and mussel beds as offshore barriers. Stabilisation/accretion of material on sandy beaches.</td>
<td>Altered sediment transport may increase erosion offsite.</td>
<td></td>
<td>Strong</td>
<td>Medium</td>
</tr>
<tr>
<td>Stabilisation of intertidal and coastal habitat\textsuperscript{20, 21}</td>
<td>Sediment addition to intertidal habitat increased surface elevation offsetting sea-level effects with Cord-grass highly invasive, potentially</td>
<td></td>
<td></td>
<td>Strong</td>
<td>Medium</td>
</tr>
<tr>
<td>Defence realignment(^{22-24})</td>
<td>Intertidal habitat creation. Benefits to waders, saltmarsh plants and benthic invertebrates.</td>
<td>Adverse effects unlikely, but benefit depend on shore profile and morphology.</td>
<td>Moderate</td>
<td>Medium</td>
<td></td>
</tr>
<tr>
<td>Active management of newly created habitat, including seeding(^{25}), re-profiling and sediment addition(^{26})</td>
<td>Ensures newly created intertidal habitat more similar to natural habitat. Increased diversity of benthic invertebrates and saltmarsh plants.</td>
<td>Reduces suitability of wader feeding habitat (exposed mud).</td>
<td>Moderate</td>
<td>Low</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Potential management responses to climate change, which have been shown not to work. Superscript numbers cross-reference with those in Appendix S3, in which further details are provided.

<table>
<thead>
<tr>
<th>Adverse effect</th>
<th>Management technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Warming</td>
<td>Adding fertilizer to promote vegetation growth(^1)</td>
</tr>
<tr>
<td>Precipitation change</td>
<td>Keeping rice fields flooded after harvest(^2)</td>
</tr>
<tr>
<td></td>
<td>Rewetting soils in old arable fields(^3)</td>
</tr>
<tr>
<td>Sea-level rise</td>
<td>Raising areas of substrate for nesting birds(^4)</td>
</tr>
</tbody>
</table>
Management to offset the effects of water availability change

Globally, trends in precipitation are not clear-cut (IPCC 2013) and environmental managers are likely to be faced with the challenge of adapting nature conservation to both wetter and drier conditions, sometimes in the same location at different times of year. Notwithstanding this challenge, there is a substantial precedent in managing landscapes to regulate water supply (Table 1), reduce flood risk (O’Connell et al. 2007) and manage water levels to enhance biodiversity (Eglington et al. 2010), and thus, there is considerable potential to offset the effects of climatic change on water availability through habitat management.

Broadly, three management approaches have been used to influence water availability (Table 1), although many examples are not specifically associated with adapting nature conservation to climate change. The first entails modifying land use to divert or regulate water supply downstream. In grazing marshes in the East of England for example, artificial shallow drains have been used to divert water to the middle of marshes. This process creates areas of flooding and damp habitat that can potentially provide a mosaic of nesting habitat and profitable feeding areas for breeding waders (Eglington et al. 2010). Similarly, Mitchell (2001) manipulated water availability at breeding sites for brown toadlet, *Pseudophryne bibronii* Günther, in South Australia using portable irrigation sprayers, with improvements in breeding success. The small spatial scale at which most amphibians operate makes them ideally suited to habitat manipulations of this type and there is consequently considerable potential to offset some of the adverse effects of climate change on amphibians through active management (Table 1).
A second approach involves manipulating catchment hydrology to influence water availability upstream. For example, the soil moisture of peatlands in the United Kingdom has been manipulated by blocking ditches. This in turn increases cranefly *Tipulidae* abundance, particularly in dry years (Table 1). Craneflies are a key herbivore in these habitats and an important prey item for breeding birds, but they are susceptible to drought. The diversion of water (partly to benefit wildlife) can, on occasion, operate on a grand scale. In Florida, for example, there are plans to construct canals and levees to restore the everglades over an area of 47 000 km² (RECOVER 2014).

Lastly, habitat management can be used to manipulate vegetation structure, which in turn influences hydrology by affecting evapotranspiration. For example, Pyke & Marty (2005) showed that cattle grazing offsets the effects of increased winter precipitation on the hydroperiod of ephemeral wetlands by enhancing evapotranspiration, thus improving conditions for endangered invertebrates and amphibians. However, cattle grazing can also have the opposite effect. The depressions created by livestock trampling often accumulate water, and in some instances grazing is used as a means of ensuring conditions remain suitably wet (Maclean *et al.* 2012; Scott *et al.* 2012). Thus, the effects of grazing on hydrological conditions are not necessarily predicable and site-level knowledge or experimentation may be essential for successful conservation outcomes.

This latter finding serves to illustrate one of the challenges faced by managers: namely what to do when. Arguably the most important consideration will be what changes are expected. Where reductions in water availability are forecasted, creating wetter conditions is likely to be beneficial and vice versa. Where greater
variability is predicted, the creation of a stable water supply is likely to be desirable. A means of achieving greater stability is through the creation of permeable timber barriers, artificial diversion ponds and careful positioning of woody debris in streams, all techniques which have been used to attenuate run-off during periods of high rainfall (Table 1). Where there is uncertainty surrounding the availability of water, techniques that enhance heterogeneity in water availability are likely to be the most effective as they will increase the likelihood that suitable conditions for target species exist. Management techniques for achieving this include the creation of shallow scrapes and pools using heavy construction plant machinery (Natural England 2010) or encouraging low-density livestock grazing and trampling in marshes, fens and wet meadows (Tesauro & Ehrenfeld 2007). Bunding ditches (or diverting them to increase drainage in areas where susceptible to undesirable flooding) should also be considered as interventions in wet grassland, peatland and mire systems (Hopkins et al. 2007). It should be noted, however, that grazing can also have adverse effects in some ecosystems, particularly drier systems, or fail to have desired benefits (Lunt, Jansen & Binns 2012) and increasing heterogeneity may reduce the availability of optimal habitat. Any changes in grazing regimes or other management techniques implemented to increase heterogeneity should thus proceed with caution.

Management to offset the effects of sea-level rise

Global sea levels rose by approximately 0.19 m between 1901 and 2010 (Hay et al. 2015) with predicted rises of 0.25–1 m over the 21st century (IPCC 2013). Rising sea levels affect the extent and quality of coastal habitats through erosion and changes in niche availability and increase the vulnerability of inland habitats
to seawater flooding. There are particular problems where coastal development and construction of hard defences prevent landward migration of habitats, resulting in them being squeezed between a fixed landward boundary and rising sea levels (Morris et al. 2004). While this review deals with in situ management in response to these threats, it is worth emphasizing that such management should sit alongside landscape approaches, because even modest coastal development can alter natural coastal dynamics over hundreds of kilometres (Hapke, Kratzmann & Himmelstoss 2013).

Appropriate in situ management to offset the effects of sea-level rise depends mainly on the habitat type in question. Freshwater and brackish habitats, such as saline lagoons, require protection from tidal inundation because species are vulnerable to increases in salinity, which can lead to shifts in community composition (Tate & Battaglia 2013). Where landward retreat of these habitats is not possible due to adjacent land use, protection from saline flooding by the maintenance of hard or natural defences (e.g. sand or shingle barriers) is likely to be most effective. For example, sea walls at RSPB Titchwell, Norfolk, UK, were replaced or strengthened to protect important freshwater habitats, as part of a package of measures aimed at adapting the reserve to rising sea levels (RSPB 2013). Given the conservation value of these specialist communities (Beer & Joyce 2013) and their vulnerability to sea-level rise (Spencer & Brooks 2012), investment to maintain defences may be justified.

Rocky intertidal habitats are among the most vulnerable to rises in sea level because many are backed by steep inclines (such as hard cliffs) and are thus
unable to retreat landward (Jackson & McIlvenny 2011). Two forms of management are likely to be particularly effective. First, the creation of hard and rock-armoured defences, such as breakwaters, gabions and offshore barriers, can be used to absorb wave energy and reduce local erosion (French 2001) and are colonized by intertidal organisms. However, intertidal communities on existing hard defences are less diverse than those on natural rocky shores because the defences lack environmental heterogeneity, tending to be smooth and steeply grading (Table 1). Creation of microhabitat features (e.g. shaded vertical surfaces and water retaining features that mimic rock pools) increases the diversity of algal and macrobenthos communities and increases the potential for artificial barriers to compensate for loss of existing rocky intertidal habitat (Table 1). An alternative approach is to promote ecologically engineered offshore barriers, such as those created by reef-building oysters and mussels (Borsje et al. 2011). These can attenuate wave energy and stabilize intertidal flats behind them, although their effectiveness may be limited in high-energy environments (Table 1). Oyster reefs have declined by 85% over the past 100 years (Beck et al. 2011), and the creation of ecologically engineered reefs has the dual benefit of increasing habitat extent and providing a self-sustaining barrier that can keep pace with sea-level rise (Rodriguez et al. 2014). The decision as to which type of barrier to create depends on whether the goal is to create a specialist ecological community (ecologically engineered reef), or provide suitable habitat for a wider algal and macrobenthos community (artificial barriers).

Soft-sediment intertidal habitats are able to accrete vertically and maintain their elevation with respect to rising sea levels if there is a sufficient supply of sediment and conditions are suitable for settlement (Krauss et al. 2014). Structures such
as groynes and brushwood fences have been used to interrupt the movement of sediment and encourage local deposition, therefore increasing habitat extent by widening beaches (Table 1). However, if insufficient sediment is available to maintain habitat extent, additional material can be added to the system. For example, material from dredged sites can be added to beaches or eroding saltmarshes to increase the width and/or surface elevation, which may have the added benefit of increasing plant above-ground biomass, which in turn can stabilize the saltmarsh surface (Table 1). The source of the sediment for such nourishment schemes is an important factor. Fine-grained material is more likely to be resuspended and washed away and the form of benthic invertebrate communities is highly dependent on the grain size of the added material (Bolam & Whomersley 2005; Table 1).

Creation of new coastal habitats adjacent to existing ones is likely to be the most effective long-term option. Managed realignment, where sea defences are relocated landward and the old, seaward defences are breached to allow tidal inundation (French 2006), is the most commonly used method to create intertidal flats and saltmarshes. While not strictly in situ management, it often within the remit of a site manager to consider such an option and we therefore provide a brief overview of its efficacy. The most important factor in the success of these schemes is the surface elevation of the site, since this determines the colonization and subsequent composition of communities. Most sites selected for managed realignment are low-lying with respect to sea level (Crooks et al. 2002). This maximizes the length of time the habitat remains unvegetated and thus suitable feeding habitat for wading birds (Table 1), but is not desirable if the aim is to quickly establish vegetated saltmarsh (Garbutt et al. 2006). While benthic
infaunal and saltmarsh plant species can often colonize quickly (Mossman et al. 2012), natural communities can be more difficult to recreate (Mossman, Davy & Grant 2012). Artificial planting of rare species accelerates vegetation development, and may be particularly beneficial if the plant species host rare invertebrates (Woodell & Dale 1993). Plant colonization may be constrained by poorly drained and oxygenated sediments (Mossman, Davy & Grant 2012), which may be improved by the establishment of effective creek networks (Crooks et al. 2002) or the creation of more varied topography through constructing raised and lowered areas (Table 1). The grazing of saltmarshes can also generate habitat heterogeneity and may be particularly desirable when vegetation is dominated by invasive high-marsh grasses (Bos et al. 2002). In these situations, extensive grazing can increase plant diversity and create habitat more suitable for waterfowl, potentially mitigating for some sea-level induced impacts (Clausen, Stjernholm & Clausen 2013).

**General in situ management techniques**

In addition to manipulating environmental conditions, there are several more general methods that have been used to enhance the capacity for biodiversity to cope with climate change (see, e.g., Macgregor & van Dijk 2014). At the most generic level this may simply involve reducing other threats. The general contention is that, by reducing or preventing other threats to biota, target wildlife is better able to cope with climate change. Although it can be assumed that ameliorating the risk from these other threats will benefit a species’ climate response, direct evidence of this occurring in practice has been more forthcoming for some threats than others. Interactions with pest species have been particularly well documented and there is a substantial amount of evidence that exposure to
pest species makes affected species more vulnerable to drought-induced water stress (Breshears et al. 2005), while also impeding the recovery of forests from extreme storm events (Pawson et al. 2013). The compounding effects of species invasions and climate change are also well documented, but most of the evidence for the utility of this approach is mixed and context-dependent, primarily because the evidence for competition-related declines is similarly conflicting. In the UK for example, ‘non-native’ plants have limited negative impact on native diversity (Thomas & Palmer 2015), but in the Alps, high-altitude plants are being out-competed by low-altitude plants (Gottfried et al. 2012), and here the lack of an alternative habitat (upslope) strengthens the case for interventions to defend what climatically suitable habitat remains. The realities of conservation funding mean that attention in this area is focussed on those species with the highest economic impact, and thus, evidence we have for the efficacy of invasion control is similarly biased. However, there are cases where the increased prevalence of ‘non-native’ species interacts with climatic conditions to compound the adverse effects. For example, vigorous, competitive invaders such as Rhododendron ponticum are likely to reduce understorey microclimatic heterogeneity and floating Cyanobacteria can lead to the loss of cold-water refugia as a result of hypolimnetic anoxia (Havens 2008).

The maintenance of genetic, species or functional diversity within ecosystems (see Folke et al. 2004 for a detailed review), has also been advocated, primarily for the purpose of bet-hedging: more diverse systems are better positioned to withstand climate change. For example, the effects of extreme drought on plant communities are patchy, affecting some species more than others (Buckland et al. 1997). Consequently, maintaining the diversity of these plant communities ‘bet
hedges’ that those species that are more tolerant or resistant to drought will be conserved (Díaz & Cabido 2001). The same principle has also been proposed at the genetic level, where populations with more genetic diversity are often found to be more resistant or resilient to extreme climatic events (Jump & Peñuelas 2005). While the general applicability of the ‘maintaining diversity’ approach is at least partially supported by evidence that management to improve diversity in one particular taxon or group often benefits diversity in other groups (Maskell et al. 2013), the underlying rationale is at best equivocal. One of the key reasons why increased diversity has been suggested to increase resilience is based on the concept of functional redundancy: more diverse ecosystems are assumed to be better able to maintain function even when some species are lost. Nonetheless, even in diverse systems, the loss of a single species can lead to major changes in ecosystem function (Díaz & Cabido 2001). The opposing side of this argument is that protecting the natural function of ecosystems, species and communities will enhance their capacity to cope with climate change. These processes can be biological (e.g. pollination, dispersal, succession of vegetation) or physical (e.g. erosion and deposition, river migration). A good example of the benefits of maintaining natural processes is the managed realignment of coasts already discussed. However, the approach has been applied more widely and often has multiple benefits. The retention of deadwood and/or debris in forests, for example, both improves the diversity of saproxylic invertebrates (Pawson et al. 2013) and offers greater diversity of microhabitats for other potential occupants (Hobson & Mickleburgh 2008). This serves to illustrate a more general point: some (e.g. Bellard et al. 2012) have argued that our current knowledge of the impacts of climate change is highly disparate and uncertain. In such situations, ‘no regrets’ techniques are likely to be the most sensible to adopt.
Conclusions

The threats of climate change to biodiversity are driving changes in recommended conservation practice. However, the majority of recommendations thus far focus on the broader landscape level, for example by enhancing connectivity or increasing the number or size of reserves (Heller & Zavaleta 2009). Surprisingly, despite the extent to which current conservation management practice alters local environmental conditions, the use of management as a tool for manipulating these conditions has rarely been recommended as a means of helping species cope with climate change, except as a means of countering sea-level rise.

While empirical evidence for the effects on biota of these management actions is in its early stages, it is clear from the evidence already available that, in some circumstances, there is a compelling case for management. Nonetheless, some techniques have a higher risk of failure or unexpected outcomes than others. We have assessed the strength of evidence of a selection of the approaches (Table 1) in order to provide an indicative idea to conservation professionals of the likely effectiveness of a given approach. We also assess the risk of failure, as some techniques may have undesirable effects and provide a list of those techniques that are unlikely to work (Table 2). There will also be inherent trade-offs: for example, prioritizing heterogeneity will come at the expense of some ‘optimal’ habitat for species. Allowing taller vegetation to establish will reduce light availability and provide a higher degree of competition (WallisDeVries & Van Swaay 2006). The degree to which one strategy or another is preferable will also depend on the time period over which it is enacted, with techniques to protect
existing biota at a site more attractive in the short term, but accommodation or even encouragement of change likely to be required in the long term (Rannow et al. 2014).

Overall, however, replicated and monitored local manipulations of habitat that ascertain the efficacy of management actions are rather scarce. Perhaps one of the reasons why such case studies are lacking is the weak implementation of adaptive management (e.g. Mitchell et al. 2007). In a technical sense, this entails manipulating a system to improve understanding and hence manage it more effectively. It is intended to be a structured, iterative process that leads to robust decisions in the face of uncertainty. In reality, however, it is often taken to mean that managers retain flexibility and respond as situations develop (e.g. Mitchell et al. 2007) and some argue that the phrase ‘adaptive management’ is usually used to disguise weak conservation practices (e.g. Sutherland 2006). Furthermore, even if applied correctly, the approach relies on there being measurable ecological responses to management that can be distinguished from other factors (Oliver & Morecroft 2014). Consequently, irrespective of whether management is being carried out adaptively or proactively, there is much need for well documented examples of habitat manipulations carried out in ways that permit their effectiveness to be established. It is thus important to document failure as well as success. It is likely that future efforts to safeguard biodiversity against the effects of climate change will require a rich variety of approaches. It is our belief that the deliberate manipulation of environmental conditions through habitat management should be considered as part of the suite of options available and the effectiveness of such actions adequately tested and documented.
Chapter 5: Conclusion

This thesis investigates the potential changes in species distributions in the face of climate change, the role climate at 1 km and 5m plays in these changes, and the conservation management options available to manipulate microclimate to conserve biodiversity. Chapter 2 finds that there has been significant environmental change on the Lizard Peninsula due to climate change over a comparable period, which is reflected in the plant community at a 1km scale. The changes observed in environmental factors suggest biodiversity loss is likely in the future without intervention. Chapter 3 provides evidence that microclimatic conditions influence species presence at the very fine scale (5m). This influence doesn’t necessarily relate to species recorded macroclimatic preferences either. For example, both Arctic-alpine species, which have the coolest temperature preferences, and Mediterranean species, which have the warmest temperature preferences, were both found in areas with the highest solar insolation. Consequently, it may be that species predicted to become locally extinct may be able to persist in microclimatic holdouts, at least in the short term. Chapter 4 finds that the use of in situ management can be used to offset climate change locally, thus it may be that conservation efforts could be focused in key areas to conserve biodiversity. Efforts could be focused in areas where we might expect a diverse array of microclimatic conditions, such as topographically heterogeneous regions, or those with a patchwork of dominant land covers.

Future directions

This thesis identifies three key areas which would benefit from further investigation, namely; (i) increased species recording to improve understanding
of how environmental change due to climate change is affecting species distributions, (ii) more widespread use of fine-scale SDMs to predict changes in species distributions in topographically diverse regions and (iii) effective *in situ* management techniques, and their associated risks.

Chapter 3 evidences that microclimate may influence species distributions. Therefore, coarse-scale SDMs are unlikely to provide accurate predictions for species distributions in topographically diverse areas, as they cannot account for microclimatic variation. However, there are few studies which compare the accuracy of coarse-scale and fine-scale SDM predictions. I argue further investigation in to the effectiveness of different scale models is worthwhile. If conducted, a better understanding of how climate change influences species distributions at different scales will develop. Knowing when it is best to apply which type of model to determine species response will result in more accurate, less costly predictions.

To best make use of the available management techniques requires an accurate, long-term record of species distributions. With a greater availability of species records, we could investigate the environmental and community changes occurring over a comparable period. This would enable us to determine the effect climate change is having on global biodiversity. With this information, conservation managers could better direct their efforts, conserving more biodiversity with less expenditure. This is particularly important for understudied areas which are also biodiversity hotspots, such as the tropics. The tropics suffer
from a lack of knowledge of their current state, as well as a lack of guidance on how best to manage them.

One critical aspect of biodiversity management research is the lack of reporting of ineffective or harmful methods. The nature of journal publication is such that it is rare for a study finding no result, or an undesirable one, to be accepted. The consequence of this is that conservation managers are not made aware of which techniques have already been tried and failed. This leads to more resources being used ineffectually, or even be a negative impact on local biodiversity. Lack of information is particularly apparent for regions outside of North America and Europe. Thus, I argue that to improve to usefulness of in situ management, there need to be more studies reporting the effectiveness of management techniques over a wider region.

**Conclusion**

In conclusion, this thesis shows that scale of data is an important consideration when predicting species response to climate change. My findings suggest that changes in species distribution occur at a fine scale, raising issues with coarse-scale SDMs. As fine-scale variation in climate influence species response to climate change, in situ management can be an effective method for biodiversity conservation management through microclimate manipulation.
Figure S2.1. Funnel plots of the changes in mean indicator values between
periods one and two, and two and three against number of records for January temperature indicator values (a-b), July temperature indicator values (c-d), nitrogen indicator values (e-f) and moisture indicator values (g-h).

Figure S2.2
Figure S2.2. Distribution plots of the changes in mean values between periods one and two, and two and three for January temperature indicator values (a-b), July temperature indicator values (c-d), nitrogen indicator values (e-f) and moisture indicator values (g-h).
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Appendix S1
Details of systematic literature review

To identify potential management techniques, we searched Web of Science for studies associated with climate change and management, covering the entire period 1900-2014. The following broad search terms associated with climate change and management types were used: (i) climat* chang* and manag*, (ii) habitat stabil* and climat* chang*, (iii) graz* and climat* chang*, (iv) invasive removal and climat* chang* and (iv) manag* realignment. Querying the topic of each paper using these search terms returned a total of 50,875 paper titles, some of which were duplicates. Screening of article titles reduced this number to 721, and subsequent screening of article abstracts left a total of 101 papers that were potentially relevant. Each of these 101 papers was reviewed in detail and the reference list queried to identify further potentially relevant papers and any additional studies known to the authors were also included. A total of 62 relevant papers, upon which our review is based, was identified in this way.

Assessing the strength of evidence

The strength of evidence for each management technique was assigned a quantitative score using three criteria: (1) the magnitude of the responses reported by each study, (2) the overall confidence in the reported responses, and (3) the number of studies reporting that management technique. For each study, we first assigned scores for magnitude of responses as follows: a score of 'high' was assigned where the mean effect of management across studied organisms or locations resulted in a measured improvement of greater than 25% in the desired biological outcome (e.g. species richness or abundance); a
score of ‘medium’ was assigned when the mean improvement was 10-25% and a score of ‘low’ was assigned when the mean improvement was >0-10%.

Management techniques in which adverse responses were generally reported (i.e. the overall score was negative) are not included in Table 1.

Our assignment of scores for confidence in results are based on the authors of that study’s own judgement, supplemented by analyses of confidence intervals in instances where these were reported or could be derived from e.g. measurements of standard error. ‘High’ confidence was assigned when 95% confidence intervals did not overlap with zero and/or when the authors’ ascribed high confidence when discussing their results. ‘Medium’ confidence was assigned when 80% confidence intervals did not overlap with zero and/or when the authors’ highlighted a few caveats when discussing their results. ‘Low’ confidence was assigned when 50% confidence intervals overlapped with zero or where the authors’ present plausible alternative explanations for their results. In instances where analyses of confidence intervals and the authors’ discussion yielded conflicting scores, the lower score was used. For each study, the scores for the magnitude and confidence were cross-tabulated (see Table S1) to derive an overall score for each study.

We do not attempt to formally quantify the confidence associated with data from multiple studies using meta-regression techniques, as the effect being measured in each study often differs and it is thus erroneous to assign higher weighting to studies with larger sample sizes. However, based on the simple premise that multiple lines of evidence for a positive effect of a management technique,
provides stronger evidence that a particular management technique will be effective when applied to un-studied organisms, where more than one study investigates the effects of a management technique, we calculated a median score across studies and cross-tabulated this against the overall number of studies to derive an overall score of the strength of evidence associated with each management technique (Table S2).

Assessing the risk of failure

The risk of failure associated with management technique was assigned a quantitative score using: (1) the likelihood of an adverse response or the intervention being ineffective (assessed using the confidence intervals surrounding each study’s assessment of the impact of a management activity on flora or fauna); and (2) evidence in the wider literature not pertaining to climate change, that such management can have adverse effects. As the financial risks of an action is influenced strongly factors such as location, available budgets and the particular features of landscape or site, and site managers will be in the best position to assess this on a case-by-case basis, economic feasibility was not considered.

Our assignment of scores for risk of failure associated with each study was again based on the study author’s/authors’ own judgement, supplemented by analyses of confidence intervals in instances where these were reported or could be derived from e.g. measurements of standard error. High risk of failure was assigned when 50% confidence intervals overlapped with zero and/or when the authors’ indicate a high likelihood of failure when discussing their results. Medium
risk of failure was assigned when measured 80% confidence intervals overlapped with zero and/or when the authors’ highlighted some risk of failure when discussing their results. Low risk of failure was assigned when 80% confidence intervals did not overlap with zero or when the authors do not indicate any reason for failure.

However, in some instances, there was deemed to be a high risk of failure, even when individual studies associated with climate change and management do not allude to this, because the wider literature not pertaining to climate change either indicates directly that: a) such management can have adverse effects, or b) that the converse of a particular technique can have a beneficial effect. For example, reduced grazing generally has a high risk of failure because increased grazing has been shown to have benefits to biodiversity in some ecosystems. Our assignment of scores for a general risk of failure were derived as follows: a ‘high’ risk of failure was assigned when either there was (i) evidence from a wide range of study systems, or from the specific study system concerned, that the management technique in question has undesirable effects; or (ii) evidence from a wide range ( > 5) of study systems, or from the specific study system concerned, that the converse or cessation of the management technique in question has beneficial effects. A ‘medium’ risk of failure was assigned when either there was: (i) evidence from 2 to 5 study systems, but not the study system concerned, that the management technique in question has undesirable effects; or (ii) evidence from 2 to 5 study systems, but not the specific study system concerned, that the converse or cessation of the management technique in question has beneficial effects. In all other instances a score of ‘low’ was assigned. The median score derived from individual studies, and the general score derived from
wider literature, were both calculated for each management technique and that
which was higher used as our final score. A summary of the criteria used to
assess the risk of failure is provided below:

**High:**

i. 50% Confidence intervals overlap with zero; or

ii. Authors indicate high risk of failure when discussing their results; or

iii. Evidence from study system in wider literature that management
technique has undesirable effect; or

iv. Evidence from >5 other study systems that management technique has
    undesirable effect; or

v. Evidence from study system in wider literature that converse of
   management technique has desirable effect; or

vi. Evidence from >5 other study systems that converse of management
   technique has desirable effect.

**Medium:**

If criteria for high are not met; and

i. 80% Confidence intervals overlap with zero; or

ii. Authors indicate some risk of failure when discussing their results; or

iii. Evidence from 2-5 other study systems that management technique has
    undesirable effect; or

iv. Evidence from 2-5 other study systems that converse of management
    technique has beneficial effect

If criteria for neither High nor Medium are met, then the risk is low
Appendix S2

Additional information and references associated with Table 1

Temperature Increase

Afforestation

1. Several woodland butterfly species shift to cooler, closed habitats in hot years (Suggitt et al. 2012) similar to those achieved by afforestation. However closed canopies may alter light availability leading to change in floral composition.

2. Tropical microhabitats provided by afforestation buffer mammals, frogs and lizards against temperature extremes (Ellis et al. 2010; Scheffers et al. 2014a; b; Hardwick et al. 2015). However, difficult to recreate suitable microhabitat through active management.

3. There is evidence from a range of studies that riverine shading reduces water temperatures and the frequency with which thermal thresholds for fish are exceeded (Broadmeadow & Nisbet 2004; Moore, Spittlehouse & Story 2005; Whittledge et al. 2006; Malcolm et al. 2008; Broadmeadow et al. 2011). Parkyn et al. (2003) review the effectiveness of nine schemes in New Zealand and show canopy closure is required before beneficial effects are manifested, hence time-scales required can be long. McCormick & Harrison (2011) found that dense riparian tree canopy can have a negative effect on salmonid population via trophic interactions, making this a moderately risky technique.

Abandonment
4. Evidence from several studies on butterflies show they demonstrate preference for longer sward and/or reduced bare ground cover in warmer years or regions (Thomas et al. 1998; Davies et al. 2006; Suggitt et al. 2012) resulting from abandonment. There is a risk that longer sward may reduce light availability and increase nutrient competition for host plants. Late-successional habitats unlikely to be in short supply.

*Slope creation/protection*

5. Provision of equatorward facing slopes facilitates range-expanding Silver-spotted skipper butterfly through increased availability of warmer microclimates (Lawson et al. 2012; Bennie et al. 2013). The drawback is the potential reduction in availability of cool microclimate for species already present.

6. Poleward facing slopes may benefit range-retracting rainforest species and Alpine grasses as there is less long-term warming on slopes exposed to cool southerly winds in Australia (Ashcroft, Chisholm & French 2009). Effects on microclimate of slope aspect well understood (e.g. Bennie et al. 2008). There is a small risk of limiting availability of warm microclimates for colonising species.

7. Persistence of butterfly and high plant species threatened by climate change is generally higher in areas with high topographic heterogeneity (Suggitt et al. 2014, 2015). However, applied blindly this management may reduce the area of optimal microclimate. Chalk grassland swards on steeply facing sloping are more resistant to invasion by competitive grass species than those on flatter sites due to phosphorus limitation (Bennie et al. 2006).
Debris addition

8. Woody debris addition stabilises soil temperature and reduces moisture loss during lakeshore restoration projects, increasing overall survival of plants (Haskell et al. 2012). May limit light availability to smaller plants if over-applied. Two studies, from the USA (Owens et al. 2008) and Indonesia (Wanger et al. 2009) found that adding coarse woody debris to forest floors had no effect amphibian species richness or overall abundance. Two studies (Patrick, Hunter & Calhoun 2006; Semlitsch et al. 2009) show that most amphibian species exhibit no significant difference in abundance in clear-cuts with woody debris removed or retained.

Rainfall change

Altering grazing regimes. Livestock exclusion

9. Cattle exclusion counteracts hydrological effects of increased winter precipitation (Pyke & Marty 2005). This limits the inundation period increase resulting from precipitation increase in Californian temporary pools. Exclusion benefits invertebrates and amphibians in these pools, as they may fail to develop to maturity with extended inundation periods. Reduced grazing may result in vegetation succession and increased chance of negative effects on species from wild fires (Moreira & Russo 2007). However, high risk of failure as enhanced grazing is beneficial to ephemeral wetland species in other locations (Scott et al. 2012).

10. Models suggest increased grazing could counteract effects of decreased temporary pool habitat water availability in Cornwall through summer
(Maclean et al. 2012; Scott et al. 2012). Very high levels of disturbance may have undesirable consequences, though unstudied.

**Creation of permeable barriers**

11. The creation of permeable barriers, diversion ponds and artificial wetlands in small river catchments have well established effects on water flow (Richter et al. 2003; Wilkinson, Quinn & Welton 2010; Nicholson et al. 2012). However, the benefits to biodiversity are unexplored. No obvious risks if applied carefully.

**Drainage control**

12. Blocking drainage ditches increases water availability in wetlands, leading to higher cranefly abundance in dry years (Carroll et al. 2011), though no significant changes in wet years. No adverse effects have been reported or are likely.

13. Creating artificial drains to divert water can provide better management of wet features. This allows control of invertebrate abundance location, improving lapwing chick body condition through increased food provision (Eglington et al. 2008, 2010). Wet features are already present in the landscape and predation rates are unaffected through this technique (Eglington et al. 2009)

**Irrigation/Spraying**

14. Irrigation/spraying increases in-situ water availability. This has been shown to increase mating and spawning in *Pseudophryne bibronii* Günther (brown toadlet) in remnant eucalyptus forest, South-east Australia (Mitchell 2001; Shoo et al. 2011). Economically it is only feasible in a few
areas, which limits its applicability. Krajick (2006) shows that the installation of a sprinkler system to mitigate against reduced river flow was insufficient to prevent the Kihansi spray toad (*Nectophrynoides asperginis*) from declined rapidly in Tanzania.

**Sea-level rise**

**Sea-defence maintenance / creation**

15. Hard defences can attenuate wave strength, as well as fragmenting coastal habitats leading to increases in local biodiversity (Airoldi et al. 2005). They may also improve connectivity between rocky coast regions. Financial costs may result in only economically important areas being maintained (Richards et al. 2008) and hard defences may reduce environmental heterogeneity, leading to less diverse intertidal communities (Firth et al. 2013).

16. Creation of artificial rockpools and increasing surface texture on sea defences leads to an increased diversity of algae and sessile and mobile invertebrates (Chapman & Blockley 2009; Firth *et al.* 2013, 2014). There is no obvious risk associated with this management as it is unlikely to negatively impact rocky shore organisms though benefits may be influenced by substrate type (Green, Chapman & Blockley 2012).

17. Options for creating ecologically-engineered offshore reefs, reducing wave energy. Oysters quickly colonise culch material (shucked oyster shells) in high and low energy environments (Piazza, Banks & La Peyre 2005). Borsje *et al.* (2011) warn that it is important to understand habitat requirements for species settlement before applying this method to ensure it isn’t wasted effort.
18. Oyster and reef beds reduce wave energy (Borsje et al. 2011) and reduce shoreline erosion (Meyer, Townsend & Thayer 1997; Piazza, Banks & La Peyre 2005). This change is most beneficial in wave-exposed areas but these are most difficult conditions to establish reefs (Piazza, Banks & La Peyre 2005).

19. Groynes and other barriers provide stabilisation and/or accretion of material on sandy beaches and dunes. This is a widely-used management practice (Hanley et al. 2014) with high success rate, though may result in greater erosion elsewhere through loss of typical sediment.

**Stabilisation of coastal habitat**

20. Pumping of material from sediment sinks or dredging onto intertidal habitats increases the surface elevation in relation to sea level on salt marshes and sandy beaches. This leads to increased salt marsh plant biomass documented (Mendelssohn & Kuhn 2003) with the caveat that potential mineral deposition is an additional cause in this increase, as opposed to solely being the result of elevation increase. Also, the source of sediment is important, since removal from the system can increase erosion elsewhere. Fine-grained material is more likely to be washed away (Hanley et al. 2014).

21. Planting of ecosystem-engineering species to stabilise sediment is another widely used method for stabilisation and/or accretion of habitat. Marram grass is widely planted to stabilise dune systems, even where the species in not native (Webb, Oliver & Pik 2000). Common cordgrass was widely planted in Europe for its ability to accrete sediment (Nehring & Hesse 2008). There can be high risk associated with this method where
the species is not native, Common cordgrass is considered one of the top invasive species globally (Lowe et al. 2000).

**Defence realignment**

22. Saline inundation results in mudflat creation, providing suitable foraging habitat for wintering waterbirds (Atkinson et al. 2004; Badley & Allcorn 2006). Where tested, wintering waterbird community is similar to natural environments. However, where sedimentation rates are high, a shift from mudflat to salt marsh reduces suitability for feeding waders (Mazik et al. 2010; Morris 2013).

23. There is a rapid colonisation of new intertidal areas by a range of benthic invertebrate species (Mazik et al. 2010) though this is unlikely to provide a long-term fix. There are differences in abundance, diversity and community structure between a number of created and natural intertidal habitats (Craft et al. 1999; Mazik et al. 2010).

24. Newly created salt marsh allows for rapid establishment of some plant species (Mossman et al. 2012). Yet at some sites <50% of target species had established after 5 years (Wolters et al. 2008). Also characteristic perennials are rare in older, accidently realigned sites (Mossman, Davy & Grant 2012). This may in part be because it is difficult to replicate the geomorphological and topographic heterogeneity of natural salt marshes (Verbeek & Storm 2001; Doherty & Zedler 2015).

**Management of newly created intertidal habitat**

25. Planting rarer species on salt marshes increases the diversity of plant communities. Recruitment of individuals following planting can be high (Zedler, Callaway & Sullivan 2001) but is dependent on the species
planted. Specifically survival is low if environmental conditions are not suitable for the species in question (Garbutt et al. 2006).

26. Increasing topographic heterogeneity by creating raised and lowered areas on a salt marsh increases the range of available niches. Survival and recruitment of plants varies with raising and lowering treatments (Varty & Zedler 2008; Doherty & Zedler 2015). There is little risk associated with this method, though management must be carried out prior to instatement of tidal flooding due to accessibility for earth-moving equipment.

Appendix S3

Additional information and references associated with Table 2

1 Longer vegetation could potentially provide species with cooler microhabitats. Five studies (Willems, Peet & Bik 1993; Van der Woude, Pegtel & Bakker 1994; Foster & Gross 1998; Hejcman et al. 2007; Honsová et al. 2007) show that the experimental application of nitrogen, phosphorus and/or potassium, while increasing productivity, reduced the species richness of grasslands. Numerous studies demonstrate adverse effects on species richness of nutrient enrichment and demonstrate benefits to biodiversity of reduced fertilizer application.

2 Retaining areas of flooded habitat may benefit species in locations predicted to become drier. A study of rice fields in southern Brazil (Machado & Maltchik 2010) found that keeping fields flooded after harvest had no effect on amphibian species richness or abundance.

3 Wet habitats have been lost from agricultural systems, a problem compounded in regions predicted to become drier. Re-wetting may offer an important
mechanism for offsetting this effect, facilitating a reverse in declines. A review of three studies by Diggelen (2007) shows that re-wetting soils on old arable fields is not an effective method of restoring species-rich grassland.

In habitats prone to sea-level rise, inundation with water may be a significant cause of mortality. Providing nests or nesting habitat that is protected from water (e.g. by being raised) may therefore increase reproductive success. Two studies from the USA (Koenen, Utych & Leslie 1996; Rounds, Erwin & Porter 2004) found that the nesting success of terns and waders was no higher on specially raised areas of nesting substrate, compared to unraised areas.

Table S1
Scheme for cross-tabulating scores associated with the magnitude of a response and the confidence in the response, to derive overall scores of the strength of evidence associated with each study.

<table>
<thead>
<tr>
<th>Confidence in response</th>
<th>High</th>
<th>Medium</th>
<th>Low</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>Strong</td>
<td>Moderate</td>
<td>Weak</td>
</tr>
<tr>
<td>Medium</td>
<td>Strong</td>
<td>Moderate</td>
<td>Weak</td>
</tr>
<tr>
<td>Low</td>
<td>Moderate</td>
<td>Weak</td>
<td>Weak</td>
</tr>
</tbody>
</table>

Table S2
Scheme for scoring the strength of evidence for management techniques tested in multiple studies.

<table>
<thead>
<tr>
<th>Number of studies</th>
<th>1</th>
<th>2-3</th>
<th>3+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strong</td>
<td>Strong</td>
<td>Strong</td>
<td>Strong</td>
</tr>
<tr>
<td>Moderate/Strong*</td>
<td>-</td>
<td>Strong</td>
<td>Strong</td>
</tr>
<tr>
<td>Median strength of evidence for each study</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>Weak/Moderate *</td>
<td>-</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Weak</td>
<td>Weak</td>
<td>Weak</td>
<td>Moderate</td>
</tr>
</tbody>
</table>

*In instances where scores are derived from more than one study, the median may fall between categories, for example when one study has a score of high, and another of medium.
Table S3
Management responses to climate change, with associated effects on the environment and on wildlife. For each individual study, the strength of supporting evidence and risk of failure associated with each study and based on evidence in the wider literature is also assessed. For risk of failure, the criteria met are indicated using the numbering system shown in Appendix S1. Further details and a full list of references are provided in Appendix S2.

<table>
<thead>
<tr>
<th>Adverse effect</th>
<th>Study</th>
<th>Strength of evidence from study</th>
<th>Risk of failure (criteria met)</th>
<th>Risk of failure derived from wider literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Warming</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Afforestation and abandonment / reduced grazing</td>
<td>Ellis et al. (2010)</td>
<td>Moderate</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Scheffers et al. (2014a)</td>
<td>Strong</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Scheffers et al. (2014b)</td>
<td>Strong</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Hardwick et al. (2015)</td>
<td>Moderate</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Suggitt et al. (2012)</td>
<td>Moderate</td>
<td>Medium (i,ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Broadmeadow &amp; Nisbet (2004)</td>
<td>Strong</td>
<td>Low</td>
<td>Medium (iii,iv)</td>
</tr>
<tr>
<td></td>
<td>Moore, Spittlehouse &amp; Story (2005)</td>
<td>Moderate</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Whitledge et al. (2006)</td>
<td>Low</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Malcolm et al. (2008)</td>
<td>Moderate</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Broadmeadow et al. (2011)</td>
<td>Strong</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Parkyn et al. (2003)</td>
<td>Low</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>McCormick &amp; Harrison (2011)</td>
<td>Strong</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Thomas et al. (1998)</td>
<td>Strong</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Davies et al. (2006)</td>
<td>Moderate</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Suggitt et al. (2012)</td>
<td>Moderate</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bennie et al. (2006)</td>
<td>Strong</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lawton et al. (2012)</td>
<td>Strong</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bennie et al. (2013)</td>
<td>Strong</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ashcroft, Chisholm &amp; French (2009)</td>
<td>Strong</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bennie et al. (2008)</td>
<td>Strong</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Suggitt et al. (2014)</td>
<td>Strong</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Suggitt et al. (2015)</td>
<td>Strong</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bennie et al. (2006)</td>
<td>Moderate</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td>Environment</td>
<td>Impact</td>
<td>Authors</td>
<td>Impact Strength</td>
<td>Impact Group</td>
</tr>
<tr>
<td>-------------</td>
<td>--------</td>
<td>---------</td>
<td>----------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Warming</td>
<td>Debris addition</td>
<td>Haskell et al. (2012)</td>
<td>Moderate</td>
<td>Medium (ii)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Owens et al. (2008)</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wanger et al. 2009</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Patrick et al. 2006</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Semlitsch et al. 2009</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Precipitation change</td>
<td>Altered grazing regimes</td>
<td>Pyke &amp; Marty (2005)</td>
<td>Strong</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Moreira &amp; Russo (2007)</td>
<td>Moderate</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Scott et al. (2012)</td>
<td>Strong</td>
<td>High(i,ii)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Maclean et al. (2012)</td>
<td>Strong</td>
<td>High (ii)</td>
</tr>
<tr>
<td></td>
<td>Manipulate water flow with permeable or impermeable barriers or drainage control</td>
<td>Richter et al. (2003)</td>
<td>Moderate</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wilkinson, Quinn &amp; Welton (2010)</td>
<td>Strong</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nicholson et al. (2012)</td>
<td>Strong</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Caroll et al. (2011)</td>
<td>Strong</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Eglington et al. (2008)</td>
<td>Moderate</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Eglington et al. (2010)</td>
<td>Moderate</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Eglington et al. (2009)</td>
<td>Moderate</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>Irrigation/Spraying</td>
<td>Mitchell (2001)</td>
<td>Moderate</td>
<td>Medium (ii)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Shoo (2011)</td>
<td>Moderate</td>
<td>Medium (ii)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Krajick (2006)</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Sea-level rise</td>
<td>Sea-defence creation / maintenance</td>
<td>Airoldi et al. (2005)</td>
<td>Moderate</td>
<td>Medium (ii)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Richards et al. (2008)</td>
<td>Moderate</td>
<td>Medium (ii)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Firth et al. (2013)</td>
<td>Strong</td>
<td>Medium (ii)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Chapman &amp; Blockley (2009)</td>
<td>Strong</td>
<td>Medium (ii)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Firth et al. (2014)</td>
<td>Strong</td>
<td>Medium (ii)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Green, Chapman &amp; Blockley (2012)</td>
<td>Strong</td>
<td>Medium (ii)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Piazza, Banks &amp; La Peyre (2005)</td>
<td>Moderate</td>
<td>Medium (ii)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Borsje et al. (2011)</td>
<td>Strong</td>
<td>Medium (ii)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Meyer, Townsend &amp; Thayer (1997)</td>
<td>Strong</td>
<td>Medium (ii)</td>
</tr>
<tr>
<td></td>
<td>Stabilisation of intertidal and coastal habitat</td>
<td>Hanley et al. (2014)</td>
<td>Strong</td>
<td>Medium (ii)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Webb, Oliver &amp; Pik (2000)</td>
<td>Strong</td>
<td>Medium (ii)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nehring &amp; Hesse (2008)</td>
<td>Strong</td>
<td>Medium (ii)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mendelssohn &amp; Kuhn (2003)</td>
<td>Strong</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lowe et al. (2000)</td>
<td>Moderate</td>
<td>Medium (ii)</td>
</tr>
<tr>
<td></td>
<td>Defence realignment</td>
<td>Atkinson et al. (2004)</td>
<td>Strong</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Badley &amp; Alcorn (2006)</td>
<td>Moderate</td>
<td>Low</td>
</tr>
<tr>
<td>Sea level rise</td>
<td>Defence realignment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------</td>
<td>---------------------</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mazik et al. (2010)</td>
<td>Moderate</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Morris (2013)</td>
<td>Moderate</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Craft et al. (1999)</td>
<td>Moderate</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mossman et al. (2012)</td>
<td>Strong</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wolters et al. (2008)</td>
<td>Low</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mossman, Davy &amp; Grant (2012)</td>
<td>Low</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Verbeek &amp; Storm (2001)</td>
<td>Moderate</td>
<td>Medium (ii)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Doherty &amp; Zedler (2015)</td>
<td>Strong</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Active management of newly created habitat, including seeding, re-profiling and sediment addition</td>
<td>Zedler, Callaway &amp; Sullivan (2001)</td>
<td>Moderate</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Garbutt et al. (2006)</td>
<td>Moderate</td>
<td>Low</td>
<td>Low</td>
</tr>
</tbody>
</table>
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